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Abstract: Researchers have a special fondness for continuum robots (CRs) due to 
their various applications. CRs have been modeled in different ways. One of these 
methods is called lumped model. Although the lumped modeling of CRs needs 
multiple degrees of freedom, researchers have considered only a few degrees of 
freedom. But considering such structures led to some issues in the accuracy of the 
controller. Therefore, in this paper, the dynamic modeling of a CR which is based 
on the lumped model is developed in a general form. Additionally, a control strategy 
based on sliding mode back-stepping control is proposed after introducing the first 
and second Lyapunov functions for stability proof. Moreover, a new function in the 
control law is used to avoid chattering phenomena. The proposed controller can 
reduce the settling time, which is one of the most important factors in controlling 
such robots. To demonstrate the efficiency of the proposed method, three different 
case studies are conducted for a planar 8-DOF continuum manipulator and the 
simulations are compared with the feedback linearization method (FL). The 
simulations show the effectiveness of the proposed method for controlling the 
continuum robot. 

Keywords: Feedback Linearization, Lagrange Formulation, Model-Based Control, 
Multi-DOF Continuum Robot, Redundancy, Sliding Mode Control 
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1 INTRODUCTION 

Recently, a new class of robots called continuum robots 

(CRs) has been introduced. These robots resemble 

flexible robots with many joints and degrees of freedom 

that allow them to adapt to and move easily in 

convoluted places. CRs are considered a special group 

inspired by some parts of animals such as octopuses, 

elephants or the tail of reptiles [1-4]. CRs are mainly 

used in medical surgery [5], e.g., in the 

cardiorespiratory, digestive and urogenital systems [6-

9]. Although CRs have many advantages and 

applications, nevertheless they do not have sufficiently 

rigid structures, so this situation makes it hard to find a 

relationship between actuators and end-effector. There 

are some different methods for modeling CRs: classical 

methods [10], emerging techniques [11] and combined 

methods [12-13]. Although the classical methods 

provide an exact solution for the statics of the continuum 

robot, there are pitfalls in extending them to the 

dynamics, as this would involve the solution of a system 

of partial differential Equations (PDE) [14]. The PDE 

can represent the Equations of motion of CRs with 

Cosserat rod dynamics [15]. Since such Equations are so 

complicated, emerging techniques have been 

introduced. Reference [11] attempts to overcome the 

limitations of constant curvature modeling by replacing 

circular curves with Euler curves, which were found to 

be more suitable for a pneumatic continuum robot. 

Furthermore, some other methods were used in the 

modeling of the CRs. For instance, the backbone model 

is like ropes and strings with infinite degrees of freedom. 

Mochiyama and Suzuki, using the Frenet-Serret 

formulas, could approximate the kinematics and 

dynamics of such a model [16]. Yoon and Yi designed a 

flexible 4-DOF robot, cable-driven CRs, consisting of 

two modules with a backbone spring [17]. This model 

was imitated from the biological backbone and its main 

goal was considering collision avoidance. In another 

research, the Equations of motion of planar continuum 

manipulators were extracted by Tatlicioglu et all. 

considering the effects of potential energy. However, 

this model has not been experimentally validated [18]. 

The control of CRs can be divided into three different 

types. The first would be kinematic control [19]. This 

method uses a forward and inverse kinematic modeling 

of the system. The second type is the feedforward 

position control strategy which is based on a Piecewise 

Constant Curvature hypothesis. This method improved 

the robustness against disturbances of the system [20-

21]. The third one is differential kinematics, which is 

partially effective for redundant manipulators because it 

allows multi-task control [22]. However, this method 

requires some assumptions that reduce the accuracy of 

the system. To address this problem, adaptive and 

learning approaches have been introduced by some 

researchers. These approaches are based on data 

gathering [23]. In another study, the authors proposed an 

observer control based on Youla parameterization for a 

flexible link with the lumped tip mass [24-25]. The idea 

of this method was based on the using Youla parameter 

instead of finding the transfer function. But, the 

limitation of this method is that the dynamics Equations 

should be linearized.  
There are many challenges in modeling CRs because the 

structure has an unlimited number of degrees of 

freedom, which makes the formulation very complex. 

For this reason, researchers have considered limited 

degrees of freedom in modeling based on a lumped 

model [26]. However, modeling and control of CRs 

require accurate dynamic models. To improve the 

efficiency of dynamic modeling and the difficulties 

mentioned in the previous paragraph, this paper extracts 

the kinematic and dynamic Equations in general form 

through the Lagrangian formulation. In addition, the 

accurate position control of the end-effector by the 

sliding mode back-stepping control (SMBSC) method is 

investigated. The accuracy and speed in controlling this 

type of robot are crucial in surgical and medical 

applications. By introducing such a controller, not only 

is the error negligible but also the settling time decreases 

sharply. This paper is organized as follows. In the first 

section, the dynamic modeling of this robot is presented 

and the Equations of motion of this system are 

developed using the Lagrangian formulation. Section 2 

explains the formulation of SMBSC. Section 3 shows 

how to linearize a nonlinear system using the input-

output with the feedback linearization method. 

Simulation using MATLAB software is presented in 

section 4. Section 5 contains the conclusion of the paper. 

2 MODELING 

One model of CRs comprises a 2n degrees of freedom 

arm which is demonstrated in “Fig. 1”. The idea of this 

model was obtained from [26]. System dynamic is 

obtained with Lagrange method: 

 

d L L D
Q

dt q q q

       
       

       
 (1) 

 

 

Where, L represents the kinetic energy minus potential 

energy of the system. In addition, Q is the vector of 

generalized forces. The Equations of motion are 

demonstrated as: 

           
2 2 2 1 2 1 2 1 2 1 2 1

1

1 2 3 4 (2 1) 2

2 1 2

,
[ , ,..., , , ,...,

, , , ,...

]

, ,
T

n n n n n n n

T

n n

n n

I u

F F

q C G d

q s s s

u F F F F

  

     



  



 



 

 (2) 



3                                  Seyed Shoja Amini et al. 

 
Where I demonstrates mass matrix which is symmetric 

positive definite, C (q, q ̇) represents the forces of 

centrifugal and Coriolis force, G(q) is the gravity vector 

and u(t) is the vector of inputs which include the forces 

acting on the springs and dampers. In the given 

Equation, q shows the generalized coordinates, d(t) is the 

torque that expresses finite disturbance, modelling 

uncertainties, and unmodulated dynamics.  

 

 

 
Fig. 1 Continuum robot manipulator via springs and dampers structure. 

 

 

 

3 SLIDING MODE BACK-STEPPING CONTROL 

In this section, an SMC law for the convergence of robot 

variables to optimal values is designed. Robust nonlinear 

SMC control is an effective technique and its 

applications have greatly increased in recent decades. 

The most important feature of SMC is insensitivity to 

changes and disturbances in system parameters and 

external disturbances. In addition, it provides a fast-

passing response. In the SMC method proposed in this 

section, by back stepping design, sliding switching 

plates are introduced, and then, this rule is designed for 

asymptotic stability of the closed-loop error system. In 

general, conventional SMC does not have the desired 

ability to control the system due to the sign (σ) function; 
Because the existence of the sign function due to 

discontinuity around zero, causes the phenomenon of 

chattering, which is sharp fluctuations around the 

equilibrium point of error at zero. It is worth mentioning 

that this problem is considered in the design of the 

control law. 

System description 

The first step in designing an SMC law is to define the 

appropriate sliding plates. But, before that, and in order 

to start the design process, first the state space of this CR 

is considered.  

(3)  
1

2

( ) ( )

( ) ( )

x t q t

x t q t




 

The robot dynamic Equations can be written as follows: 

 
(4) 

          
1 2

1

2 2 2 2 1 2 1 2 1 2 1

( ) ( )

( )
n n n n n n

x t x t

x t I u d C G


    



   
 

 

In fact, in the SMBSC method, according to the control 

diagram showing in the “Fig. 2”, the switching plates are 

designed in such a way that after applying the controller, 

the time Equation of this plate and its derivative 

becomes zero, and when they become zero, the system 

modes also converge to zero. For this purpose, sliding 

plates are defined as follows [27].  

(5) 
1 1,2i i ix i     

Where, 𝛼0 = 𝑥1𝑑  shows the optimal value for 𝑥1, σ𝑖  

represents the sliding plate vector, and 𝛼𝑖 represents the 

ideal state vector for 𝑥𝑖 and is an intermediate value.
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Fig. 2 SM control structure diagram. 

 

Designing sliding mode back-stepping control 

The design of the control law in this section will be done 

in two steps. In the first step, virtual control input is 

designed and then, the control law will be performed to 

stabilize the whole design system and prove its stability 

through Lyapunov. In the first stage, the first subsystem 

in modeling is the Equation 𝑥̇1 = 𝑥2 in which 𝑥2 is a 

virtual input for this system and the derivative of the first 

sliding plate (σ1 = 𝑥1 − 𝑥1𝑑) with respect to time is: 

 

(6) 1 1 1 2 1d dx x x x     

 

On the other hand, according to “Eq. (5)”, σ2 = 𝑥2 − 𝛼1 

and by placing 𝑥2 in “Eq. (6)”: 

 
(7) 

1 1 1 2 1 2 1 1d d dx x x x x         

 

In order to converge the first subsystem to the sliding 

plate and move on it, the virtual control rule is defined 

as follows: 

 
(8) 

1 1 1 1dk x    

 

Where: 𝑘1 > 0. 

Now, the first Lyapunov function is considered as 

follows:  

 
(9) 

1 1 1

1

2

TV   

By calculating the derivative of the Lyapunov function 

(“Eq. (9)”) and placing “Eq. (7)” and “Eq. (8)” in it, “Eq. 

(10)” is obtained: 

 
(10) 2

1 1 1 1 1 1 2

T TV k        
 

In the second stage, the second sliding plate is σ2 =
𝑥2 − 𝛼1. The derivative of the second sliding surface 

with respect to time would be as “Eq. (11)”. The “Eq. 

(4)” and “Eq. (7)” are used as follow: 

 

(11) 

2 2 1

1

1 2

1

1 1 1 1 2

1 2 1 1 1

( )[ ( , ) ( ) ( ) ( )]

( )[ ( , ) ( ) ( ) ( )]

( )

d

d d

x

I x C x x G x u t d t

k x I x C x x G x u t d t

k x x

 



 





 

    

      

   

 

 

With the following definitions: 

 

(12) 

1

1 2 1 2

1 2 1 1 1

1

( , ) ( )[ ( , ) ( )]

( )

( )

d d

f x x I x C x x G x

k x x

g I x

 





 

    

 

According to the “Eq. (12)”, “Eq. (11)” is obtained as 

follows: 

 
(13) 

2 1 2( , ) ( ) ( )f x x gu t gd t    
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Now the control law is proposed as follows: 

(14)  1

1 2 2 2 1 2( ) ( , ) si ( )u t g f x x k d g gn       

 

By placing “Eq. (14)” in “Eq. (13)”: 

 
(15) 

2 2 2 1 2si ( ) ( )k d g gn gd t        
 

By considering the Lyapunov function:  

 
(16) 

2 1 2 2

1

2

TV V    

 

The derivative of the Lyapunov function with respect to 

time becomes as “Eq. (17)”. In this Equation, “Eq. (10)” 

has been utilized. 

 
(17) 2

2 1 2 2 1 1 1 2 2 2

T T TV V k            
 

By placing the derivative of second sliding plate (“Eq. 

(15)”) in “Eq. (17)”: 

 

(18) 

2 1 2 2

2

1 1 1 2

2 2 2 1 2

2

1 1 1 2 2

( si ( ) ( ))

( )

T

T

T

T

V V

k

k d g gn gd t

k k gd t

 

  

   

  

 

  

    

   

 

 

The expressions σ1
𝑇σ2 is transpose of σ2

𝑇σ1 and are 

therefore equaled and deleted with each other. 

 

(19) 

2 2

2 1 1 2 2 2 2

2 2

2 1 1 2 2 2

2 2

2 1 1 2 2 2

2

2 2

1 1 2 2 2

si ( )

( )

( )

( )

( ( ) ) 0

T

T

T

V k k d g gn

gd t k k d g

gd t k k d g

g d t

k k d t d g

   

   

   



  

   

    

    



     

 

 

On the other hand, according to the assumption 

‖𝑑(𝑡)‖ ≤ 𝑑̅ where 𝑑̅ ∈ 𝑅+, the Equation ‖𝑑(𝑡)‖ − 𝑑̅ ≤
0 is gained and consequently 𝑉̇2 < 0. Therefore, the 𝑉̇  is 

negative for all values of σ, and as a result, according to 

the definition of sliding plates and Lyapunov's theorem, 

it can be concluded that when the sliding plate becomes 

zero, the error value converges to zero and finally 𝑥1 →
𝑥1𝑑 . 

Improving the discontinuity in the controller 

In the controller expressed in “Eq. (14)”, the sign 

function with a coefficient in the Equation is used. The 

sign function 𝑢 = 𝑑̅𝑠𝑖𝑔𝑛(σ), which can also be 

expressed as: 𝑢 = 𝑑̅ σ ‖σ‖⁄ , is a discontinuous function 

around σ = 0. This discontinuity in the law of control can 

provide difficulty and cause a phenomenon called 

chattering. This phenomenon causes fluctuations in the 

input value of the robot system, especially when the 

system is exposed to noise. To counteract the chattering 

phenomenon, the value of u in the control law must be 

changed. To address this issue, proposals such as using 

tanh (σ) or saturation function (sat (σ)) instead of 

σ ‖σ‖ ⁄ have been suggested. However, another idea is 

used in this paper. Due to the fact that this discontinuity 

occurs when σ convergences to zero, the best choice to 

prevent discontinuities and unevenness in u is to add a 

term and consider it as follows: 

 
2

( )

d
u

d t







 (20) 

 

Where, Γ(t) is a positive function such that ∫ Γ(𝑡)𝑑𝑡
∞

0
<

∞ (tends to zero over time). By selecting the sign 

function in the control law as “Eq. (20)”, the obstacle of 

discontinuity in the control law will be solved. The 

choice of this function is arbitrary and for example one 

of the options can be as follows: 

 
1

( ) , 2
1 n

t n
t

  


 (21) 

 

It should be noted that when Γ(t) becomes zero, the value 

of u in “Eq. (20)” will be similar to the 𝜌 σ ‖σ‖⁄  . 

4 FEEDBACK LINEARIZATION CONTROL BY 

INPUT-OUTPUT METHOD 

In this method, nonlinear system dynamics transform 

into a (fully or partly) linear one, so that linear control 

techniques can be applied. First of all, we have to 

generate a direct relationship between the output y(t) and 

the input u(t). By taking two differentiations, the control 

input will appear to the output of this system and 

accordingly the relative degree of each of the outputs is 

equal to 2. It is obvious that if the control input never 

appears after more than n differentiations, the system 

would not be controllable. Also, in some cases, internal 

dynamics must be studied. Since the number of inputs 

and outputs are the same in this system, there is no 

internal dynamics. Also, it is indispensable to define a 

suitable output vector describing the system’s attitude 

properly. The output of the system is all generalized 

coordinates and is defined as “Eq. (22)”: 

 

1 2 1 2[ , ,..., , , ,..., ]n ny s s s     (22) 
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Then, according to the Equations of motion governing 

the system, the new input of the system is equaled to: 

   
          

2 1 2 1
1

2 2 2 1 2 1 2 1 2 1

n n

n n n n n n

q

I C G u d


 



    

 

   
 (23) 

 

The state-space representation of the system is: 

 

 
 
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
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
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 

 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

     



 
 
  



 (24) 

 

In this part, u must be selected in such a way as to 

eliminate the nonlinear terms of the system. Therefore, 

according to “Eq. (23)”, “Eq. (25)” is obtained: 

           
2 1 2 2 2 1 2 1 2 1 2 1n n n n n n n

u I C G d
     
     (25) 

 

The following form of “Eq. (24)” is converted to “Eq. 

(26)”: 

 

   

   
 

 

 
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(2 2 ) (2 2 ) (2 2 )

(2 2 ) (2 2 ) (2 2 )

4 1
0 0

0 0
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I
x n

I
x 

  

  

 


 
 
  

  
  

 

     
(2 2 ) (2 2 )

[ 0 ] 2 1
n n n n

y I x n
 

    

(26) 

5 NUMERICAL SIMULATION IN MATLAB 

In this section, the model proposed in the first section is 

considered. This continuum robot contains four masses 

of rigid rod and eight springs and dampers. The 

generalized coordinates are chosen as: 

 

1 2 3 4 1 2 3 4[ , , , , , , , ]Tq s s s s      (27) 

 

The dynamic characteristics of the robot are presented in 

the following “Table 1”. In the following, three different 

cases are considered. 

 

 

Table 1 The dynamic characteristics of continuum robot 

parameters value unit 

iM  
1 2 3 4

0.2 ; 0.15 ; 0.15; 0.1M M M M     Kg  

iI  
1 2 3 4

0.001I I I I    
2.Kg m  

ik  
11 12 13 14

21 22 23 24

30 ; 25 ; 15 ; 15

30 ; 25 ; 15 ; 15

k k k k

k k k k

   

   
 

1.N m   

ic  
11 12 13 14

21 22 23 24

10

10

c c c c

c c c c

   

   
 

1.s.N m   

0iS  01 01 03 040.2 ; 0.15S S S S     m  

l  0.2l   m  

g  9.81g   
1.N kg   

 

 

Case study 1: point-to-point control design 

In this subsection, point-to-point controller with SMC 

and FL is considered. The start and end points of the 

point-to-point motion are considered as 

 0.3,0.25,0.2,0.15ip  and   0.4,0.35,0.3,0.25fp m , 

respectively. The initial and desired angles are

 0.15,0.1,0.05,0.05  and   0.25,0.2,0.1,0.1 rad , 

respectively. The results of simulation are shown in 

“Fig. 3” to “Fig. 9”. Figure 3 and “Fig. 4” display the 

time varying changes of the extension of each module 

with FL and SMS methods. It is observed that state 

variables start from their initial conditions and finally 

reach to their final positions. All the states with SMC 

method reach their desired values way sooner. Figure 5 

and “Fig. 6” represent the change in orientation of the 

rigid rod angles starting from their initial conditions to 

their final positions.  
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Fig. 3 The time varying changes of parameter s1 and s2. 

 
Fig. 4 The time varying changes of parameter s1 and s4. 

 

 
.1 2( , )  The change in orientation of the rigid rod Fig. 5 

 

In “Fig. 7”, the trajectory of the end-effector of robot is 

shown. The structures of the robot in initial and desired 

points are demonstrated too. In “Fig. 8” and “Fig. 9”, the 

amount of inputs is indicated.  

 
Fig. 6 The change in orientation of the rigid rod 

3 4( , )  . 

 

 
Fig. 7 The trajectory of the end-effector. 

 

 
Fig. 8 The inputs value of the robot with FL method. 



Int.  J.   Advanced Design and Manufacturing Technology              8 

  

 
Fig. 9 The inputs value of the robot with SMC method. 

 

According to the input diagram, it is clear that in the FL 

method, initially, the amount of inputs changes until 

states reach their references. But, over time these inputs 

reach fixed values at the end of the path. Due to the fact 

that the dynamic model of the system has gravitational 

acceleration, the values of the inputs cannot reach zero. 

Also, according to the diagrams of the SMC method, it 

can be seen that in this method states reach their desired 

value sooner so inputs show the stable trend. 

Case study 2: point-to-point control design with 

disturbances 

In this part, some disturbances between 1.5 and 2.5 

seconds are introduced to this system. As well as this, all 

parameters and dimensions of the robot remain 

unchanged. The target of this case study is to examine 

the performance of the controllers despite the 

disturbance. Figure 10 and Fig. 11” illustrate the time-

varying changes of the extension of each module with 

FL and SMS methods.  

 

 
Fig. 10 The time varying changes of parameter s1 and s2. 

 
Fig. 11 The time varying changes of parameter s1 and s4. 

 

It can be seen that before the time when the disturbances 

are applied, FL controller tries to reach desired points. 

But, when figures with FL method reach the time when 

there are disturbances, their states move away from the 

desired values. After this period, the controller tries to 

revise this situation and reach references. On the other 

hand, these disturbances have little effect on the system 

with SMC method. Figure 12 and “Fig. 13” represents 

the change in orientation of the rigid rod angles starting 

from their initial conditions to their final positions. The 

trajectory of the end-effector of the robot is indicated in 

“Fig. 14”.  

 

 
Fig. 12 The change in orientation of the rigid 

rod(𝜃1, 𝜃2). 
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Fig. 13 The change in orientation of the rigid 

rod(𝜃3, 𝜃4). 

 
Fig. 14 The trajectory of the end-effector. 

 

The end-effector of the robot until 1.5 seconds (before 

disturbance time) reaches (-0.08, -1.19) location. When 

disturbance starts, the trajectory of the end-effector 

changes. In the simulation, it is shown that the robot's 

path remains unchanged after 4.93 seconds. To be more 

exact the end-effector reaches the endpoint. In “Fig. 15” 

and “Fig. 16”, the amount of inputs with disturbances are 

presented.  

 
Fig. 15 The inputs value of the robot with FL method. 

 
Fig. 16 The inputs value of the robot with SMC method. 

 
According to the input diagram, it is clear that after 1.5 

seconds many changes are made in the input charts in 

the FL method. Compared to the input diagrams in “Fig. 

8”, the power input changes of force F11 are significant. 

But as it turns out, after 6 seconds it reaches the same 

input values of the form without disturbance. Moreover, 

the least change is related to force F22. The main 

justification for this trend is the small effects of 

disturbance on the
3 1 2,S and   variables according to 

the pattern of “Fig. 11” and “Fig. 12”. Likewise, “Fig. 

9”, the disturbances had little effect on the input 

diagrams in “Fig.16”. Therefore, the SMC controller has 

better performance. 

Case study 3: Circular trajectory design 

The desired trajectory selected is a circular path on the 

plane that needs to be followed by the end-effector. 

Therefore, this path is assumed to be as follow:  

 

   cos(2 ) sin(2 )des desx z t t  (28) 

 

For this purpose, it is necessary to solve the inverse 

kinematics to find the desired values of the variables q. 

The forward kinematic Equations of the robot, which 

expresses the location of the end-effector is: 

 

2 1 3 1 2 4 1 2 3

1 2 1 3 1 2

4 1 2 3

1 2 3 4

sin( ) sin( ) sin( )

cos( ) cos( )

cos( )

x s s s

z s s s

s

     

  

  

    

     

   

  

   

 (29) 

 

Due to the fact that there are 8 variables and the number 

of variables required to follow a circular path is 2 

variables; Therefore, inverse kinematics will definitely 

have countless answers. To solve it, we give the value of 

6 variables: 
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1 2 3 4 1 2, , , , 0.3, 0.4
10 8 5 6

s s
   

          (30) 

 

By placing the values of “Eq. (30)” in the robot 

kinematic Equation in “Eq. (29)”, the other two 

variables, 𝑠3 and 𝑠4, are obtained as follows: 

 

3

4

1.65sin 2 0.39cos 2 1.07

1.29cos 2 1.11sin 2 0.59

s t t

s t t

  

  
 (31) 

 

Therefore, the desired values for 𝑞𝑑𝑒𝑠  are selected 

according to the definition of q (“Eq. (27)”). Besides, the 

initial condition of the system is demonstrated as: 

 

 1;0.8;1.2;0.3;0.5;0.1;0.2;0.7initialp    (32) 

 

In the following, “Fig. 17” to “Fig. 20” show the 

diagrams of the output systems of the system consisting 

of 8 variables along with the desired references with FL 

and SMS methods. The error of all 8 state variables with 

SMC becomes zero in less than 0.5 seconds, and this is 

a sign of the high speed of the designed controller. 

 

 
Fig. 17 The time varying changes of parameter s1 and s2. 

 

 
Fig. 18 The time varying changes of parameter s3 and s4. 

 
Fig. 19 The change in orientation of the rigid rod 

1 2( , )  . 

 
Fig. 20 The change in orientation of the rigid rod

3 4( , )   

 

According to the results of inverse kinematics in “Eq. 

(31)”, the desired path for the variables 𝑠3 and 𝑠4 is in 

the form of trigonometric functions shown in “Fig. 18”. 

Besides, by placing the expression t=0 in “Eq. (31)”, the 

initial values of the mentioned variables are calculated. 
In “Fig. 21”, the trajectory of the end-effector of the 

robot in the 2-D plane is illustrated.  
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Fig. 21 The trajectory of the end-effector. 

 

In “Fig. 21”, the end-effector starts from the initial point 

which has been shown. This point is calculated with 

forward kinematic which was represented in “Eq. (29)”. 

For calculation of the initial point of the path, all 8 

variables are needed. Such parameters were calculated 

in “Eq. (30)” and “Eq. (31)”. This point would be (1.276, 

0.915). Similar to this approach, the final point would be 

(0.3447, 0.9429).  

 

 
Fig. 22 The inputs value of the robot with FL method. 

 

In addition, the path traveled by SMC method has less 

mean squared error than FL method. It is seen that, even 

though both FL and SMC methods have the same 

dynamic modeling, controllers trace the different paths 

during the beginning and circular path. The factor of 

these two paths is the FL approach. In “Fig. 22” and 

“Fig. 23”, the amount of inputs is shown. Now See 

“Table 2”. 

 

 
Fig. 23 The inputs value of the robot with SMC method. 

 

Table 2 The comparison between tacking error with 

SMC and FL methods 

Control 

Method 
Mean Squared Error(m2) 

SMC 0.004 

FL 0.245 

 
It should be noted that even though the inputs by FL 

method is higher than SMC method, the trajectory of the 

end-effector in “Fig. 21” reaches the desired path with 

SMC method much sooner. 

6 CONCLUSIONS 

This paper presents a novel nonlinear control law for 

multi-DOF discrete CR. The dynamic model is based on 

a new structure established recently. However, in this 

work, the model of the system is developed into general 

form. Moreover, the strategy of SMC for a CR was 

presented in this paper with the stability proof of the 

system with Lyapunov theory. Besides, control 

simulation for three different cases was presented with 

SMC and the results were compared with the input-

output feedback linearization method in MATLAB 

software. The results exhibited that the settling time of 

the former method is much lesser than the latter 

approach. It should be noted that the proposed control 

model can be presented in various applications, 

including the medicine, where the rapid control of the 

CRs is so important. 



Int.  J.   Advanced Design and Manufacturing Technology              12 

  

REFERENCES 

[1] Hyatt, P., Johnson, C. C., and Killpack, M. D., Model 
Reference Predictive Adaptive Control for Large-Scale 
Soft Robots, Frontiers in Robotics and AI, 2020, pp. 
558027.  

[2] Hsiao, J. H., Chang, J. Y., and Cheng, C. M., Soft 
Medical Robotics: Clinical and Biomedical 
Applications, Challenges, and Future Directions, 
Advanced Robotics, Vol. 33, No. 21, 2019, pp. 1099-
1111. 

[3] Yeshmukhametov, A., et al. Modeling and Validation of 
New Continuum Robot Backbone Design with Variable 
Stiffness Inspired from Elephant Trunk, IOP Conference 
Series: Materials Science and Engineering, Vol. 417, No. 
1, 2018, pp. 012010.  

[4] Zheng, Z., et al., Dynamic Analysis of Elastic Projecting 
Robot Inspired by Chameleon Tongue, IEEE 
International Conference on Robotics and Biomimetics 
(ROBIO), 2018, Dec 12, pp. 2088-2094. 

[5] Simaan, N., et al., Design and Integration of a 
Telerobotic System for Minimally Invasive Surgery of 
The Throat, The International Journal of Robotics 
Research, Vol. 28, No. 9, 2009, pp. 1134-1153.  

[6] Da Veiga, T., et al., Challenges of Continuum Robots in 
Clinical Context: A Review, Progress in Biomedical 
Engineering, Vol. 2, No. 3, 2020, pp. 032003. 

[7] Ahmad, M. A., et al., Deep Learning-Based Monocular 
Placental Pose Estimation: Towards Collaborative 
Robotics in Fetoscopy, International Journal of 
Computer Assisted Radiology and Surgery, Vol. 15, No. 
9, 2020, pp. 1561-1571. 

[8] Shi, C., et al., Shape Sensing Techniques for Continuum 
Robots in Minimally Invasive Surgery: A Survey. IEEE 
Transactions on Biomedical Engineering, Vol. 64, No. 8, 
2016, pp. 1665-1678. 

[9] Sarli, N., et al., Preliminary Porcine In Vivo Evaluation 
of A Telerobotic System for Transurethral Bladder 
Tumor Resection and Surveillance, Journal of 
Endourology, Vol. 32, No. 6, 2018, pp. 516-522. 

[10] Webster, R., B. A. Jones, Design and Kinematic 
Modeling of Constant Curvature Continuum Robots: A 
review, The International Journal of Robotics Research, 
Vol. 29, No. 13, 2010, pp. 1661-1683. 

[11] Gonthina, P. S., et al., Modeling Variable Curvature 
Parallel Continuum Robots Using Euler Curves, 
International Conference on Robotics and Automation 
(ICRA), 2019, May 20, pp. 1679-1685.  

[12] Rone, W. S., Ben-Tzvi, P., Mechanics Modeling of 
Multisegment Rod-Driven Continuum Robots, Journal 
of Mechanisms and Robotics, Vol. 6, No. 4, 2014, pp. 
041006. 

[13] Kratchman, L. B., et al., Guiding Elastic Rods with A 
Robot-Manipulated Magnet for Medical Applications, 
IEEE Transactions on Robotics, Vol. 33, No. 1, 2016, pp. 
227-233. 

[14] Till, J., Aloi, V., and Rucker, C., Real-Time Dynamics 
of Soft and Continuum Robots Based on Cosserat Rod 
Models, The International Journal of Robotics Research, 
Vol. 38, No. 6, 2019, pp. 723-746. 

[15] Sadati, S. H., et al., TMTDyn: A Matlab Package for 
Modeling and Control of Hybrid Rigid–Continuum 
Robots Based on Discretized Lumped Systems and 
Reduced-Order Models, The International Journal of 
Robotics Research, Vol. 40, No. 1, 2021, pp. 296-347. 

[16] Mochiyama, H., Suzuki. T., Kinematics and Dynamics 
of a Cable-Like Hyper-Flexible Manipulator, IEEE 
International Conference on Robotics and Automation, 
Vol. 3, No. 03CH37422, 2003, pp. 3672-3677.  

[17] Yoon, H. S., Yi. B. J., A 4-DOF Flexible Continuum 
Robot Using a Spring Backbone, International 
Conference on Mechatronics and Automation, 2009, 
Aug 9, pp. 1249-1254. 

[18] Tatlicioglu, E., Walker, I. D., and Dawson, D. M., New 
Dynamic Models for Planar Extensible Continuum 
Robot Manipulators, IEEE/RSJ International 
Conference on Intelligent Robots and Systems, 2007, 
Oct 29, pp. 1485-1490.  

[19] George Thuruthel, T., et al., Control Strategies for Soft 
Robotic Manipulators: A Survey, Soft Robotics, Vol. 5, 
No. 2, 2018, pp. 149-163. 

[20] Falkenhahn, V., et al, Model-Based Feedforward 
Position Control of Constant Curvature Continuum 
Robots Using Feedback Linearization, IEEE 
International Conference on Robotics and Automation 
(ICRA), 2015, May 26, pp. 762-767.  

[21] Marchese, A.D., Tedrake, R., and Rus, D., Dynamics and 
Trajectory Optimization for A Soft Spatial Fluidic 
Elastomer Manipulator, The International Journal of 
Robotics Research, Vol. 35, No.8, 2016, pp. 1000-1019. 

[22] Chikhaoui, M.T., et al., Toward Motion Coordination 
Control and Design Optimization for Dual-Arm 
Concentric Tube Continuum Robots, IEEE Robotics and 
Automation Letters, Vol. 3, No. 3, 2018, pp. 1793-1800. 

[23] Li, M., et al., Model-Free Control for Continuum Robots 
Based on An Adaptive Kalman Filter, IEEE/ASME 
Transactions on Mechatronics, Vol. 23, No. 1, 2017, pp. 
286-297. 

[24] Esfandiar, H., Daneshmand, S., Closed Loop Control of 
The Planar Flexible Manipulator via Youla-Kucera 
parameterization, Journal of Mechanical Science and 
Technology, Vol. 27, No. 11, 2013, pp. 3243-3252. 

[25] . Esfandiar, H., Daneshmand, S., and Kermani, R. D., On 
the Control of a Single Flexible Arm Robot via Youla-
Kucera Parameterization, Robotica, Vol. 34, No. 1, 
2016, pp. 150-172. 

[26] Giri, N., Walker, I. D., Three Module Lumped Element 
Model of a Continuum Arm Section, IEEE/RSJ 
International Conference on Intelligent Robots and 
Systems, 2011, Sep 25, pp. 4060-4065. 

[27] Bai, K., et al., Sliding Mode Nonlinear Disturbance 
Observer-Based Adaptive Back-Stepping Control of a 
Humanoid Robotic Dual Manipulator, Robotica, Vol. 36, 
No. 11, 2018, pp. 1728-1742.

 



Int.  J.   Advanced Design and Manufacturing Technology, 2022, Vol. 15, No. 4, pp. 13-27 

DOI:  10.30486/ADMT.2023.1955746.1345                     ISSN: 2252-0406                                           https://admt.isfahan.iau.ir 

Research paper  

COPYRIGHTS 

© 2022 by the authors. Licensee Islamic Azad University Isfahan Branch. This article is an open access article distributed under the 

terms and conditions of the Creative Commons Attribution 4.0 International (CC BY 4.0) 

(https://creativecommons.org/licenses/by/4.0/) 

  

Nonlinear Dynamic Behaviour 

of The Mechanisms Having 

Clearance and Compliant 

Joints 

Amir Hossein Javanfar* 
Department of Mechanical Engineering, 

Shahrood University of Technology, Iran 

E-mail: Amirhosein.javanfar@yahoo.com 

*Corresponding author  

Received: 30 March 2022, Revised: 22 July 2022, Accepted: 20 August 2022 

Abstract: In this paper, the rigid four-bar linkage with clearance joint has been 
examined. The effects of design parameters have been analyzed separately. 
Considering chaotic behaviour and undesirable vibrations of the system induced by 
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1 INTRODUCTION 

The existence of joint clearance results in additional 

degrees of freedom in the system and the mechanism 

undergoes sudden impacts, causing undesirable 

vibrations, lower accuracy, and chaotic dynamical 

behaviour [1]. Therefore, by considering joint clearance 

in mechanisms analysis, more accurate information can 

be obtained and a better design of mechanism can be 

achieved. Clearance phenomenon in joint causes three 

modes of relative motion for journal and bearing: (i) free 

flight mode, (ii) impact mode, and (iii) continuous 

contact mode [2]. The massless link model [2] is unable 

to predict these three modes, so to achieve more accurate 

responses; a more perfect model is required for 

dynamical analysis.  

While ignoring the energy dissipation [3] results in a 

great error in the response and reduces the accuracy, the 

model developed by Lankarani and Nikravesh [4] 

presented a hysteresis damping function in order to 

account for the dissipated energy during contact, and all 

motional modes are assumed. The computational and 

experimental study [5-6] on revolute clearance joints is 

developed for improving the accuracy of modeling and 

using the model in applicable cases [7-9]. Respecting the 

importance of clearance modeling in mechanisms, 

Lankarani and Nikravesh model is used in [10] to 

present the nonlinear dynamics of the four-bar linkage 

mechanism with two clearance joints. Moreover, the 

perfect contact model should consider other phenomena 

like friction and lubrication. Javanfar and Bamdad [11] 

presented a novel friction model for clearance joint 

modeling to reduce the error of these models. Filipe 

Marques et al. [12] examined several friction force 

models for improving the accuracy of clearance joint 

modeling. 

As the researches and studies have been improved in the 

field of clearance joints, special and practical works 

have been done in dynamic analysis, control, and design 

of mechanisms [13-20] to reduce undesirable vibration 

of mechanisms with clearance joints. Studies [13-14] 

demonstrate the chaotic behaviour of these mechanisms, 

then the journal-bearing motion is stabilized by a control 

method [13-14]. Using the genetic algorithm, the 

appropriate values for variables design parameters are 

determined in order to reduce undesirable system 

vibrations [15]. However, the permanent contact model 

is assumed in [15]. Sardashti et. al. [16] designed a rigid 

planar four-bar linkage mechanism with clearance joints 

via PSO algorithm that uses the massless link method. 

Although, they [15-16] applied optimization method for 

reducing vibration of mechanisms with clearance joint, 

but their modeling is not accurate. Therefore, 

considering all motional modes in the clearance joint 

optimal design is used to remove impact in the clearance 

joint [17]. Some practical examples relate the closed-

chain mechanism dynamics to the necessity of the joint 

clearance model [18-20]. Although mentioned papers 

[13-20] used optimization and control methods in the 

field of improving the dynamic behaviour of these 

mechanisms, some studies using stiffness and flexibility 

reduce the undesirable vibration of clearance joint in 

mechanisms [21-22]. They report that the flexibility and 

stiffness of the linkages [21] and joints [22] can improve 

these mechanisms' behaviour. Because of limitations 

and the high cost of optimization and control methods, 

concentrating on the compliant joint for this goal is 

efficient. Bending compliant joint is one of the flexible 

links that has been noted because of their vast utility 

such as MEMS, robotics, medical usage, and 

biomechanics application [23].  

Studies [22-24], support the idea of adding compliant 

joints to the mechanisms with clearance for improving 

accuracy and reducing vibration, while they [22-24] do 

not consider the nonlinear behaviour by Poincare 

section, phase diagram, and FFT plot. Studies [21], [25] 

suggest the link flexibility and passive vibration 

absorber to improve the chaotic behaviour of the 

mechanism considering nonlinear behaviour. Although 

studies [21], [25] apply the link flexibility and passive 

vibration absorber to improve nonlinear behaviour, they 

do not use compliant joint, and studies [22], [24] apply 

compliant joint to improve the dynamic behaviour of the 

mechanism but do not present the nonlinear behaviour. 

Therefore, in the present work, it is simply shown how 

sudden impacts in the system are eliminated, undesirable 

vibrations are decreased and chaotic behaviour is 

improved using a compliant joint.  

Although joint clearance has been gaining increasing 

attention in recent years, most works have been devoted 

to analyzing and controlling undesirable system 

vibrations, and despite many studies have been carried 

out in the area of compliant joints, simultaneous effect 

of both in one mechanism and nonlinear behaviour of 

them have never been addressed. Therefore, the analysis 

of the mechanism predicts the influence of compliant 

joint on the nonlinear dynamic behaviour of mechanisms 

with clearance joint. The contribution of this paper is: 

•  Offering and examining a compliant joint to predict 

the effect of the compliant joint on the behaviour of 

mechanisms with clearance joint. 

•  Presenting the nonlinear behaviour of four-bar linkage 

mechanism with clearance and compliant joint by 

Poincare section, phase diagram, and FFT plot. 

The rest of the paper is structured as follows. The 

mechanism’s model is presented, and the stiffness of the 

compliant joint is introduced in Section 2. Then, results 

show the influence of compliant joint on the dynamic 

behaviour of mechanism with clearance joint in section 

3. The results including journal center trajectory and 

input link required moment and concentrating on the 

vibrations of mechanisms, nonlinear dynamics plots as 
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the phase diagram, Poincare section, FFT analysis, and 

bifurcation diagram are presented.  

2 MODELING  

In this section Equations of motions for different cases 

are obtained. “Fig. 1” shows the schematic of the 

clearance joint that demonstrates the contact point 𝑃𝐵 

and 𝑃𝑗, the center of journal 𝑂𝑗, the center of bearing 𝑂𝐵, 

the clearance vector 𝑟 and 𝛼. 

 

 
Fig. 1 Revolute clearance joint. 

 
𝑅𝑗 and 𝑅𝐵 are the radius of journal and bearing, hence 

indentation 𝛿 is calculated as: 

 

𝛿 = 𝑟 − (𝑅𝐵 − 𝑅𝑗) (1) 
 

The Hertz law as proposed in [3]: 

 

𝐹𝑁 = 𝐾𝛿𝑛 (2) 
 

Assuming circular and elliptical contacts 𝑛 is set to 1.5. 

The generalized stiffness 𝐾 is written as: 

 

𝐾 =  
4

3(𝜎𝑖 + 𝜎𝑗)
(

𝑅𝑖𝑅𝑗

𝑅𝑖 + 𝑅𝑗

)

1
2

 (3) 

 

𝜎𝑖 and 𝜎𝑗 are material parameters. The values of them are 

calculated by using Poisson's ratio υ and the Young's 

modulus 𝐸 of each sphere as follows: 

 

𝜎𝑘 =
1 − 𝜐𝑘

2

𝐸𝑘

,   𝑘 = 𝑖, 𝑗 (4) 

 

The normal contact force is finally expressed as [4]: 

 

𝐹𝑁 = 𝐾𝛿𝑛 (1 +
3𝑘(1 − 𝐶𝑒

2)

4𝛿̇(−)
)

𝛿̇

𝛿̇(−)
 (5) 

 

For sphere to sphere contact or by similar expressions 

for the contact of other types of geometry; 𝐶𝑒 is the 

restitution coefficient and 𝛿̇(−) is the initial normal 

impact velocity where contact is detected. Note that the 

direction of normal force is the same with the normal 

vector (n) in “Fig. 2”. The contact force magnitude 𝑄𝑐  
and its orientation 𝛼 are defined contact force vector and 
𝑄𝑐  is computed as: 
 

𝑄𝑐 = 𝐾𝛿1.5 (1 +
3(1 − 𝑐𝑒

2)

4

𝑟̇

𝑟̇(−)
) (6) 

 

 
 

 
Fig. 2 Equivalent clearance link. 

 

A brief review of compliant joints and their application 

are presented here. In order to design compliant joint, 

some criteria should be noted like: (i) range of motion, 

(ii) stress concentration (iii) axial stiffness. Using these 

studies of designing [26-28] and investigating [29-30] 

the revolute joint and the translational compliant joint 

are applied. The revolute compliant joint which is a 

bending element, is supposed as a torsional spring, 

whose stiffness can be calculated by using the 

Castigliano's theory [30]. According to this theory, the 

torsional spring coefficient of compliant joint according 

to “Fig. 3” is calculated as [31]: 

 

𝐾 =
𝐸𝐼

𝐿
=

𝐸𝐼

2𝑅𝛥𝜃
 (10) 

 

Where, L is the length of the flexible segment, E is 

elasticity modulus, I is moment inertia and R is beam 

curvature radius. 

The EoM (Equation of motion) for the mechanism of 

“Fig. 4” is derived. It is assumed that joints have 

clearance. Three cases are considered: (1) one clearance 

joint, (b) one clearance and compliant joint, and (c) one 

and two compliant joints. Moreover, the Euler-Lagrange 

Equation is used to extract the EoM. Figure 4 shows the 
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mechanism with one clearance joint at joint 3 having the 

3 degrees of freedom. 

 

 
Fig. 3 Compliant joint. 

 

 

 
Fig. 4 Four bar linkage mechanism with one clearance 

joint. 

 
The Equations of motion for this system is as follows: 

 

(𝐼3 + 𝑚3𝑎3
2𝐿3

2 )𝜃̈3 − 𝑚3𝑎3𝐿3𝐿2𝜃̇2
2 cos(𝜃2

− 𝜃3 − 𝜆3)
+ 𝑚3𝑎3𝐿3g cos(𝜃3 + 𝜆3)
= −𝐿3𝑄𝑐 sin(𝜃3 − 𝜓) 

(11) 

  
(𝐼4 + 𝑚4𝑎4

2𝐿4
2 )𝜃̈4 + 𝑚4𝑎4𝐿4𝑔 cos(𝜃4 + 𝜆4)

= 𝑄𝑐𝐿4 sin(𝜃4 − 𝜓) 
(12) 

  
The required moment to drive the crank is obtained as: 

 

(𝐼2 + 𝑚2𝑎2
2𝐿2

2 + 𝑚3𝐿2
2

+ m3𝑎3𝐿3𝐿2𝜃̇3 cos(𝜃2

− 𝜃3))𝜃̈2

+ m3𝑎3𝐿3𝐿2𝜃̇2(𝜃̈3 cos(𝜃2

− 𝜃3) − (𝜃̇2

− 𝜃̇3) sin(𝜃2 − 𝜃3) 𝜃̇3)

− m3𝑎3𝐿3𝐿2𝜃̇2𝜃̇3 sin(𝜃2

− 𝜃3) + 𝑚2𝑔𝑎2𝐿2 cos 𝜃2

+ 𝑚3𝑔𝐿2 cos 𝜃2

+ 𝑄𝑐𝐿2 sin(𝜃2 − 𝜓) = 𝑀 

(13) 

 

The schematic of the mechanism adding a compliant 

joint to case (i) is demonstrated in “Fig. 5”. Joint 2 is 

compliant, while joint 3 is clearance joint. 

 

 
Fig. 5 Four bar linkage mechanism with one clearance 

joint and one compliant joint. 
 

As mentioned in modeling section, compliant joint 

modeled as torsional spring, so four-bar linkage 

mechanism via pseudo-rigid-body model is 

demonstrated by “Fig. 6”. 

 

 
Fig. 6 Modeling of four bar linkage mechanism with one 

clearance joint and one compliant joint according pseudo-

rigid-body model. 

 
According pseudo-rigid-body model of compliant 

mechanisms, the Equations of motion for this case can 

be expressed by following Equations. 

 

(𝐼3 + 𝑚3𝑎3
2𝐿3

2 )𝜃̈3

− 𝑚3𝑎3𝐿3𝐿2𝜃̇2
2 cos(𝜃2

− 𝜃3 − 𝜆3)
+ 𝑚3𝑎3𝐿3𝑔 cos(𝜃3 + 𝜆3)
− 𝑘𝜃(𝜃2 − 𝜃3)
= −𝐿3𝑄𝑐 sin(𝜃3 − 𝜓) 

(15) 

  
(𝐼4 + 𝑚4𝑎4

2𝐿4
2 )𝜃̈4 + 𝑚4𝑎4𝐿4g cos(𝜃4 + 𝜆4)

= 𝑄𝑐𝐿4 sin(𝜃4 − 𝜓) 
(16) 

  
The required moment driving the crank is written as: 
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(𝐼2 + 𝑚2𝑎2

2𝐿2
2 + 𝑚3𝐿2

2

+ m3𝑎3𝐿3𝐿2𝜃̇3 cos(𝜃2

− 𝜃3))𝜃̈2

+ 𝑚3𝑎3𝐿3𝐿2𝜃̇2(𝜃̈3 cos(𝜃2

− 𝜃3) − (𝜃̇2

− 𝜃̇3) sin(𝜃2 − 𝜃3) 𝜃̇3)

− 𝑚3𝑎3𝐿3𝐿2𝜃̇2𝜃̇3 sin(𝜃2

− 𝜃3) + 𝑚2𝑔𝑎2𝐿2 cos 𝜃2

+ 𝑚3𝑔𝐿2 cos 𝜃2

+ 𝑄𝑐𝐿2 sin(𝜃2 − 𝜓)

+ 𝐾Ɵ(𝜃2 − 𝜃3

− (𝜃20 − 𝜃30)) = 𝑀2 

(17) 

 

The Eom of mechanism with compliant joints is 

presented here. In this case, similar to a four-bar 

mechanism without clearance, the mechanism has a 

single degree of freedom (DoF). The kinematics solution 

of the system is the same as the case with ideal joints, 

however, the required crank moment is different. Figure 

7 demonstrates the mechanism with two compliant 

joints. Compliant joint was modeled as torsional spring, 

so four-bar linkage mechanism via this modeling 

demonstrated by “Fig. 8”. 

 

 
Fig. 7 Four bar linkage mechanism with two compliant 

joint. 

 

 

 
Fig. 8 Modeling of four bar linkage mechanism with two 

compliant joint 
 

 

Using kinematic solution of mechanism, the value of 

kinematic specification of mechanism's links are 

obtained, so the crank moment of mechanism is 

calculated by using these values. These values are 

calculated as: 

 

𝐿2𝑒𝑖𝜃2 + 𝐿3𝑒𝑖𝜃3 = 𝐿1𝑒𝑖𝜃1 + 𝐿4𝑒𝑖𝜃4 

 
(15) 

  
𝜃̈3

= −
𝐿2

𝐿3

[𝜃̈2

sin(𝜃2 − 𝜃4)

sin(𝜃3 − 𝜃4)

+ 𝜃̇2(𝜃2̇ − 𝜃4̇)
cos(𝜃2 − 𝜃4)

sin(𝜃3 − 𝜃4)

− 𝜃̇2(𝜃3̇ − 𝜃4̇)
cos(𝜃2 − 𝜃4) cos(𝜃3 − 𝜃4)

sin2(𝜃3 − 𝜃4)
] 

 

(16) 

𝜃̈4

=
𝐿2

𝐿4

[𝜃̈2

sin(𝜃2 − 𝜃3)

sin(𝜃4 − 𝜃3)

+ 𝜃̇2(𝜃2̇ − 𝜃3̇)
cos(𝜃2 − 𝜃3)

sin(𝜃4 − 𝜃3)

− 𝜃̇2(𝜃4̇ − 𝜃3̇)
sin(𝜃2 − 𝜃3) cos(𝜃4 − 𝜃3)

sin2(𝜃4 − 𝜃3)
] 

 

(17) 

Moreover, in this case the input crank moment is 

determined as: 

 

[𝐼𝐺2
+ 𝑚2

𝐿2
2

4
+ 𝑚3𝐿2

2

+ (
𝐿2

𝐿3

)
2

(𝐼𝐺3
+ 𝑚3

𝐿3
2

4
) (

sin(𝜃2 − 𝜃4)

sin(𝜃3 − 𝜃4)
)

2

− 𝑚3𝐿2
2 cos(𝜃3 − 𝜃2)

sin(𝜃2 − 𝜃4)

sin(𝜃3 − 𝜃4)

+ (𝐼𝐺4
+ 𝑚4

𝐿4
2

4
) (

𝐿2

𝐿4

)
2

(
sin(𝜃2 − 𝜃3)

sin(𝜃4 − 𝜃3)
)

2

] 𝜃̈2 

+ [2 (
𝐿2

𝐿3

)
2

(𝐼𝐺3

+ 𝑚3

𝐿3
2

4
)

sin(𝜃2 − 𝜃4)

sin2(𝜃3 − 𝜃4)
(cos(𝜃2 − 𝜃4) (𝜃̇2

− 𝜃̇4)

−
sin(𝜃2 − 𝜃4) cos(𝜃3 − 𝜃4)

sin(𝜃3 − 𝜃4)
(𝜃̇3 − 𝜃̇4))

+ 𝑚3𝐿2
2 𝑠𝑖𝑛(𝜃3 − 𝜃2)

sin(𝜃2 − 𝜃4)

sin(𝜃3 − 𝜃4)
(𝜃̇3 − 𝜃̇2) 

(18) 
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−𝑚3𝐿2
2 cos(𝜃3 − 𝜃2) [

cos(𝜃2 − 𝜃4)

sin(𝜃3 − 𝜃4)
(𝜃̇2 − 𝜃̇4)

− sin(𝜃2

− 𝜃4)
cos(𝜃3 − 𝜃4)

sin2(𝜃3 − 𝜃4)
(𝜃̇3

− 𝜃̇4)] 

+2 (𝐼𝐺4

+ 𝑚4

𝐿4
2

4
) (

𝐿2

𝐿4

)
2 sin(𝜃2 − 𝜃3)

sin(𝜃4 − 𝜃3)
(

(𝜃̇2 − 𝜃̇3) cos(𝜃2 − 𝜃3)

sin(𝜃4 − 𝜃3)

−
(𝜃̇4 − 𝜃̇3) cos(𝜃4 − 𝜃3) sin(𝜃2 − 𝜃3)

sin2(𝜃4 − 𝜃3)
)] 𝜃̇2 

−
1

2
𝑚3𝐿2𝐿3𝜃̇2𝜃̇3 𝑠𝑖𝑛(𝜃3 − 𝜃2)

+ 𝑚2𝑔𝑎2𝐿2 𝑐𝑜𝑠 𝜃2 + 𝑚3𝑔𝐿2𝑐𝑜𝑠𝜃2

+ m3𝑔𝐿𝐺3

𝐿2

𝐿3

sin(𝜃2 − 𝜃4)

sin(𝜃3 − 𝜃4)
sin 𝜃3

+ 𝑚4𝑔𝐿𝐺4

𝐿2

𝐿4

sin(𝜃2 − 𝜃3)

sin(𝜃4 − 𝜃3)
𝑐𝑜𝑠 𝜃4 

+ (1 +
𝐿2

𝐿3

sin(𝜃2 − 𝜃4)

sin(𝜃3 − 𝜃4)
) 𝐾Θ1

(𝜃2 − 𝜃3

− (𝜃20 − 𝜃30))

− (
𝐿2

𝐿3

sin(𝜃2 − 𝜃4)

sin(𝜃3 − 𝜃4)

+
𝐿2

𝐿4

sin(𝜃2 − 𝜃3)

sin(𝜃4 − 𝜃3)
) 𝐾Θ2

(𝜃3

− 𝜃4 − (𝜃30 − 𝜃40)) = 𝑀 

 

Where 𝐾Θ1
 and 𝐾Θ2

 are torsional stiffness coefficient of 

joints 2 and 3. The Equation of mechanism with one 

compliant joint can be achieved considering 𝐾Θ2
= 0. 

3 RESULTS AND DISCUSSION 

The influence of the compliant joints on the dynamic 

results of mechanism is investigated. The variable 

angular displacement of crank is: 

 

𝜃2 = Θ cos 𝜔𝑡 + 𝜃02
 (19) 

 

Where, Θ and 𝜃02
 are the amplitude of oscillation and 

initial configuration. Mass and geometric properties of 

links are mentioned in “Table 1”. Properties of the 

journal and bearing are mentioned in “Table 2”. It is 

clear that the compliant joint cannot have complete 

rotation, hence crank must has oscillation. For 

considered mechanism, Θ and 𝜃02
 are selected as 

441𝜋

180
 

and 2.1, respectively. And “Table 3”, shows the 

specifications of the compliant joint. 

 
Table 1 The specification of different links. 

Body number Length (m) Mass (kg) a 

1 0.08 - 0.5 

2 0.01 1.405 0.5 

3 0.075 7.866 0.5 

4 0.055 6.407 0.5 

 
Table 2 Geometrical and structural properties of journal and 

bearing. 

Bearing 

radius 

Clearance 

size 

Restitution 

coefficient 

Young's 

modulus 

Poisson's 

ratio 

0.001 0.0005 0.9 
207 

(Gpa) 
0.5 

 
Table 3 The specification of compliant joint. 

𝑬 = 𝟐𝟎𝟕 × 𝟏𝟎𝟗𝒑𝒂 Modulus of elasticity 

R=0.1981m Radius of curvature 

W=0.01m widths 

t=0.001m thickness 

K=4.05 joint stiffness 

 

In “Fig. 9”, the time histories of the magnitude of the 

clearance vector are demonstrated. It is obvious that the 

joint experiences three motional modes. However, in 

continuous contact mode, the dynamic behaviour of the 

system is improved, so based on this concept, compliant 

joint is applied in order to have journal and bearing 

experience continuous contact mode more than the case 

that mechanism without compliant joint. Actually, “Fig. 

9”, shows the clearance trajectory for several stiffnesses 

of compliant joints, also this figure demonstrates that 

using proportional stiffness of compliant joint stabilizes 

the clearance joint in continuous contact mode. 

Moreover, “Fig. 9b” confirms that using compliant joint 

impact and free flight mode are decreased. Generally, 

this figure proves the idea that using proportional 

compliant joint increases the continuous contact mode. 

Moreover, the advantage of these figures allowed the 

investigation of using compliant joints in order to 

eliminate the undesirable vibration of the mechanism. 

The influence of clearance size and input link velocity 

are investigated separately, therefore “Fig. 10” 

demonstrates the journal center trajectory relative to 

bearing in several input link velocities, and “Fig. 11” 

shows the variation of clearance with time in several 

input link velocities. 
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(a) (b) 

 

  
(c) (d) 

 
Fig. 9 Variation of clearance with time: (a): four bar linkage mechanism with one clearance joint at joint 3, and four bar linkage 

mechanism with one clearance joint at joint 3 and compliant joint at joint 2 with stiffness of, (b): 4 N.m, (c): 1 N.m, (d): 10 N.m. 

 
 

   
(a) (b) (c) 

 
 

Fig. 10 Journal center trajectory relative to bearing (red circle shows the clearance size) with input link velocity:  

(a): 20 rpm, (b): 70 rpm, (c): 150 rpm. 
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(a) (b) (c) 

 

Fig. 11 Variation of clearance with time with input link velocity: (a): 20 rpm, (b): 70 rpm, (c): 150 rpm. 
 

Figure 12 demonstrates the Journal center trajectory 

relative to bearing in several clearance sizes and “Fig. 

13” shows the variation of clearance with time in several 

clearance sizes. Actually based on physical concepts 

increasing these parameters is undesirable. Also, the 

advantage of these figures verifies that increasing 

clearance size and input link, velocity is not desirable in 

fact, increasing these parameters causes more impact 

and major clearance radius.  

 

   
(a) (b) (c) 

 

Fig. 12 Journal center trajectory relative to bearing (red circle shows the clearance size) with clearance size of: (a): 

0.0001 m, (b): 0.0004 m (c) 0.0008 m. 
 

   
(a) (b) (c) 

 

Fig. 13 Variation of clearance with time with clearance size of: (a): 0.0001 m, (b): 0.0004 m (c) 0.0008 m. 
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Figures 14 and 15 give the required moment of driving 

input link for the case of mechanism with clearance joint 

and with compliant joint. It is obvious when the angular 

velocity and clearance size are increased, the vibration 

of the mechanism is increased. 

 

 
Fig. 14 Crank moment for different angular velocities. 

 

 
Fig. 15 Crank moment for different clearance sizes. 

 
In this part, two cases are examined. In the first case, a 

four-bar linkage mechanism with one clearance joint 

between links 3 and 4 (i) (according to “Fig. 4”), and in 

the second case (ii) a four-bar linkage mechanism with a 

clearance joint between links 3 and 4 and a compliant 

joint between link 2 and 3 (according to “Fig. 5”) are 

considered. Figure 16 shows dynamic behaviour of the 

second case in several stiffnesses. The yellow curves of 

“Figs. 16c and 16d” illustrate that the sudden changes of 

acceleration and moment curves are decreased by 

applying the compliant joint and this causes the 

enhancement in the useful life and dynamic behaviour of 

the system. According to “Fig. 16”, the compliant joint 

with k=4 shows better behaviour than the case of k=10. 

These figures show that by optimizing the stiffness of 

compliant joint, the acceleration curve is improved. 

However, by other stiffness far away from the region of 

proportional stiffness, the behaviour of mechanism is not 

improved impressively. Although the sudden change of 

acceleration and severe collision in clearance joint is not 

canceled, the behaviour of mechanism via optimized 

compliant joint stiffness is improved by decreasing 

impact in clearance joint and maximum acceleration 

amplitude of linkages. 

 

 
(a) 

 

 
(b) 
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(c) 

 
(d) 

Fig. 16 Angular position, velocity and acceleration of the 

coupler of case (ii): (a): couple angle displacement, (b): 

couple velocity, (c): couple acceleration, (d): input torque. 
 

According to previous sections, there are some 

parameters that affect the clearance in joints like the 

stiffness of joint, clearance size, and input link velocity. 

The present study focuses on the effect of compliant 

joint stiffness. Moreover one of the important ways to 

improve clearance influence on the vibration of 

mechanism is selecting the optimized stiffness of 

compliant joint. Therefore, in this section based on a 

number of impacts in the clearance joint the stiffness of 

the compliant joint is optimized. Figure 17 shows the 

number of impacts in the clearance joint according to the 

stiffness of the compliant joint. This figure demonstrated 

the range of stiffness for minimum impact. Therefore, 

the advantage of this figure is used to optimize the 

compliant joint in order to eliminate the undesirable 

vibration of the mechanism with clearance joint. 

Subsequently, the nonlinear dynamics of the mechanism 

are investigated in the following section. 

 
 

Fig. 17 Impact number versus compliant joint stiffness. 

 

Figyre 18 shows the crank moment in the two mentioned 

cases. The sudden changes appeared in “Fig. 18” are 

because of the impact existed in the clearance joint. 

Figure 16 clearly illustrates that the dynamic behaviour 

of the system with clearance joint will be improved by 

using the compliant joint with proper bending 

coefficient. Figure 18 shows that by using the compliant 

joint, the clearance joint experiences fewer free flight 

and impact modes, therefore, the impact of the system 

and the sudden changes of the moment curve are 

decreased. 

 

 
Fig. 18 Crank Moment of case (i) and (ii). 

 
 

Table 4 The comparative numerical results 

Considering 

case 

Number 

of 

impact 

Follower 

maximum 

acceleration 

Maximum 

contact 

force 

4-bar linkage 

with one 

clearance 

207 2.053 × 105 9988 

4-bar linkage 

with one 

clearance and 

one compliant 

joint 

33 2.57 × 104 3587 
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Consequently, the system performance is improved and 

the useful life of the system is increased. As a 

quantitative result, applying optimized compliant joint, 

84% of impacts, 87% of follower maximum 

acceleration, and 64% of Maximum contact force are 

decreased. ”Table. 4“ shows the comparative numerical 

results. The phase diagram is the graph that is commonly 

used for nonlinear vibration analysis. Figure 19 

demonstrates the phase diagram of the ideal mechanism 

and the two mentioned cases for both 6 cycles (0s-5.16s) 

and one cycle (1.93s-2.79s). There are undesirable 

changes in the plots of the two mentioned cases, because 

of clearance. However, this phenomenon is not seen in 

ideal mechanism plots. 
 

 

  
(b) (a) 
  

  
(d) (c) 

 

Fig. 19 Phase diagram: (a):𝜃3 − 𝜃̇3, (b): 𝜃3 − 𝜃̇3 for one cycle, (c): 𝜃4 − 𝜃̇4, (d): 𝜃4 − 𝜃̇4 for one cycle. 
 

Figure 20 shows the Poincare section for cases (i) and 

(ii). Nonlinear behaviour of these cases because of 

clearance is proved, since if the Poincare section of the 

system does not include finite discrete points; nonlinear 

system behaviour will be likely [10]. By comparing the 

two cases, it is evident that the system with a complaint 

joint has less chaotic behaviour given its fewer and finite 

discrete points. 
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Figure 21 shows the Poincare section based on the 

coupler’s velocity in terms of clearance size for the two 

mentioned cases. This figure suggests that the number of 

discrete points increases with the increase in the 

clearance size, which in turn leads to a more chaotic 

system. By conducting a comparison between “Fig. 21a 

and 21b”, the number of Poincare points in “Fig. 21b” is 

lower than that of “Fig. 21a”, hence, the system in the 

state shown in “Fig. 21b” has less nonlinear behaviour 

in comparison to “Fig. 21a”. 

 

  
(b) (a) 

 

Fig. 20 Bifurcation diagram of mechanism for clearance size 𝐶 = 0.4, for: (a): clearance joint of 3, and (b): clearance joint 3 with 

compliant joint 2 for stiffness of k=4. 
 

 

  
(b) (a) 

 

 

Fig. 21 Poincare map for angular velocity of coupler for different clearance size: (a): with one clearance joint, (b): with one clearance 

and one compliant joint. 
 

Figure 22 gives the FFT analysis of the coupler’s 

velocity for cases (i) and (ii) for different compliant joint 

stiffness. The number of frequencies in the mechanism 

with a compliant joint is fewer than that of the 

mechanism with only one clearance joint, leading to 

fewer vibrations in the mechanism with a compliant 

joint, while the amplitude of these vibrations is larger. 

Therefore, the compliant joint improves the system 

behaviour and reduces undesirable vibrations. As can be 

seen, the number of frequencies in the mechanism with 

a compliant joint is fewer when comparing the optimized 

stiffness case to others. However, the amplitude of 

vibration is larger for this case. Figure 23 shows the 

phase diagram, it can be concluded for optimized 

compliant joint stiffness that the curve of the phase 

diagram is smoother. 
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Fig. 22 Power spectrum of 𝜃̇3 of case (i) and (ii) with 

different stiffness of compliant joint. 

 

 
Fig. 23 Phase diagram (𝜃3 − 𝜃̇3 ) of case (ii) for several 

compliant joint stiffness. 
 

 
Fig. 24 Crank moment of four bar linkage mechanism with 

one compliant joint at joint 2 and four bar linkage mechanism 

with two compliant joint at joint 2 and 3. 
 

A four-bar mechanism with two compliant joints 

according to “Fig. 24” is considered. The required 

moment for the movement of the input link in the 

mechanism with compliant joints is larger than the ideal 

one; however, this value is significantly lower compared 

to that of the mechanism with the clearance joint. 

Therefore, although compliant joints increase the 

required moment but the advantages of them in 

mechanism with clearance joint is preferable. Moreover, 

it is noteworthy that increasing the number of compliant 

joints in the system increases the value of the required 

input moment. 

4 CONCLUSION 

The main goal of this paper is to examine the influence 

of compliant joints on the nonlinear dynamics of 

mechanisms with the clearance joint. Lagrange 

Equations are used to derive EoM, and Lankarani-

Nikravesh model is used for contact force calculation. 

Considering the addition of a clearance joint to a four-

bar linkage mechanism with one DoF, three DoFs are 

obtained, and since the compliant joint is assumed a 

torsion spring, no change in the number of DoF occurs. 

Moreover, the Runge-Kutta 4th order method is applied 

to solve EoM. 

The results reveal the significant efficiency of applying 

a compliant joint for reducing undesirable vibration due 

to the clearance joint. Furthermore, the outcome of 

increasing input link velocity and clearance size is the 

increase of undesirable system vibrations. 

Moreover, present research represented that by using a 

proper bending compliant joint, an improved dynamical 

behaviour can be achieved. So by concentrating on the 

bending stiffness of a compliant joint, dimensions of this 

joint are selected in order to improve dynamical 

behaviour. The simulation of the mechanism in 6 cycles 

demonstrates the 207 impacts in clearance joint for 

mechanism without compliant joint, however compliant 

joint decreases impacts to 33, the follower maximum 

acceleration is 2.053 × 105(
𝑟𝑎𝑑

𝑠2 ) for the mechanism 

without compliant joint, however compliant joint 

decreases follower maximum acceleration to 2.57 ×
104, and the maximum contact force in clearance joint 

is 9988 for the mechanism without compliant joint, 

however compliant joint decreases maximum contact 

force to 3587. According to the quantitative results, the 

compliant joint can increase the life of mechanisms with 

the clearance joint. Moreover, examining nonlinear 

behaviour analysis confirmed our conclusion.  

Apparently, there are some limitations in our proposed 

model in terms of considering axial stiffness and 

translation of compliant joint, and lubrication effect in 

clearance joint to achieve more accurate models. 
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However, the suggestion can be extended by considering 

the 3D vector of clearance radius to simulate 3D 

mechanisms and robotic systems to eliminate the 

undesirable effect of clearance joint by using compliant 

joint.  
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1 INTRODUCTION 

Various methods and techniques have been developed 

over the past few decades to improve heat transfer rate 

(HTR) in heat exchangers. Wavy channels have attracted 

a lot of attention due to that they have extremely high 

HTR relative to straight channels. The secondary flow 

formed by the wavy surfaces enhances the mixing 

between the fluid adjacent to the wall and the fluid in the 

middle of the channel, improving the thermal 

performance of these geometries [1]. Dean [2] was the 

first one who studied the effective parameters of wavy-

surface flows to obtain the effects of the centrifugal 

force and the pressure difference between the outer and 

inner walls of a wavy channel. Cheng [3] investigated 

the influence of the aspect ratio of rectangular channels 

with constant wall heat flux on convective heat transfer 

numerically and observed that the improvement of heat 

transfer due to the wavy surface is higher than the 

intensification in flow pressure drop compared to 

straight channels. Kalb and Seader [4] analyzed heat 

transfer of fully developed flow in wavy circular tubes 

exposed to fixed heat flux considering the relationship 

between the path curvature radius and the diameter of 

the tube. Guo [5] performed a second law-based analysis 

and found that wavy channel parameters have an 

important influence on thermodynamic performance. 

Yang et al. [6] investigated the influence of alternating 

curvature of a channel and understood that the HTR is 

improved as the frequency is enhanced or the curvature 

wavelength decreases. Experimental studies on wavy 

surfaces have also shown that the thermal performance 

of these surfaces is better than that of straight channels 

[6-8] 

In recent years, microchannel heat sinks (MCHS) 

established by Tuckerman and Pease [9] are one of the 

most widely used cooling techniques in microelectronic 

equipment. The HS microchannel, which is known as 

one of the cooling methods with a high heat transfer 

coefficient (HTC) (h), provides good conditions for 

rejecting high heat flux because of the small geometric 

dimensions and the high surface-to-volume ratio of the 

channel. In fact, HSs are passive heat exchangers that 

transfer the heat generated by mechanical or electrical 

devices to a fluid. For example, HSs are used for cooling 

the CPU of computers or used to moderate temperatures. 

Many studies have been done in this regard, for example, 

the theoretical study of Knight et al. [10] who 

investigated MCHS optimization. Various experimental 

studies have also been performed to show that the wavy 

walls result in the improvement of their performance 

[11-15]. Lin et al. [16] designed a wavy channel HS and 

proposed an appropriate geometry by varying the 

wavelength and frequency of the channels when the 

pumping power of the system was constant. These 

studies showed that MCHS performs much better than 

conventional energy absorbers but still needs to be 

studied and improved. 

Nanofluid refers to a mixture of nanoparticles dispersed 

in a common liquid. The improvement of the base fluid 

(BF) thermal conductivity is because of the nanoparticle 

Brownian motion and the transport mechanisms inside 

the mixture, resulting in higher HTRs [17] Various 

properties of new nanofluids obtained from the 

composition of nanoparticles added to the BF have been 

reported in various experimental investigations. Esfe et 

al. [18] investigated the viscosity of motor oil-Al2O3 

nanofluid at dissimilar concentrations and temperatures 

(5-65 °C) and presented new correlations. They showed 

that this nanofluid is Newtonian at dissimilar shear rates 

for all volume concentrations. It was also demonstrated 

that the nanofluid viscosity intensifies with growing the 

nanoparticles volume fraction (𝜙) and diminishing the 

temperature, which is more evident at low temperatures. 

Selvakumar and Suresh [19] considered the effects of 

water-copper oxide nanofluid on a HS with thin channels 

under fixed heat flux. They found that h increases with 

increasing the 𝜙, and the pump power consumption 

increases by 15.11% for nanofluid with a volumetric 

concentration of 2%. Ermagan and Rafee [20] simulated 

three types of the rectangular microchannel HS with 

smooth, hydrophobic, and superhydrophobic wall 

surfaces. The results showed that microchannel HS with 

superhydrophobic walls has higher thermal efficiency 

compared to the other two types. The new HS design 

with rectangular and triangular two-layer channels is 

proposed by Ahmed et al. [21]. They used water-alumina 

and water-silica nanofluids. Their results revealed that 

the temperature of the walls of triangular channels is 

decreased by about 27.4% compared to that of 

rectangular ones. Tafarroj et al. [22] employed an 

artificial neural network for modeling h and the Nusselt 

number (Nu) of TiO2-water in a microchannel. Their 

results showed that a trained network could be used as 

an appropriate method for costly and time-consuming 

nanoscale experiments in the microchannel. Esfahani 

and Toghraie [23] studied the thermal conductivity of 

silica/ethylene glycol (EG)-water nanofluid at 

temperatures ranging from 25 to 50 °C and 𝜙 = 0.1, 0.5, 

1, 1.5, 2, 3 and 5%. Their results demonstrated that the 

thermal conductivity intensifies with growing 

temperature and 𝜙. Their results indicated that the 

maximum thermal conductivity (45.5%) occurs at 𝜙 = 

5% at 50 °C. Ghasemi and Karimipour [24] studied the 

effect of mass fraction of copper oxide nanoparticles and 

temperature on the viscosity of liquid paraffin. They 

prepared CuO nanoparticles by sedimentation method in 

which Cu(NO3)23H2O was employed as the leading 

material. They revealed that an increase of the 

nanoparticles in the BF greatly increases the viscosity. It 

was shown that the nanofluid viscosity falls significantly 

with the temperature. Karimipour et al. [25] studied the 
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effect of CuO mass fraction and temperature on viscosity 

and thermal conductivity of nanofluid. In this 

experiment, viscous paraffin was considered as the BF. 

TEM and DLS tests, as well as the Zeta potential test, 

were implemented to obtain the morphology and 

stability of the nanoparticles within the BF. Afrand et al. 

[26] examined the effect of temperature and 

concentration of nanoparticles on the dynamic viscosity 

of silicon dioxide- carbon nanotubes/motor oil (SAE40) 

hybrid nanofluid at temperatures 25 and 60 °C. They 

found that larger nanoclusters are formed due to the van 

der Waals forces between the particles by increasing the 

concentration of nanoparticles. Adio et al. [27] inspected 

the viscosity of magnesium oxide-EG nanofluid with 𝜙 

= 0-5%. They concluded that the effective viscosity of 

all samples is decreased exponentially with the 

temperature. Also, at a constant 𝜙, nanofluid containing 

magnesium oxide with a diameter of 21 nm has a greater 

effective viscosity than the one containing magnesium 

oxide with dimensions of 105 and 125 nm. Asadi et al. 

[28] evaluated the viscosity of magnesium oxide 

(80%)/carbon nanotubes (20%)/SAE 50 oil with the 𝜙 = 

0.25-2% at the temperatures between 25 and 50 °C. They 

reported that nanofluid exhibits Newtonian behavior at 

all temperatures and 𝜙. He also reported the lowest 

increase (20%) in the viscosity for 𝜙 = 0.26%. Esfe et al. 

[29] provided a high-precision model for predicting the 

thermal conductivity of zirconium-EG nanofluid using a 

neural network, where 𝜙 = 0.0625-5%.  

Zhou et al [30] used a novel response surface 

methodology (RSM) and revealed that the boundary 

layer thickness is reduced due to the creation of vortex, 

resulting in an increment in HTR. Hatami et al [31] also 

demonstrated that enhancing the Reynolds number 

intensifies HTR. Al-Rashed et al. [32] investigated the 

use of Ag/water nanofluid prepared by tea leaves 

synthesis method. They evaluated the effect of the 

addition of nanofluid on the system performance at 

different values of Reynolds number in a wavy channel 

HS and obtained the maximum efficiency. 

In the present work, the optimal geometry introduced by 

Al-Rashed et al. [32] is used as the reference geometry 

and the effect of microtube mounted on the 

microchannel walls and the use of Ag/water-EG (50%) 

nanofluid are investigated. The nanofluid can be 

prepared through biosynthesis and thus is recognized as 

a bioenvironmental method. 

2 NANOFLUID PROPERTIES 

Sarafraz and Hormozi [33] produced Ag nanoparticles 

using tea leaves, which is a clean method. In the present 

work, water-EG (50%) is employed as the base fluid. Ag 

nanoparticles are suspended in the base fluid to prepare 

a hybrid nanofluid. The density, specific heat capacity, 

viscosity, and thermal conductivity of nanofluid are 

calculated based on volume fraction (𝜙) using the 

following Equations: 

 

(1 )
nf bf p

                                                  (1) 

 

, , ,
(1 )

p nf p bf p pnf bf pC C C                            (2) 

 

(1 2.5 )
nf bf

  
                                                  (3) 

 

(0.981 0.00114 ( ) 30.661 )
nf bf

T ck k     (4) 

 

Where, ρ is the density, 𝐶𝑝 is the specific heat capacity, 

μ is the viscosity, k  is the thermal conductivity, and T 

shows the temperature. Subscript bf refers to the BF, p 

to the nanoparticles, and nf to the nanofluid. 

3 MODEL DESCRIPTION  

3.1. Geometry and Boundary Conditions 

Geometry and boundary conditions: “Fig. 1” shows the 

schematic of the HS with two geometries: the first one 

has 50 wavy channels and another one has microtubes 

placed on the channel walls. Due to the symmetry of the 

problem, only a domain containing one channel and half 

tubes is solved. The channel walls have a surface 

symmetry condition and the middle plane of the two half 

tubes is coupled to each other. Since the plane of 

symmetry is located on the solid fin, the temperature 

gradient perpendicular to the plate is zero. For coupling 

the middle plane of the two half tubes, the difference of 

the components of velocity, temperature, and pressure 

on these two planes are equal to zero. “Table 1” shows 

the dimensions specified in “Fig. 1”. 

 

 
Fig. 1 Schematic of the problem. 

 

The flow inlet temperature is assumed to be 300 𝐾. All 

HS surfaces that are in contact with the surrounding are 

insulated. 
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Table 1 Dimensional parameters of the present problem 

Parameter Value 

LX 10mm 

LY 350µm 

LZ 15mm 

Wf 120 µm 

WC 80 µm 

D 80 µm 

Hf 100 µm 

HC 250 µm 

HD 200 µm 

 

Uniform inlet velocity (u) is calculated using different 

Reynolds numbers (300, 500, 700, 1000, and 1500) and 

the other velocity components (v, w) are zero. Also, the 

inlet pressure gradient is considered as zero.  

Reynolds number is defined as follows: 

 

Re
uD


                                                                (5) 

Where, D is the hydraulic diameter. It is assumed that 

the HS is mounted on a CPU and thus the heat flux of 50 

W/cm2 is applied on its bottom. The waveform of the 

channel and microtube along the HS is a sinusoidal 

function: 

 
2

( ) sin( )
W

W

z
S z a

L


                                              (6) 

Where, 𝑎𝑊 and 𝐿𝑊  are selected according to the work of 

Al-Rashed et al. [33] who investigated a wavy 

microchannel HS. According to this study, 𝑎𝑊 =
138𝜇𝑚 and 𝐿𝑊 = 5𝑚𝑚 resulted in the highest HTR and 

PEC. In the present study, the same profile is used for 

the channel and tube along with the HS. In this study, the 

geometry is constant and the effect Re and 𝜙 is 

investigated. The microchannel Reynolds number is 10 

times of the microtube. 

3.2. Governing Equations 

The present work investigates the hydraulic and thermal 

behavior of Ag/water-EG (50%) nanofluid with 𝜙 = 

0.1%, 0.5%, and 1%. To do this, the conservation 

Equations of mass, momentum, and energy should be 

solved. The nanofluid is considered Newtonian and 

incompressible and hence the governing Equations are 

as follows [32], Continuity Equation: 

 

.( ) 0nf                                                                (7) 

 

Momentum Equation: 

 

.( ) .( )nf
nf

uu p u                               (8) 

Energy Equation for liquid phase: 

 

.( ) .( )nf nfPnf
u T TC K                          (9) 

Energy Equation for solid phase: 

 

.( ) 0
S

TK                                                           (10) 

In the above Equations, 𝑢⃗  is velocity vector and p is the 

pressure. Subscript s refers to the properties of the solid 

region. The uniformity of the CPU surface temperature 

cooled by the HS can be controlled by defining the 

parameter θ (“Eq. (10)”). As the value of θ reduces, the 

surface temperature of the HS is more uniform. 

 

max mincpu cpu

cpu mean

T T

T


 




                                           (11) 

Where, TCPU,Max, TCPU,Mean and TCPU,min are maximum, 

mean, and minimum CPU surface temperature, 

respectively. Convective HTC is defined as follows: 

 

cpu mean in

q
h

T T





                                                 (12) 

 

The amount of pumping power required for the HS is 

calculated as follows: 

 

pump
V pW                                                      (13) 

 

To assess the overall performance of nanofluid in the 

HS, the PEC is also defined: 

 

nf

bf

nf

bf

PEC

h
h

p
p
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                                                        (14) 

4 NUMERICAL METHOD 

ANSYS FLUENT 18.0 software is used to solve the 

governing Equations. The second-order upwind method 

is employed to discretize the momentum Equation and 

the SIMPLEC algorithm with the staggered grid is 

employed to couple pressure and velocity fields. The 

convergence criterion is set at 10–8 for the energy 

Equation and 10–6 for the other Equations based on the 

scaled residuals. The independence of the grid is 

investigated. “Table 2” shows the results for channel and 

tube Reynolds numbers of 700 and 70, respectively, 

when 𝜙 = 1%.  
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Table 2 Grid study results 

𝑊𝑝𝑢𝑚𝑝 [𝑊] ∆𝑇 [𝐾] 
Number of 

elements 

0.0186 3.386 24000 

0.0475 3.387 27000 

0.0568 3.388 74000 

0.0587 3.388 128000 

0.0591 3.388 195000 

0.0591 3.388 330000 

 

Based on “Table 2”, the grid resolution of 195,000 is 

selected for further simulations (“Fig. 2”). 

 

 
Fig. 2 An image of the grid used for current simulations. 

 

The present work is verified with the experimental 

findings of Sui et al. [8]. Figure 3 illustrates a 

comparison between the Nu calculated by present 

numerical simulations and the one reported by Sui et al.  

 

 
Fig. 3 Nusselt number versus values of Re. 

 
According to this paper, a wavy microchannel is 

modeled based on the parameters presented in “Table 3”. 

A comparison between the amount of Nu calculated by 

numerical solution and the experimental results of Sui et 

al. is shown in “Fig. 3”. This figure displays that the 

present results are in good agreement with experimental 

data. The maximum error between the present study and 

the experimental data is 8%, which is related to the flow 

with Re = 300. For Re = 500, the error is 3% and for Re 

= 700, the present results are in agreement with the 

experimental data. 

 
Table 3 Geometric parameters of the validation problem (Sui 

et al. 2011) 

Value Parameter 

193 µm fW 

207 µm CW 

100 µm fH 

406 µm CH 

138 µm Wa 

25 mm ZL 

 

Sivakumar et al. [34] conducted an experimental study 

on a serpentine microchannel in the presence of 

alumina/water nanofluid. Their work is used to validate 

the present simulations for various values of hydraulic 

diameter including 810, 830, 860, and 890 𝜇m (“Table 

4”).  

 
Table 4 Dimensions of the copper microchannel considered 

(Sivakumar et al. 2016) 

Hydraulic 

diameter 

(𝜇m) 

Height 

(𝜇m) 
Width (𝜇m) Spacing (𝜇m) 

810 830 800 13000 

830 870 800 13500 

860 920 800 13800 

890 990 800 14000 

 

A comparison between the amount of heat transfer 

coefficient calculated by numerical solution and the 

experimental results of Sivakumar et al. [34] is shown in 

“Fig. 4” for the hydraulic diameter of 810 𝜇m. This 

figure displays that the present results are in good 

agreement with experimental data for Al2O3 nanofluid 

with 𝜙 = 0.01%. 
 

 
Fig. 4 The amount of heat transfer coefficient versus 

Reynolds number. 
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5 RESULTS AND DISCUSSION 

The purpose of the current numerical study is to 

investigate the hydraulic and thermal behavior of a wavy 

microchannel HS with Ag/water-EG (50%) nanofluid 

for cooling digital processors. The influence of 

microtubules on HS performance is also investigated. 

The simulations are based on 𝜙 = 0%, 0.1%, 0.5%, and 

1%, and Re = 300, 500, 700, 1000, and 1500. h is shown 

in “Fig. 5” for the HS with and without microtubes at 

different values of Re and 𝜙. The dashed lines 

correspond to the ones without microtubes and solid 

lines are for that with the microtubes. 

 

 
Fig. 5 Total HTC for the heat sink with and without 

microtubes at various values of Re and 𝝓. 

 

The figure shows that h increases by increasing 𝜙 for all 

the cases. On the other hand, as Re increases, the effect 

of 𝜙 becomes stronger. It is found that the addition of 

microtubes results in a substantial increase in the overall 

thermal coefficient of the system such that h for the 

system with microtubes at Re = 500 and 700 is 80% and 

110% higher than that without microtubes at Re = 1000 

and 700, respectively. This is due to that the presence of 

microtubes along the channel rises the heat exchange 

between the HS body and the fluid. On the other hand, 

the separation of the microchannel and tube paths and 

the creation of higher temperature mixing in the fluid 

stream cause the fluid temperature to increase along the 

channel wall decreases. In other words, the temperature 

difference between the fluid and solid does not decrease 

significantly, leading to an increase in the HTR. The 

enhancement effect of nanoparticles and microtubes can 

also be investigated based on TCPU,Max and TCPU-Mean. As 

𝜙 increases, the performance of the CPU is improved, 

leading to a reduction in the surface temperature. This is 

due to that a low-temperature gradient is required to 

transfer the heat generated by the processor (“Fig. 6”). 

Figure 6 displays the decreasing trend of TCPU-Mean due 

to the addition of nanoparticles. The performance of 

nanoparticles at lower values of Re is better: the addition 

of nanoparticles at lower values of Re causes the 

processor surface temperature to change more. On the 

other hand, the addition of microtubules leads to a much 

stronger performance. For example, in a HS without 

microtubes, TCPU-Mean = 315 K at Re = 300. The addition 

of microtubes causes the temperature to decrease by 309 

K, while the addition of 1% nanoparticles decreases the 

surface temperature by 313 K. 

 

 
Fig. 6 TCPU-Mean for different values of 𝝓. 

 

Apart from the Tm of the CPU surface, another important 

parameter is TCPU,Max and the uniformity of the CPU 

temperature because very high CPU temperature and its 

high-temperature difference result in negative effects on 

the CPU performance. To evaluate this point, TCPU,Max 

is plotted in “Fig. 7” for different amounts of 𝜙.  

 

 
Fig. 7 𝐓𝐂𝐏𝐔,𝐌𝐚𝐱 for different values of 𝝓. 

 

Figures 6 and 7 demonstrate that CPU surface 

temperature is 308 K for the case without microtubes at 

Re = 1000, while TCPU,Max is 310 K. This difference is 

due to the nonuniformity of heat transfer at the CPU 

surface due to different heat-transfer conditions and 

various thermal resistances of the points on the CPU 

surface, leading to the temperature difference at the 

surface. The nanoparticles improve cooling performance 

and reduce TCPU,Max. In the same case, the presence of 

microtubes improves the HTR of various parts of the 
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processor and reduces the thermal resistance of its 

points, resulting in a reduction in the difference between 

TCPU-Mean and TCPU,Max. As the temperature inside the 

ducts becomes more uniform, the mixing of the fluid 

flow is improved and the thermal performance of the 

duct enhances. In “Fig. 8”, the nanofluid temperature 

contour is shown at the outlet. 

 

 
Fig. 8 Temperature distribution in the rectangular channel: 

(a): Re = 700, φ = 1%, (b): Re = 700, φ = 0.1%, (c): Re = 

300, φ = 1%, (d): Re = 300, φ = 0.5%, and (e): Re = 300, φ = 

0.1%. 

 

In order to display the desired information properly, the 

image of the microtube is enlarged and is shown only in 

the lateral direction so that a complete arc of the 

microtube can be seen and also its color image and 

contour can be recognized. In all cases, the outer region 

of the fluid flow is hotter than its central part, but the 

central part temperature remains unchanged for cases a 

and b, and the influence of the addition of nanoparticles 

on heat diffusion from the walls to the center of the flow 

is not detectable.  

This result is due to the high flow velocity and stronger 

convective HTR in the direction perpendicular to the 

conductive HTR. Because of the no-slip boundary 

condition on the walls and the establishment of the mass 

conservation and momentum laws, the fluid flow rate in 

the central part is stronger, leading to more 

concentration of heat capacity in the central part of the 

flow. As the fluid mixing enhances, the heat near the 

walls is transferred better and faster to the central fluid 

flow, which reduces the amount of temperature gradient 

required to transfer a certain amount of heat from the 

wall to the flow center. In the present work, two factors 

lead to the improvement of the fluid mixing: (i) the 

curvature in the geometry of the channel and the 

microwave and (ii) adding nanoparticles to the BF and 

the intensification in the thermal conductivity of the 

fluid. In the present work, the influence of the geometry 

of a HS is compared with the influence of adding 

nanoparticles, and the combined effect of the two is also 

investigated. In “Figs. 8c, 8d, and 8e”, which relate to Re 

= 300, thermal diffusion in the perpendicular direction is 

better due to the lower strength of convective heat 

transfer. The addition of nanoparticles accelerates this 

phenomenon so that the temperature changes reach the 

center of the flow. To reach the temperature changes to 

the central part of the flow, a temperature gradient 

perpendicular to the flow path is required, which means 

an increase in the outer region fluid temperature, leading 

to a reduction in h between the fluid and the solid body 

and intensification in the solid surface temperature for 

transferring heat flux. Similar to the case of the 

rectangular channel, this is true for the channel with 

microtubes, as shown in “Fig. 9”. Here, the effect of heat 

transfer is much higher in the vertical direction because 

of the smaller cross-sectional area, resulting in much 

higher temperature variations 

 

 
Fig. 9 Temperature distribution in microtubes: (a): Re = 

700, φ = 1%, (b): Re = 700, φ = 0.1%, (c): Re = 300, φ = 1%, 

and (d): Re = 300, φ = 0.1%. 

 
Figures 8 and 9 show that the effect of the addition of 

nanoparticles on microchannel and microtube 

performance is positive, but its positive effect decreases 

with increasing Re. According to the contours presented 

in “Fig. 8”, the temperature in the center of the flow is 

more variable than in the microchannel. In fact, the HTR 

to the center of the microchannel flow is better. This may 

be due to the smaller diameter of the microtube than the 

microchannel, which reduces the distance between the 

center of the flow and the walls in the microtube Another 

point is that the flow rate in the microtube is lower 

because Re in the microtube is 10 times less than the 

microchannel, which reduces its heat capacity. This 

makes it more effective to determine the temperature of 

the HS wall based on the heat capacity of the 

microchannel. Hence, the temperature of the walls 

increases, and more thermal pressure is applied to the 

microtube, leading to that more heat reaches the central 

fluid flow and the temperature enhances. 

Figure 10 shows the parameter θ for different values of 

𝜙 and Re. Smaller values of θ indicate more uniformity 

of the temperature distribution. As h increases because 

of adding nanoparticles into the BF, the thermal 

performance is improved. It is observed that the 

temperature is more uniform on the surface but there is 
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an inverse relationship between the effect of nanofluid 

concentration and Re. As Re increases, the uniformity in 

temperature distribution is created due to the stronger 

convection heat transfer, and therefore the effect of 

nanofluid is not significant. On the other hand, the 

creation of microtubes results in a more uniform 

distribution of CPU surface temperature as a result of the 

increase in the HTR and reduction in thermal resistance 

of the furthest points of the processor. For example, the 

surface temperature distribution for a flow at Re = 700 

with microtubes is more uniform than that without 

microtubes at Re = 1500.  

 

 
Fig. 10 Flow uniformity based on θ for different values of 

𝝓 and Re. 

 

 
(a) 

 
(b) 

Fig. 11 The amount of pumping power required for 

different cases. 

Thermal performance improvement requires generating 

a flow by the pump. In “Fig. 11a”, the amount of 

pumping power required for different cases is presented. 

In “Fig. 11b”, this comparison is presented as semi-

logarithmic. It is observed that the addition of 

microtubes to the system increases the need for pumping 

power so that the pumping capacity of a HS without 

microtubes at Re = 1500 is equal to that with microtubes 

at Re = 300. At Re = 700, the power about 6 times is 

required compared to the case without microtubes for Re 

= 1500. On the other hand, this figure displays that the 

addition of nanoparticles reduces the pumping power 

required. This phenomenon occurs due to the decrease 

in the flow velocity due to an increase in the fluid density 

when Re is kept constant. 

 

 
(a) 

 
(b) 

Fig. 12 PEC values for dissimilar values of 𝝓 and Re :(a): 

without microtubes, and (b): with microtubes. 

 
The PEC of the system is calculated for comparison 

between the thermal performance improvement and the 

pumping power costs. This parameter considers thermal 

and hydraulic effects together by using a reference 

model. In “Fig. 12”, different states are compared by 

defining the BF state as the reference case.  

This figure displays that the addition of nanofluids does 

not have the same effect in different modes. While at 

0.1% concentration, it has a maximum improvement of 

5%, this improvement is greater for the case with 

microtubes. For 0.5% concentration, maximum 
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improvement is 15% that is almost identical in both 

cases (with and without microtubes). The concentration 

of 1% leads to a 35% improvement, whereas the addition 

of nanoparticles improves the performance of the system 

without microtubes. 

The reason for this is the proper performance of the BF 

system because adding nanoparticles improves the 

thermal diffusivity of the fluid. When the effective factor 

in improving the performance of the system depends on 

the fluid thermal diffusivity, the addition of 

nanoparticles enhances the performance of the system. 

In this section, the previous process is repeated and only 

the results are presented. The pressure drop is set to a 

constant value of 500 kPa, which is applied to the 

microtubule and microchannel when Re = 530. The 

power consumption of the pump is less than 60 mW. 

6 CONCLUSIONS 

In this work, the influence of microtubes placed on the 

walls of a wavy microchannel HS was examined. 

Furthermore, the influence of using a bio nanofluid was 

evaluated. This study was performed using experimental 

data for Ag/water-EG (50%) nanofluid prepared by tea 

leaves synthesis. To investigate the cooling effects under 

different flow conditions and concentrations of 

nanoparticles, the processor was considered and 

simulated. It was understood that the microtubes 

improve the thermal performance and intensify the 

pumping power consumption by about 10 times. The 

influence of nanofluid concentration on HTR was 

evaluated and it was demonstrated that the influence of 

nanofluid is more dominant at low Reynolds numbers. It 

was also observed that the system performance is 

improved with increasing Re. The presence of 

microtubes increased the uniformity of the CPU surface 

temperature distribution and a reduction in its TCPU-

Mean. As ϕ increases, the pumping power decreases 

when Re is kept constant. It was revealed that an increase 

in ϕ results in intensification in the PEC of the system, 

which is higher at larger values of Re. It also seems that 

the idea of the same pressure drop for microtubules and 

microchannels is more practical and operational 
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1 INTRODUCTION 

Rolling is a process to form metals where the metal strip 

is pressed by two or multiple rollers, thus the uniform 

thickness is formed. The rolling process is a metal 

forming process, in which stock of the material is passed 

between one or more pairs of rollers in order to reduce 

and to maintain the uniform thickness. This process is 

mainly focused on the cross-section of the ingot or the 

metal which is forming. Mainly by this process, we 

reduce the thickness of the metal workpiece. Now, the 

rolling processes are mainly focused on the increasing 

length and the decreasing thickness without changing the 

width of the workpiece. There are certain types of the 

rolling process, whereas, in the hot rolling process, the 

metal is heated at its desirable temperature, when the 

metal is properly heated then the metal should be passed 

between the one or more rolling mills to gain the proper 

desirable shape. 

Mesay Alemu Tolcha, et.al [1], used numerical modelling 

to indicate a set of equations, derived from the contact 

principle, that transfer the physical event into the 

mathematical equations. Alexander Schowtjak, et.al [2] 

analysed the evolution of damage and voids in the 

sequence of caliber rolling to cold forward rod extrusion. 

The analysis is performed with the help of a variant of the 

Lemaitre model, microstructural analysis of the void area 

fraction and density measurements. Huiping Hong [3] 

used three dimensional elastoplastic finite element 

simulation with thermal mechanically coupled analysis 

which is applied to study the roll pass design of the hot 

continuous rolling of Ф100mm alloy steel round bar from 

200mm×200mm square cast bloom.  

Yavtushenko A.V, et.al [4], studied the possibility of 

application of the program complex called Mathcad 

Prime 5 for calculation of normal contact stresses in the 

centre of deformation during cold rolling of the strips. 

O.M. Ikumapayi, et.al [5] studied rolling techniques in 

metal forming operation, or as part of the industrial 

manufacturing process. Comparison in performance of 

different rolling methods, while analysing their defects, 

and areas of application of rolled products or components 

is presented. Yingxiang Xiaa, et.al [6] analysed the 

existing problems, e.g. cracking, many forming passes, 

difficult control of dimensional accuracy, in thin-walled 

pipe fittings hot extrusion forming process.  

Mesay Alemu Tolcha, et.al [7] carried out modelling of 

rolling die contact with the slab primarily needs to 

describe the Tribology of contact phenomena. Jian-guo 

CAO, et.al [8] carried out finite element method for the 

behaviour analysis of mechanical, thermal, deformation 

and other characters of strip and rolling mills. Kondapalli 

Siva Prasad, M. Lalitha Kavya [9], made an attempt to 

summarize the various works reported by earlier 

researchers on certain specific areas of rolling like Finite 

Element Analysis (FEA), die and rolling material and 

summarized the results, so that the gaps can be identified, 

which in turn helps the researchers to carry their research 

in rolling. Andre Lim, et.al [10] examined and studied the 

residual stress distributions caused by the deep cold 

rolling (DCR) process, with a focus on the distributions 

at the boundary of the treatment zone.  

In the present work, roller and billet assembly of 

dimensions are as 50mm and 40mm as diameter and 

width of the roller and 100mm, 15mm, 10mm as length, 

input width and output width, respectively. The rollers 

are made to rotate at 4 different speeds i.e. 0.24rad/s, 

0.3rad/s, 0.46rad/s, 0.6rad/s and billet is made to move 

between the rollers. The temperatures are considered to 

be constant throughout the process. The contact stress 

between the roller and the billet, maximum equivalent 

stress and directional deformation can be found out. 

Simultaneously the material of the billet is changed. We 

have considered 4 different materials which are 

commonly used in the industry. Aluminium alloy, copper 

alloy, magnesium alloy and stainless steel are considered 

as workpiece materials. 

2 MODELING & ANALYSIS  

The materials used for blank, blank holder, die and punch 

are presented in “Table 1” 

3D modelling was done using SOLIDWORKS software 

for roller and billet assembly is designed with the 

dimensions as mentioned in the “Table 1”.  

 
Table 1 Dimensions of the roller and billet 

 
Volume 

(mm^3) 

Surface area 

(mm^2) 

Dimensions 

(mm) 

Roller 74895.57 11787.26 
Dia=50mm 

Width= 40mm 

Billet 24892.41 7014.22 
Input=15mm 

Output=5mm 

 

 

 
Fig. 1 Assembly of the roller and billet. 
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The roller and the billet are connected together by the use 

of mate option, eight mating are given for the complete 

assembly. The mating can be given in many ways. Here 

the curved surface area of billet and matching surface 

area of the billet are selected. The assembled roller and 

billet is as shown in the “Fig. 1”. It is saved in the ‘igs’ 

format to be used in the ANSYS WORKBENCH for the 

analysis work. The properties of the roller material and 

the four billet materials have been added to the ANSYS 

workbench for the analysis. The properties of materials 

are shown in the below tables. The load setup is given to 

the model as below. Rotation of rollers is given by 

selecting the joint rotation in the z-axis. Four different 

speeds are considered for the entire analysis. The 

chemical and physical properties of D2 material are 

presented in “Tables 2 and 4”. 

 
 

Table 2 D2 steel metal composition (weight %) 

Steel Grade carbon Mn silicon Cr Nickel S P Hardness HRC 

D2 1 0.25 0.25 1 0.2 0.005 0.003 60-62 

 
 

Table 3 Properties of D2 steel 

Young’s modulus 2.09×10^11 pa 

Poisson’s ratio 0.3 

Bulk modulus 1.7417×10^11 pa 

Shear modulus 8.038×10^10 pa 

Coefficient of thermal expansion 1.04 ×10^-5 /c 

Density 7700 kg/m^3 

Tensile ultimate strength 2.4×10^9 

 
Table 4 Properties of the Billet material 

 Aluminium alloy Copper alloy Magnesium allly Stainless steel 

Young’s modulus 7.1×10^10 pa 1.1×10^11 pa 4.5×10^10 pa 1.93×10^11 pa 

Poisson’s ratio 0.33 0.34 0.35 0.31 

Bulk modulus 6.960×10^10 pa 1.1458×10^11 pa 5×10^10 pa 1.693×10^11 pa 

Shear modulus 2.669×10^10 pa 4.10×10^10 pa 1.667×10^10 pa 7.366×10^10 pa 

Tangent modulus 5×10^8 pa 1.15×10^9 pa 9.2×10^8 pa 1.8×10^9 pa 

Density 2770 kg/m^3 8300 kg/m^3 1800 kg/m^-3 7750kg/m^3 

Yield strength 2.8×10^8 pa 2.8×10^8 pa 1.93×10^8 pa 2.1×10^8 pa 

 

 

 
Fig. 2 Contact between the lower roller and billet surface. 

 
Fig. 3 Contact between the upper roller and billet surface. 
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The saved 3D model is imported into ANSYS 

workbench. In the static. structural module is selected 

from the Analysis system toolbox menu of ANSYS 

WORKBENCH. Contact regions are given as the 3D 

solid assembly consists of a roller and billet. A solid-solid 

bonded contact was given at the region as the bond 

strength of roller and billet and joints are given to the 

ground and roller, the contacts are shown in the “Figs. 2 

and 3”. 

The 3D model is meshed in two different methods, the 

roller is meshed with the sweep method with automatic 

sizing quad/tri elements nodes and billet is meshed with 

body sizing method with 3mm, (See “Figs. 4 to 5”). 

 

 
Fig. 4 Meshing of billet. 

 

 
Fig. 5 Meshing of roller. 

 

The rotation of the rollers is given as one roller in 

clockwise and another as Anti-clockwise direction. The 

roller speeds are given as 0.24, 0.3, 0.48, 0.6 rad/s. The 

solver module is used to obtain the solution for the given 

boundary conditions to the model. The required stress 

distribution and contact stress are evaluated for given 

loading conditions. The analysis for aluminium billet at 

different roller speeds has been presented in “Figs. 6 to 

17”.  

 

 

1- At Roller Speed of 0.24 Rad/S for Aluminium Alloy 

 

 
Fig. 6 Contact stress for aluminium alloy. 

 

 

 
Fig. 7 Equivalent stress distribution for aluminium alloy. 

 

 

 
Fig. 8 Directional deformation for aluminium alloy. 
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2- At Roller Speed of 0.3 Rad/S for Aluminium Alloy 

 
Fig. 9 Contact stress for aluminium alloy. 

 

 
Fig. 10 Equivalent stress distribution for aluminium alloy. 

 

 
Fig. 11 Directional deformation for aluminium alloy. 

 

3- At Roller Speed of 0.48 Rad/S for Aluminium Alloy 

 
Fig. 12 Contact stress for aluminium alloy. 

 
Fig. 13 Equivalent stress distribution for aluminium alloy. 

 

 
Fig. 14 Directional deformation for aluminium alloy. 

 

4- At Roller Speed of 0.6 Rad/S for Aluminium Alloy 

 
Fig. 15 Contact stress for aluminium alloy. 

 

 
Fig. 16 Equivalent stress distribution for aluminium alloy. 
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Fig. 17 Directional deformation for aluminium alloy. 

 

Similarly for other billet materials, analysis is carried out 

at different roller speeds, which are presented in “Tables 

5 to 7”. 

 

 

 

 

 

 

 

 

 

 

Table 5 Contact stresses 

Speed (rad/s) Aluminium alloy Copper alloy Magnesium alloy Stainless steel 

0.24 911.38 1738.4 1303.2 2640.1 

0.3 814.2 1544.9 1197.1 2245.1 

0.48 815.72 1560.1 1169.2 2296 

0.6 815.75 1548.3 1169.3 2406.1 

 

3 RESULTS & DISCUSSION  

From the analysis carried out on different billet materials 

by varying the roller speed, the following observations 

are made. From the contact stresses Table 5, it is observed 

that maximum contact stresses were observed at 0.4 rad/s 

for stainless steel and minimum value was observed for 

aluminium alloy. Similar trend was observed for 0.3 rad/s 

0.48 rad/s and 0.6 rad/s. Higher contact stresses was 

observed at lower roller speeds of 0.24 rad/s and 

minimum contact stresses were observed at 0.3 rad/s. 

From the directional deformation in Table.6, it is 

observed that the maximum directional deformation was 

observed for aluminium alloy at roller speed of 0.24 rad/s 

and the minimum directional deformation was observed 

for stainless steel at a roller speed of 0.6 rad/s. Directional 

deformation decreases with increase in roller velocity. 
 

Table 6 Directional deformation 

Speed (rad/s) Aluminium alloy Copper alloy Magnesium alloy Stainless steel 

0.24 6.339 5.8974 5.6377 4.4164 

0.3 3.7001 3.9951 3.8693 4.4539 

0.48 4.0962 4.3762 4.224 4.6514 

0.6 4.2245 4.5054 4.3644 3.587 

 
From the directional deformation in “Table 7”, it is 

observed that the maximum equivalent stress was 

observed for stainless steel at roller speed of 0.24 rad/s 

and minimum equivalent stress was observed for 

aluminium alloy at roller speed of 0.48 rad/s. Equivalent 

stress decreases with increase in roller speed from 0.24 

rad/s to 0.48 rad/s. 

 

 
Table 7 Equivalent stress 

Speed (rad/s) Aluminium alloy Copper alloy Magnesium alloy Stainless steel 

0.24 1377.3 2411.76 1712.6 4019.8 

0.3 1136.7 1809.4 1407.3 2564.9 

0.48 1019 1704.7 1266.1 2344.5 

0.6 1079.8 1793.7 1335.4 3183.2 

Graphs are drawn for contact stresses, Equivalent 

stresses and directional deformation for four different 

types of billet materials at different roller speeds as 

shown in “Figs.18 to 20”. 
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Fig. 18 Contact Stresses. 

 

 
Fig. 19 Equivalent Stresses. 

 

 
Fig. 20 Directional Deformation. 
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4 CONCLUSIONS 

Based on analysis work carried on different billet 

materials, the following conclusions are drawn: 

The optimal contact stress of 814.2 MPa is obtained for 

aluminium alloy at roller speed of 0.3 rad/s. The optimal 

equivalent stress of 1019 MPa is obtained for aluminium 

alloy at roller speed of 0.48 rad/s. The optimal 

directional deformation of 3.587 mm was observed for 

stainless steel at roller speed of 0.6 rad/s. 
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1 INTRODUCTION 

Heat transfer is one of the most important concepts 

which is used in chemical engineering and mechanical 

engineering and other fields [1-2]. This includes wide 

applications such as electronic systems, robotics, 

MEMS, and housing temperature regulation. There are 

various methods of cooling available which include heat 

exchangers, heat pipes, water cooling, and more [3-5]. 

One of the most important pieces of cooling equipment 

used today is the heats sink. The most important feature 

of a heatsink is heat dissipation and cooling. A heatsink 

is a piece of metal with a high thermal conductivity that 

is mounted on electrical or electronic components and 

captures the heat and heat generated by the part, then 

through heat exchange with the surrounding 

environment and cooling with air (in some models 

Water) reduces heat [6-9]. This part is even used in 

various voltage converters or car inverters and audio and 

video. There are two methods of cooling solution and 

heat generation management for heatsinks which are 

active cooling and passive cooling. In passive type 

heatsink, the temperature control operation is performed 

by convection process, which is one of the concepts of 

heat transfer science [10]. In this way, the passive 

heatsink absorbs heat from the desired part and 

distributes the heat in that fluid by maximizing the 

contact surface with the surrounding fluid through the 

fins (blades). The absence of moving parts has increased 

the reliability of this type of heatsink. Of course, it is 

important to realize the fact that in order to transfer heat 

in passive heatsinks, a constant flow of air must be 

constantly passing through the fans [11-14]. One of the 

most important aspects of the heat sink that must be 

considered in its design is a simpler structure, high heat 

transfer rate, and low-pressure drop.  

Liquid cooling methods can dissipate more heat at 

smaller footprints. However, they have the disadvantage 

of complexity of design, expense, and require 

maintenance regularly [15]. In active cooling, a fan or 

blower is usually used as the heat transfer element. This 

type of heatsink has very high efficiency. Of course, due 

to the higher price, it is less used than the passive type 

[16]. Extended surfaces used in cooling systems, which 

are commonly named fins, are utilized across all 

electronic application as arrays or heat sinks name. 

Generated heat transfers to the heat sinks by conduction 

heat transfer, and the transported heat dissipates through 

the environment around it via convection heat transfer 

[17]. Kim et al. [18] compared and evaluated the thermal 

characteristics of plate-fin and plate pin-fin heat sinks 

experimentally. Both of these models were subjected to 

a parallel airflow. They have discovered that there is a 

correlation between Nusselt number and the friction 

coefficient factor for both models of heat sinks. They 

also discovered that pumping power and length of the 

heat sink are important factors that affects heatsinks 

thermal performance. Ambreen & Kim [19] numerically 

experimented on and investigated the thermal 

characteristics of a square cylinder under a laminar flow. 

Scholten et al. [20] developed an empirical model in 

order to study the heat flow and heat transfer rate of a 

cylinder. This model also allowed them to study the 

velocity and velocity profile under a transverse flow. A. 

Bhattacharyya et al. [21] have performed numerical 

studies in order to predict the thermal behaviour of 

hexagonal cylinder under a cross-flow. They have 

discovered that both Nusselt number as well as Reynolds 

number have a significant effect on the intensity of the 

turbulence flow as well as the pressure coefficient in the 

flow regime. Benim et al. [22] investigated fluid passing 

around a circular cylinder. In this experiments they 

proposed several turbulence modelling strategy in order 

to simulate an incompressible turbulent fluid passing 

around the circular cylinder. Kitti et al [23] discovered 

that in plate pin heat sinks, pin fin configuration is an 

important parameter and has significant effects on 

thermal performance and airflow characteristic. They 

also discovered that changing fin characteristics such as 

fin shape, pin fin orientation, and the ratio of the distance 

between pin and plate-fin centre to pin fin size affects 

thermal performance, heat transfer coefficient and 

pressure drop.  

Nilpueng & Wongwises [24] investigated the twist ratio 

and perforation diameter and its influence on a model of 

PFHS with twisted tape. The results show that lowering 

the twist ration with the same perforation diameter has a 

positive effect on the enhancement ratio. Ahmet et al. 

[25] experimentally discovered that pin geometry such 

as height and other factors such as pin spacing and 

orientation is vital for better thermal performance in 

natural convection heat transfer. This experiment was 

performed with inline pin fin and plate heat sinks. They 

also discovered that the upward-facing orientation of 0° 

orientation angle has the highest heat transfer, while the 

lowest heat transfer rate was for the heat sink with the 

downward-facing 180° orientation angle. Emad et al. 

[26] experimented the thermo-hydraulic performance by 

changing the twist angle on a heat sink with square and 

hexagonal pin fin array under forced convection heat 

transfer. They discovered that by twisting the fins the 

thermal resistance decreases when compared to the non-

twisted pins. They have also concluded that increasing 

the twisting angle lowers the friction factor and pressure 

drop while also lowering the efficiency when compared 

to no twisted fins. Singh et al. [27] investigated the heat 

transfer and thermal-hydraulic performance of a heat 

sink with square micro pin fins under forced convection 

heat transfer. The results show that by increasing the fin 

height, thermal resistance decreases while pressure drop 

increases. Thermal performance and heat coefficient 

increase with the increase of fin height and Reynolds 
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number but it decreases with increasing fin spacing. The 

percentage of improvement in efficiency was observed 

to be about 2 to 9% due to the presence of fins on the 

impingement surface, flow mixing, disruption of the 

boundary layers, and augmentation of turbulent 

transport. Dnyaneshwar & Vithoba [28] investigated pin 

fin arrangement effectiveness on heat sink heat transfer 

characteristics. Davoudi et al. [29] numerically 

investigated the effects of using nanofluid on heat 

transfer in a conical spiral heat exchanger. The 

nanofluids used in this numerical simulation were 

aluminum oxide/water (Al2O3/water) and copper 

oxide/water (CuO/water). They have discovered from 

the results that enhancing the concentration of the 

nanofluid causes the pressure drop to increase and heat 

transfer rate is slightly increased by adding nanoparticles 

to the base water fluid in very low concentration. They 

also discovered that vortices formed at the top and 

bottom of the tube slightly increases by enhancing the 

concentration of nanofluids and this flow produces more 

power. 

While there are many different forms of heatsinks with 

different fin and pin arrangements, most models used are 

usually plate fin based heatsink or have circular pin fin 

arrangement. Rarely heatsink uses square shape, 

truncated cone or cone shaped pin in their designs. In 

this research, several new models of heatsinks are 

designed with the focus on different fin geometry and 

arrangement. These pin-fin based heatsink models 

consist of a plate fin heatsink and several other models 

of pin fin based heatsinks which were optimized in 

length, width, height and fin arrangement in order to 

produce optimized results and achieve better thermal 

performance and as well as to reach lover energy 

consumption. Most studies on heatsinks also tend focus 

on lower Reynolds numbers. In this research higher 

Reynolds number and therefore higher air velocity are 

considered for this study in order to study the effects of 

such high air velocity on thermal performance, pressure 

drop, energy consumption and Nusselt numbers. The 

purpose of this research is to numerically investigate 

these heatsink models in order to find out with models is 

suited for higher air velocity as well as compare thermal 

performance and energy consumption in height and 

relatively low Reynolds number. 

2 MODEL DESIGN 

The shape and geometric parameters of this model are 

based on the model of Yu et al. [30]. The types of 

heatsinks are shown in “Figs. 1 to 8” and the properties 

are shown in Table 1. These models were numerically 

tested. The distance between the pins and the fin is 

measured to be at least 1D and the distance between the 

pins is 10D. These models include the PFHS model, and 

PPFHS models with a circle, truncated, cone, and square 

pins. The Square PPFHS pins have three arrangements 

with the angles of 0,22.5, and 45 degrees which are 

shown in “Figs. 4, 7, and 8”. The computer model in this 

experiment is based on the model of Yu et al. [30], which 

is shown in “Fig 9”. 
 

Fig. 1 Heatsink model dimensions: (a): plate pin fin 

heatsink, and (b): circular pin fin heatsink. 

 
Fig. 2 Schematic diagram of circular PPFHS. 

 
Fig. 3 Schematic diagrams of PFHS. 
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Fig. 4 Schematic diagram of square PPFHS. 

 
Fig. 5 Schematic diagram of truncated cone PPFHS. 

 
Fig. 6 Schematic diagram of cone PPFHS. 

 
Fig. 7 Schematic diagram of square PPFHS with pin angle 

of 22.5 degrees. 

 
Fig. 8 Schematic diagram of square PPFHS with pin angle 

of 45 degrees. 

 
Fig. 9 Computer model of square PPFHS 

 
Table 1 Types of heatsink under numerical experiment 

Type of 

Heat sink 
Type of Pin 

Base 

Diameter (D) 

End 

Diameter 

Fin 

spacing 

Fin Height 

(H) 

Fin Thickness 

( ) 

Angle of 

pin 

PFHS N/A N/A N/A 5mm 10mm 1.5mm N/A 

PPFHS Circular 2mm 2mm 5mm 10mm 1.5mm N/A 

PPFHS Square 2mm 2mm 5mm 10mm 1.5mm 0 

PPFHS Truncated Cone 2mm 1mm 5mm 10mm 1.5mm N/A 

PPFHS Cone 2mm 0.1mm 5mm 10mm 1.5mm N/A 

PPFHS Square  2mm 2mm 5mm 10mm 1.5mm 22.5 

PPFHS Square 2mm 2mm 5mm 10mm 1.5mm 45 
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3 MATHEMATICAL EQUATION OF HEAT SINK  

MODEL AND NUMERICAL SIMULATION 

As shown in the geometric model, both region of the 

heat sink model (fluid and solid) participates in the 

numerical simulation of heat sink models. For this 

numerical simulation, the k-epsilon turbulent model is 

used to simulate the turbulent fluid flow in the heat sink 

passage. The mathematical Equation governing this are 

as follows: 

The dimensionless continuity, momentum, and energy 

Equation can be written as: 

 

0
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For the solid part of the thermal heatsink, the energy 

Equation is as follows: 

 
2

2
0

X
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
                                                                                (6) 

 

The dimensionless parameters in the previous Equations 

can be found as: 
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The pressure difference is obtained from the following 

relation: 

 

in outp p p                                                                           (7) 

 

Heat sink heat resistance can be defined as follows [31]: 

 

 

 

th

T
R

Q


                                                                                    (8) 

T  is the temperature difference between the fin base 

and ambient air temperature, while Q shows the thermal 

power pumped to base of the heatsink fin. This Equation 

is used to measure the thermal performance of the heat 

sink models. In order to find the power needed to support 

the heat flux, the heat sink can be found via Sparrow and 

Ramsey [32] Equation: 

 

in pE U A p                                                                            (9) 

 

( 1)pA H N                                                                             (10) 

 

Reynold's number can be calculated using this Equation: 

 

Re HVD


                                                                           (11) 

 

And the Nusselt number can be calculated from: 

 

hhD
Nu

k
                                                                   (12) 

The downstream boundary is located at a distance L 

from the edge of the fin in the x direction to prevent 

backflow. In this simulation, the input and output 

boundary conditions of the pressure are assumed to be 

uniform. The two side walls are symmetrically adjusted 

using the periodic structure assumption. It is assumed 

that all enclosed walls, except the heating zone, have 

non-slip condition and are adiabatic. Furthermore, to 

simulate the heat transfer between the fin and base 

surfaces, the fluid is characterized as a wall-coupled 

condition, through which the process is performed 

automatically without external interference. The output 

of the model is pressure outlet and can be seen in “Fig. 

9”. The air current inlet is uniform with the velocity of 

6,8,10, and 12 m/s with constant flux conditions of 

0.5,1.5, and 2.5 watts per square centimetre. The 

ambient temperature is 294 kelvins.  

General computational fluid dynamics software has 

been selected for the heat sink model simulation. It is an 

advanced CFD software which offers many different 

turbulence models. The software uses a semi-implicit 

method for the pressure-related Equation algorithm 

(SIMPLE) based on a volume control program using a 

pressure-based solver. The Equation used to solve the 

turbulent flow of the k-epsilon method and the 

remainder for the continuity, momentum, energy, and k 

and epsilon Equations are less than 10-3, 10-5, 10-6, 10-3, 

10-3. 
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4 VALIDATION AND REVIEW OF RESULTS 

In order to validate the model, the laboratory and 

numerical model of Yu et al. [33] has been used, which 

can be seen in “Fig. 10 and Fig. 11”. Examination of 

these two shows that the result obtained is an acceptable 

value. For the Grid independence test for each of these 

models, the minimum of 234990 nodes was used in 

creating a triangular mesh model and the results showed 

that the properties change was less than 1 percent for the 

thermal performance when we increased the mesh from 

that number. 

 

 
Fig. 10 Results of experimental and numerical experiment 

of PFHS models. 

 

 
Fig. 11 Comparison of circular PPFHS between numerical 

and reference model. 

5 RESULTS AND DISCUSSION 

In this experiment, 7 models of heatsinks were compared 

under different velocity inputs and different heat fluxes. 

The peak temperatures of these different models are 

shown in “Figs. 12, 13, and 14” for each heat flux 

respectively. These figures show that the heat sink with 

angled square pins has the lowest peak temperature 

when compared to the rest of the models. The circular 

pin and square pin heatsink with 0 degrees' deflection 

angle has nearly the same peak temperature with the 

highest difference of fewer than 2 degrees Kelvin. The 

truncated cone pin heat sink is the next coldest heat sink, 

Because of its geometry and having less cross-area with 

air compared to the circular and square pin heatsink. 

This is the same for the cone pin heatsink.  

 

 
Fig. 12 Comparison of peak temperature between different 

models of heatsink with thermal heat flux of 0.5 W/cm2. 

 

 
Fig. 13 Comparison of peak temperature between different 

models of heatsink with thermal heat flux of 1.5 W/cm2. 
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Fig. 14 Comparison of peak temperature between different 

models of heatsink with thermal heat flux of 2.5 W/cm2. 

 

The plate-fin heat sink has the highest max temperature 

out of all of these models, having its highest temperature 

reaction near 400 Kelvin in one of the experiments. This 

result shows that even having a simple 3 pin per layer 

decreases the peak temperature by over 30 degrees in 

higher heat fluxes. Figures 15, 16 and 17 show the 

pressure drop between the inlet and outlet of the 

numerical model. The figures show that the square pin 

heatsinks have the most pressure drop when compared 

to the other heatsink models due to their shape and 

geometry. 

 

 
Fig. 15 Comparison of pressure drop between different 

models of heatsink with thermal heat flux of 0.5 W/cm2. 

 
Fig. 16 Comparison of pressure drop between different 

models of heatsink with thermal heat flux of 1.5 W/cm2. 

 

 
Fig. 17 Comparison of pressure drop between different 

models of heatsink with thermal heat flux of 2.5 W/cm2. 

 

It also shows that by tilting the pin in the square model 

heatsink by 22.5 and 45 degrees, the pressure drops 

increase by at least 34 percent and 66 percent, 

respectively. With increasing the coolant airspeed and 

therefore with the increase of the Reynolds number, the 

pressure drop difference between the square model with 

0-degree angle deflection compared to the circular 
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model changes between 30% up to 45% with the 

increase of inlet speed. It can be concluded that despite 

having nearly the same peak temperature, the amount of 

energy required for cooling the square pin fin heat sin is 

about 30 to 45 percent more than the circular pin fin heat 

sink. The other models are also shown here have less 

pressure drop due to their shape and geometry not 

obscuring the airflow between the fins compared to the 

circular and square shape models of pin fin heatsink. The 

truncated cone despite having a higher peak temperature 

consumes up to 27 percent less energy compared to the 

circular pin model. The cone-shaped pin fin heat sink has 

the least pressure drop when compared to the other pin-

based model heat skinks even though it has a higher peak 

temperature. The PFHT heatsink has the least pleasure 

drop due to having no obstruction for the airflow, 

therefore, uses the least energy comparatively but when 

comparing the peak temperature, it has the highest of all 

of the heatsink models. 

Figures 18, 19 and 20 show the Nusselt number of each 

of the models for different Reynolds number with 

different heat fluxes. Comparing the Nusselt number of 

these models shows that the Nusselt number of the 

truncated cone pin fin heat sink is only about 5 percent 

less than the circular pin fin heat skink while the Nusselt 

number of the cone-shaped pin heat sink is 10 to 11 

percent less than the circular model.  

 

 
Fig. 18 Comparison of Nusselt number between different 

models of heatsink with thermal heat flux of 0.5 W/cm2. 

 
Fig. 19 Comparison of Nusselt number between different 

models of heatsink with thermal heat flux of 1.5 W/cm2. 

 

 
Fig. 20 Comparison of Nusselt number between different 

models of heatsink with thermal heat flux of 2.5 W/cm2. 

 

This shows that despite having less Nusselt number, the 

energy required to cool the heatsinks is significantly less 
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pressure figures, it can also be interpreted that the square 

shape and the circular shape pin fin heat sink work better 

in slower air currents. The highest Nusselt number 

belongs to the square pinned hit sin with a 45-degree 

deflection angle. This is due to the change of the angle 

in the square pin and how air contacts more surface area 

compared to the square pin with no deflection angle 

which would increase thermal performance. When 

compared to the circular and the square pin model with 

no deflection angle, by changing the deflection angle by 

22.5 and 45 degrees, the Nusselt number would increase 

by 7.6 and 11 percent for lower fluxes. In higher fluxes, 

the difference is increased to 10.3 and 14.2 percent, 

respectively. Truncated cone pin heat sink when 

compared to the circle pin heat sink has 2.6 percent up 

to 5.1 percent less Nusselt number.  

 

 
Fig. 21 Comparison of thermal resistance between different 

models of heatsink with thermal heat flux of 0.5 W/cm2. 

 
Figures 21, 22 and 23 show the thermal resistance of the 

models for different Reynolds number and different heat 

fluxes. The same explanation for the Nusselt number can 

also be attributed to the thermal resistance of each 

model. The square pin heat sink model comes on top 

with having the least thermal heat resistance out of all 

the heatsink models while the truncated cone and cone 

pin heatsink models have higher heat resistance due to 

having higher temperature compared to the models 

mentioned above. 

The thermal performance of the square model heat sink 

with 22.5- and 45-degrees deflection angle is increased 

by 9.6 and 12 percent when compared to the circular pin 

model heat sink. 

 

 
Fig. 22 Comparison of thermal resistance between different 

models of heatsink with thermal heat flux of 1.5 W/cm2. 

 

 
Fig. 23 Comparison of thermal resistance between different 

models of heatsink with thermal heat flux of 2.5 W/cm2. 

0.4

0.6

0.8

1

1.2

1.4

1.6

3000 4000 5000 6000 7000

R
, 

K
/W

Re

No Pin

Circle

Square

Truncated
Cone

Cone

Square
22.5 angle

Square 45
angle

0.4

0.6

0.8

1

1.2

1.4

1.6

3000 4000 5000 6000 7000

R
, 

K
/W

Re

No Pin

Circle

Square

Truncation
Cone

Cone

Square 22.5
angle

Square 45
angle

0.4

0.6

0.8

1

1.2

1.4

1.6

3000 4000 5000 6000 7000

R
, 

K
/W

Re

No Pin

Circle

Square

Truncated

Cone

Cone

Square 22.5

angle

Square 45

angle



Int.  J.   Advanced Design and Manufacturing Technology             56 

  

Figures 24, 25, and 26 show the energy consumption for 

each of these heatsink models. The square-shaped pin 

heatsink model uses the most energy and the PFHS uses 

the least amount of energy.  

 

 
Fig. 24 Energy consumption comparison between different 

models of heatsink with thermal heat flux of 0.5 W/cm2. 

 

 
Fig. 25 Energy consumption comparison between different 

models of heatsink with thermal heat flux of 1.5 W/cm2. 

 
Fig. 26 Energy consumption comparison between different 

models of heatsink with thermal heat flux of 2.5 W/cm2. 

 

The geometry and the shape of the pin between the fin 

in the heatsink have a profound effect on pressure drop 

that even changing the angle of attack will increase the 

pressure drop considerably. This correlates to the 

amount of energy used for cooling these models of heat 

sinks. Figures 27 to 32 show the thermal contours of the 

different models of heat sink under the same velocity 

and heat flux of 8 m/s and 1.5 watts per centimeter 

square. The air passing through between the fins gets 

heated up by the fins and the pins. It also shows how are 

the transfers between the fin and pins and the air by 

convection. When comparing the circle-shaped pin, the 

size of the area decreases for the truncated cone and the 

cone pin model heatsink thereby increasing maximum 

temperature but reducing pressure drop compared to the 

regular circle-shaped pin heat sink model. it also shows 

that by turning the pin in square model heatsinks, it can 

reduce maximum temperature while increasing pressure 

drop.  

 
Fig. 27 Temperature contour of Circle Pin Heatsink model 

with the velocity of 8 m/s with thermal heat flux of 1.5 W/cm. 
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Fig. 28 Temperature contour of truncated cone pin heatsink 

model with the velocity of 8 m/s with thermal heat flux of 1.5 

W/cm2. 

 
Fig. 29 Temperature contour of cone Pin Heatsink model 

with the velocity of 8 m/s with thermal heat flux of 1.5 

W/cm2. 

 
Fig. 30 Temperature contour of 45-degree angle square Pin 

Heatsink model with the velocity of 8 m/s with thermal heat 

flux of 1.5 W/cm2. 

 
Fig. 31 Temperature contour of 22.5-degree angle square 

Pin model with the velocity of 8 m/s with thermal heat flux of 

1.5 W/cm2. 

 
Fig. 32 Temperature contour of square pin heatsink model 

with the velocity of 8 m/s with thermal heat flux of 1.5 

W/cm2. 

Figures 33 to 38 show the velocity of the heat sin models 

with the velocity of 8m/s. It shows how the air interacts 

with the pin between the fin in these heatsinks models. 

Also shows us how the air current moves around the 

pins. The circle model air current counter is similar to 

that of a cylinder with the difference that the diameter 

changes with height change. The square models show 

how the air staggers when approaching the square pin. 

This staggering increases by changing the angle of the 

square pin. 

 

 
Fig. 33 Velocity contour of 45-degree angle square Pin 

Heatsink model with the velocity of 8 m/s with thermal heat 

flux of 1.5 W/cm2. 

 
Fig. 34 Velocity contour of 22.5-degree angle square Pin 

model with the velocity of 8 m/s with thermal heat flux of 1.5 

W/cm2. 

 
Fig. 35 Velocity contour of square pin heatsink model with 

the velocity of 8 m/s with thermal heat flux of 1.5 W/cm2. 

 
Fig. 36 Velocity contour of truncated cone pin heatsink 

model with the velocity of 8 m/s with thermal heat flux of 1.5 

W/cm2. 
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Fig. 37 Velocity contour of cone Pin Heatsink model with 

the velocity of 8 m/s with thermal heat flux of 1.5 W/cm2. 

 
Fig. 38 Velocity contour of Circle Pin Heatsink model with 

the velocity of 8 m/s with thermal heat flux of 1.5 W/cm2. 

6 CONCLUSIONS 

In this Numerical experiment, several models of 

heatsinks with different pin models (except for the 

PFHS) were compared in different factors such as peak 

temperature, heat resistance, thermal performance, and 

energy consumption. The results are as follows: 

1- With the increase of Reynolds, number increases flow 

resistance and therefore it will increase the pressure drop 

in each model of the heatsink. The square pin has the 

most pressure drop out of all of these models due to its 

geometry therefore it consumes the most energy when 

compared to the other models. 

2- By changing the angle of attack, the pressure drop for 

the square pin heatsink increased due to more air hitting 

the pins. This increase for 22.5 and 45 angles of 

deflection is measured to be at least more than 34 and 66 

percent compared to the square pin heatsink model with 

zero angles of deflection. 

3- The cone-shaped pin fin heat sink model has less 

Nusselt number compared to the rest of the models but 

consumes the least amount of energy for cooling. 

Therefore, it is far more economical to use these models 

at higher velocity compared to the other models of 

heatsinks. 

4- The PFHS has the least pressure drop due to having 

no pin in front of the air current making it ideal for 

certain heat sink designs. It has the highest thermal 

resistance and the lowest Nusselt number compared to 

the rest of the models. It also shows that adding a simple 

3 pins for each layer of the heatsink thermal performance 

by at least 28 percent. 

5- The truncated cone and cone model show us that 

changing the model’s geometry can help us reduce 

pressure drop with the sacrifice of little thermal 

performance. 

6- Changing the angle of deflection for the square by 

22.5 and 45 degrees increases the thermal performance 

of the square pin heat sink by at least 9.6 and 12 percent 

respectively compared to the regular square pin heat sink 

model.  

7 APPENDIX OR NOMENCLATURE 

Nomenclature Greek symbols 
Latin Symbols P     Dimensionless 

pressure 

A       Areas [m2]   Constant In the 

turbulent model 

C   Constant in turbulent 

model 
     Fin spacing [mm] 

H       Height [m]      Differential 

L     Distance from base In 

x-direction [m] 


    Viscosity [

2. /N s m
] 

N            Fin number [-] 
     Density [

3.kg m
] 

p             Pressure [Pa]  Dimensionless 

temperature 

E        Pumping power [W] Subscripts 

Q         Heating power [W] i, j Repeated-subscript 

indices 

R        Resistance [
1.K W 
] in       Inlet 

Re       Reynolds number [-] t         Turbulent Flow 

T         Temperature [K] out      Outlet 

x, y, z Cartesian coordinates th       Thermal 

X, Y, Z Dimensionless 

Cartesian Coordinates 

p        Flow passage 

U, V, W Dimensionless 

velocity 

s         Solid 

HD     Hydraulic diameter w        Wall 

Nu       Nusselt Number f          Fluid 
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Abstract: The roll forming process plays a critical role in producing various sections used in 
industries. Also, the quality of these products is strongly affected by the thickness of the strip, 
the distance between stands, the section web, the flower pattern, and the plastic anisotropy. 
Therefore, the influences of practical factors on the bowing defect of the symmetrical U-
section are experimentally and mathematically characterized in the present research. The 
investigated material is DC03 (1.0347) steel. Different prediction models such as linear and 
non-linear model based on the general full-factorial design of experiment are used to predict 
the effect of following factors on the bowing defect. Accuracy of the analytical model was 
verified by comparing the output results with the practical data. Results show that the strip 
thickness of investigated material, the flower pattern, and the section web have the most 
significant effect on the bowing defect. Also, the anisotropic properties of the investigated 
material and the inter distance have the minor impact on the bowing defect, but the effect of 
material with considering the anisotropic properties on increasing the accuracy of process 
simulation results is very impressive and increases the accuracy of simulation results from 
84% to 91%. Finally, the predicted bowing defect using the modified two-factor model was 
in 91% agreement with the experimental results.  
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1 INTRODUCTION 

The roll forming process consists of several forming 

stands with the various forming rolls where the strip with 

different materials, such as steel, and non-steel, 

approaches the final geometry at several stands. The 

stand of the roll forming process consists of a 

combination of various rollers that create a flower 

pattern of the profile, and these stands consist of a set of 

upper and lower rollers for this purpose. Side rollers are 

used to prevent strip misalignment to improve the 

forming conditions. One of the most significant 

advantages of this process is that the thickness does not 

change during the process. All these features allow to 

product the various sections with a uniform cross-

section longitudinally with the best quality. The most 

essential features of this type of forming process that has 

made the overall process uniform is that the power used 

in all stands is the same. 

In this process, the velocity gradient in each stand, which 

is along with increasing the diameter of the rollers, 

prevents the sheet from wrinkling. This issue is critical 

in the case of low-thickness strips, because in the case of 

thicker strips, wrinkling and bowing defect occur less 

frequently [1]. Generally, the strip is continuously 

formed at ambient temperature into a desired cross-

section (open or close section) through the forming rolls 

[2]. Figure 1 shows the schematic of process and the 

bowing defect; According to “Fig. 1”, the bowing defect 

is accrued in the perpendicular direction to the formed 

section axes.  

 

Fig. 1 Schematic of the process and the investigated 

bowing defect. 

 

It was shown that the bowing defect could be reduced as 

much as possible by changing the relative height of the 

rollers of each stand concerning each other, as well as 

using extra rolls called straighter at the end of the 

production line [3]. Bhattacharyya et al. showed that the 

distance between the stands in a roll forming could be 

significant on the bowing defect. Also, the results of 

their research show the impact of the thickness, the 

flower pattern, and the wall length on the bowing defect 

[4]. Bhattacharyya et al. studied on the effects of the 

flower pattern on the strains which accrues along with 

longitudinal direction, and their results showed that the 

effect of the start and the final forming stands are greater 

than other stands [5]. Duncan and Zhou investigated the 

parameters affecting the symmetric part of the U-
channel and the hat-shaped section in the multi-stand 

process. The results of their research revealed the 

transverse, the longitudinal, and the shear strains as 

significant factors [6]. By using five sets of rolling stand 

and choosing a symmetrical section, Sheu found the 

significant impact of the flower pattern, the velocity of 

rolls, the friction, and the rolls radius on the bowing 

defect. The results showed that the velocity and the 

flower pattern have the greatest effect [7]. Tehrani et al. 

used ABAQUS software and used the localized buckling 

at the edge of formed strip as a constraining factor in the 

roll forming of the symmetrical section of the U-

channel. Investigation showed that the amount of 

bending in the first forming stand should be optimized 

to prevent the localized edge buckling [8]. Shirani et al. 

investigated the effects of different on-line factors on the 

bowing defect of the pre-punched symmetrical U-shaped 

section. In this study, the stand level height, the bend 

angle of increment (flower pattern), and the distance 

between forming stands are considered as input factors, 

and the circularity of punched-holes after forming took 

as the result. Finally, the thickness of the strip is  

presented as the most effective factor on the holes 

circularity [9]. Shirani et al. also investigated the bowing 

defect of the U-section product. They investigated 

different factors like the thickness, the side length, and 

the flower pattern on the bowing defect and conducted a 

series of practical tests and verified the results with the 

ABAQUS software results. The results showed that the 

thickness and the flower pattern have the greatest effect 

on the bowing defect of the pre-punched strip [10]. 

Shirani et al. continued to investigate the effective 

factors on the torque of the forming stand. Their results 

showed that increasing the bending angle in each stand 

increased the required torque, and the torque also moves 

up with increases in the thickness [11]. Lindgren studied 

on alloy steel, especially high-strength for producing the 

symmetrical channel. The longitudinal strain of the 

formed strip edge decreased with the increase in the inter 

distance [12]. Salmani et al. predicted the bowing defect 

using regression models and artificial neural networks. 

The results of this research show that the regression 

prediction model and the artificial neural network model 

are suitable for predicting the process defects [13]. The 

simulation was performed based on METAFOR 

software code by Bui for symmetrical U-shaped 

sections. The results show that the distance of stands, the 

forming velocity, the friction between the rollers, the 
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mechanical properties of the strip, and the strip are 

effective on the longitudinal strains [14]. Lindgren et al. 

presented a full factorial-based model that the flower 

pattern was considered as an input factor. The results of 

this research show that the section web and the flower 

pattern significantly affect the length of deformation 

needed for forming at each stand. Also, the strain of the 

strip has shown a significant increase with increasing the 

strip thickness [15]. Zeng et al. investigated the U-

channel section using 3D finite element analysis by 

ABAQUS software. In this research, a statistical 

relationship for roller design is presented. In this 

research, by using four-factor models between the 

flower pattern and the spring back, the number of 

forming stands was reduced [16]. Punin et al. 

investigated the reduction of the bowing defect by 

considering the forming stand. The distance between 

forming stands, the flower pattern, and the thickness 

have the greatest effect on the bowing defect [17]. Cha 

et al. investigated the effect of strains along the forming 

direction on the final geometry of the product. In this 

research, high-strength steel was selected, and by 

creating additional pressure on the sheet along the 

thickness, the effects of the bowing defect were 

significantly reduced [18]. Wiebenga et al. studied the 

bowing defect and the spring-back on a V-shaped 

channel, and by optimizing the inter distance, product 

defects were reduced [19]. Safdarian et al. investigated 

the impact of different factors on the bowing defect and 

the strains on the roll forming process. The results 

indicated that increase in the flower pattern and the 

thickness of the strip increase the strain in the forming 

direction [20]. Shirani et al. studied on the over-bending 

defects. The results showed that this defect could be 

decreased by decreasing the flower pattern [21]. Heydari 

et al. worked on accumulative roll bonding (ARB) to 

produce especial composites. The results indicated that 

mechanical properties of samples improved with 

increasing the temperature of ARB cycles. But in 

ambient temperature, ARB cycles, the sample toughness 

and the sample elongation decreased [22]. Heydari et al. 

also worked on the asymmetric roll bonding process. 

They used ABAQUS software to model the deformation 

of samples. The results showed that increasing the strain 

at the bimetal interface leads to improvement of the 

bonding quality [23]. Sattar et al. worked on a special 

notched U-section in the cold forming production. The 

results indicated that with increasing the diameter of 

punched holes, the buckling of the section wall increases 

[24].  

The impact of the anisotropic properties on the bowing 

defect was not investigated. The costs of designing and 

manufacturing forming rollers for manufacturers of roll 

forming products show that providing accurate 

simulation models with the ability to estimate the final 

shape of the product is very important. Therefore, in this 

research, a finite element model considering the impact 

of material properties especially definition of 

anisotropic properties on the bowing defect of the 

product was investigated with 91% accuracy using a 

linear and non-linear numerical model along with 

simulation in ABAQUS software. 

2 MATERIAL AND METHODS 

The target product which is selected was a special basic 

U-section with a 45° bend angle on side walls. The 

schematic characteristics of the selected section are 

presented in “Fig. 2”.  

 

 

Fig. 2  Characteristics of the investigated U-channel 

section. 

 

The DC03 (1.0347) steel is used for this study. This type 

of steel is common and widely used in the structural and 

construction industry. The engineering stress-strain 

curve of investigated steel was obtained using the 

procedure according to ASTM E8 standard. The result 

of test for DC03 steel in two different directions is 

presented in “Fig. 3”.  

 

 
Fig. 3  The engineering stress-strain curve for 1.0347 steel 

 

To analyses, the anisotropy, half of the samples were re-

annealed to be made isotropic properties. The 

mechanical properties of the strips are presented in 

“Table 1”. 
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Table 1 Mechanical and mass density of the investigated 

material 

Elastic modulus (Mpa) 207000 

Poisson ratio 0.3 

Elastic strain limitation 0.002 

Density (Kg/m³) 7800 

Elongation (%) 45 

Yield (Mpa)  

Thk. =2 (mm) 213 

Thk. =2.5 (mm) 210 

 

“Table 2” shows the investigated affected values studied in this 

research. These values are considered with the capabilities of 

the roll forming apparatus used to perform practical tests.  

Table 2 levels of input factors for the investigated design of 

experiment 

Factor Values 

Flower pattern (angle 

increment) 
15֯ 22.5֯ 

Section web(w) 40 mm 20 mm 

Thickness (t) 2.5 mm 2 mm 

Distance between 

stands(d) 
500 mm 300 mm 

Structure condition (H) Re-Annealed Anisotropic 

 

The complete data of experiments and simulations are 

presented in “Table 3”. 

 

 

Table 3 The complete data of experiments and simulations 

Test 

No. 

Structure 

condition 

Thickness 

mm 

Width of 

section, mm 

Angle 

increment, 

degree 

Distance 

between stands, 

mm 

Simulation 

bowing defect, 

mm 

Experimental 

bowing defect, 

mm 

1 Iso 2 20 22.5 500 5.62 9.37 

2 Iso 2.5 40 22.5 500 7.23 10.04 

3 Aniso 2.5 20 15 500 25.63 12.26 

4 Aniso 2 20 15 300 7.40 7.50 

5 Aniso 2 20 15 500 1.97 5.24 

6 Iso 2.5 20 15 500 23.61 32.59 

7 Aniso 2 20 22.5 300 8.87 20.12 

8 Iso 2.5 40 15 300 24.84 22.60 

9 Iso 2.5 20 15 300 4.09 7.39 

10 Aniso 2 40 22.5 500 2.10 5.56 

11 Iso 2 40 15 300 12.42 15.67 

12 Iso 2 40 15 500 10.74 15.23 

13 Aniso 2.5 40 22.5 300 12.88 13.42 

14 Aniso 2.5 40 15 300 28.86 42.08 

15 Aniso 2.5 20 15 300 5.53 22.30 

16 Iso 2.5 40 15 500 33.14 42.65 

17 Iso 2 20 15 300 10.66 19.76 

18 Iso 2.5 20 22.5 500 13.82 16.80 

19 Iso 2 40 22.5 300 1.89 6.89 

20 Aniso 2 40 22.5 300 1.89 6.58 

21 Aniso 2 20 22.5 500 4.39 8.35 

22 Iso 2 20 22.5 300 10.90 16.32 

23 Aniso 2.5 20 22.5 500 14.72 16.68 

24 Iso 2.5 40 22.5 300 9.18 7.65 

25 Iso 2 40 22.5 500 2.13 2.65 

26 Iso 2 20 15 500 3.56 6.11 

27 Aniso 2 40 15 300 11.34 16.55 

28 Aniso 2.5 40 15 500 35.86 23.56 

29 Iso 2.5 20 22.5 300 13.25 19.20 

30 Aniso 2 40 15 500 11.46 12.03 

31 Aniso 2.5 20 22.5 300 14.62 16.65 

32 Aniso 2.5 40 22.5 500 7.29 12.68 

Aniso=Anisotropic 

Iso=Isotropic(Re-Annealed) 

 

The investigated roll forming machine includes a 45-

kilo-watt motor supplier with the ability to transmit 

power to seven forming stands. The device is equipped 

with a precise speed adjustment unit, precise sets of 

gearboxes, and set of guide rolls were also used to 

prevent the movement of the pre-formed strip in the side 

direction. Figure 4 shows the roll forming apparatus 

which are used for practical tests. 
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Fig. 4  Roll forming apparatus of the investigated machine. 

 

The forming speed process was determined to be 22 

mm/sec according to the precise control conditions of 

practical tests. Forming rolls are combined into two 

pieces. The flat disc (B) was used to perform different 

section webs, and the angled rolls (A) were used to 

perform bending angles. Figure 5 shows the assembly of 

the disc and the bending rolls. 

 

 
Fig. 5  Combination of investigated sets of rolls. 

 

National Instruments Vision Software with 12-

megapixel camera have been used to measure the defect 

of samples; In this measurement method, the difference 

between the end points position of the sample and the 

mid-position of it was measured as bowing defect 

according to “Fig. 6”.  

 

 
Fig. 6  Image processing used for measurement of the 

bowing defect. 

The gauge block was used to convert the Acquisition 

data to dimension. To reduce the measurement error in 

this method, the measurements were performed in three 

stages for the rolled samples, and the average of the 

obtained measurements was considered the bowing 

defect. 

3 PROCESS SIMULATION 

The finite element simulation modelling of the roll 

forming was performed in ABAQUS software; the 

investigated model is shown in “Fig. 7”.  

 

 
Fig. 7  Finite element model and the mesh zone detail. 

 

The model includes the sheet strip and forming rolls with 

the same dimension as the rolls used in the practical 

tests. In the examined model, the forming rolls were 

defined as an analytical rigid part, and the sheet strip was 

designed as a shell part. To measure the longitudinal 

strain, a path was created on the edge and, the bottom of 

the samples, which is called the flange path and the web 

path. The distribution of the strain along the rolling 

direction is presented in “Fig. 8”. 

 

 
Fig. 8  Longitudinal strain contour in the four-stand 

forming simulation. 

 

To obtain the optimized distribution of meshes, two 

different zones were defined for meshing, which is 
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presented in “Fig. 7”. Considering that the sheet strip is 

defined as a shell type, S4R element used for shell type 

parts with five points for integration in the direction of 

the thickness were selected [8]. To define the friction 

condition between the forming rolls and the sheet strip, 

a penalty coefficient of 0.2 was considered. The gap size 

in all forming stands was considered according to the 

thickness of the sheet strip. To model the strip for both 

non-homogeneous and homogeneous states, anisotropy 

properties were assessed using the Hill 48 equation and 

calculated R-values coefficient. Since the raw material 

is affected by the rolling production conditions, and 

according to “Fig. 3”, the mechanical properties of it 

were different in rolling and transverse directions. Hill 

introduced a yield criterion, which is given in “Eq. (1)” 

[25]. 

 

2𝑓 = 𝐹(𝜎22 − 𝜎33)2 + 𝐺(𝜎33 − 𝜎11)2 + 𝐻(𝜎11 −
𝜎22)2 + 2𝐿𝜎23

2 + 2𝑀𝜎31
2 + 2𝑁𝜎12

2              (1) 

 

In “Eq. (1)”, f is the Hill yield function, and the material 

constants are defined with F, G, H, L, M, and N. Six 

yield strain ratios 𝑟11,  𝑟22,  𝑟33, 𝑟12, 𝑟13, and 𝑟23 are 

calculated according to “Eq. (6), Eq. (7), Eq. (8), and Eq. 

(9)”. The plane strain condition eliminated the L and M 

constants from “Eq. (1)” [25]. To determine the 

coefficients, the standard test of the samples was 

performed according to ASTM E8. According to this 

standard, the measurements of the strain ratio in three 

rolling, transverse, and thickness directions were 

performed using special strain gauges; the coefficients 

were calculated according to “Eq. (2) to Eq. (9)”. The 

obtained plastic strains ratio (rxy) or Lankford 

coefficients from the specified test are shown in “Table 

4”. In “Table 4”, the number 1 is rolling direction and 2 

is transverse direction and 3 is thickness direction. 

 

𝐹 =
1

2
(

1

𝑟22
2 +

1

𝑟33
2 −

1

𝑟11
2)                                          (2) 

 

𝐺 =
1

2
(

1

𝑟33
2 +

1

𝑟11
2 −

1

𝑟22
2)                                          (3) 

 

𝐻 =
1

2
(

1

𝑟11
2 +

1

𝑟22
2 −

1

𝑟33
2)                                          (4) 

 

𝑁 =
3

2𝑟12
2                                                                (5) 

 

𝑟11 = 𝑟13 = 𝑟23 = 1                                          (6) 

 

𝑟22 = √
𝑟90(𝑟0+1)

𝑟0(𝑟90+1)
                                           (7) 

 

𝑟33 = √
𝑟90(𝑟0+1)

(𝑟90+𝑟0)
                                           (8) 

 

𝑟12 = √
3𝑟90(𝑟0+1)

(2𝑟45+1)(𝑟90+𝑟0)
                                          (9) 

 
Table 3 Calculated R-values of the investigated material 

Test No. 22r 33r 12r 

1 1.026 1.293 5.112 

2 1.018 1.25 5.23 

3 1.015 1.307 5.025 

23, r13, r11r 1 

4 RESULTS 

Investigation of different input factors on the bowing 

defects was done using design expert software. The 

analytical model was obtained from the full-factorial 

design of experiment. Examination and analysis of the 

simulation results and experiments illustrated the 

robustness of the analysis and results. “Table 5” shows 

the complete data of variance analysis of the investigated 

model.  

 
Table 4 Variance analysis of complete data for modified two-

factor model 

Factor 
Sum of 

squares 
DOF 

Mean 

square 

F-

value 
P-value 

Model 2359.2 11 214.5 13.8 < 0.0001 

A-

Structure 

condition 

1.86 1 1.86 0.12 0.7327 

B- 

Thickness 
873.66 1 873.7 56.3 < 0.0001 

C- 

Section 

web 

62.16 1 62.16 4.01 0.059 

D-Flower 

pattern 
452.31 1 452.3 29.2 < 0.0001 

E-

Distance 

between 

stands 

18.98 1 18.98 1.22 0.2818 

AB 19.08 1 19.08 1.23 0.2805 

BC 58.94 1 58.94 3.8 0.0654 

BD 100.78 1 100.8 6.5 0.0191 

BE 159.47 1 159.5 10.3 0.0044 

CD 510.48 1 510.5 32.9 < 0.0001 

DE 101.49 1 101.5 6.54 0.0188 

Residual 310.21 20 15.51 - - 

Cor total 2669.4 31 - - - 
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Based on this analysis, if the F-value of variance analysis 

is large and the root-mean-square is close enough to 1, 

the model’s accuracy can be assured. Considering the F-

value and R-square of linear, two-factor, and three-

factor fitted models are presented in “Fig. 9”, according 

to F-value of 13.83 and R-square of 0.91, the modified 

two-factor model is accurate enough for prediction of 

bowing defect. If P<0.05 for the factors examined in this 

model, it indicates the effect of that factor on the bowing 

defect [24]. Figure 9 shows the comparison between F-

value and R-square in different states, including linear, 

two-factor, and three-factor models. Figure 10 illustrates 

the actual vs. predicted values of the analytical bowing 

defect model. The density of the data around the central 

line, and the obtained R-square, proves the correctness 

of the modified two-factor model. 

 

 
Fig. 9 R-square and F-value for investigated models. 

 

 
Fig. 10 Comparing actual and model predictions of the 

bowing defect. 
 

According to the results of the model, it can be seen that 

the bowing defect is increased with increases in the 

thickness. According to “Eq. (10)”, increasing the 

thickness reduces the length of the deformation when the 

strips enter the forming stand, and according to “Eq. 

(11)”, it increases the longitudinal strain [26]. 
 

𝐿 = √
8𝑎3𝜃

3𝑡
                                         (10) 

 

𝜀 = √1 + 2 (
𝑎

𝐿
)

2

(1 − 𝑐𝑜𝑠 𝜃) − 1            (11) 

 

All the parameters used in “Eq. (10) and Eq. (11)” are 

shown in “Fig. 11”. Considering the fix value for the 

angle at each stand (θ) and the wall length of section (a), 

the length for the roll forming process at each stand (L) 

is decreased with increasing the thickness.  
 

 

Fig. 11 Significant parameters of forming process. 

The effect of the thickness on the bowing defect both in 

the experimental and the simulation is presented in “Fig. 

12”. As it is shown in “Fig. 12” with increasing the 

thickness the bowing defect is increased. 

 

 
Fig. 12  Effect of the thickness on the bowing defect in 

experiment and simulation. 

 

 
Fig. 13  Effect of section web on the bowing defect in 

experiment and simulation. 
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The effect of the section web on the bowing defect is 

presented in “Fig. 13”. Accordingly, expanding the 

section web increases the bowing defect. Increasing the 

section web reduces the bending resistance during 

bending, and then increases the bowing defect of the 

product. In addition, with considering to “Eq. (10)”, 

expanding the wall length of section (a) increases the 

strip length that enter the stands [27]. The effect of the 

stand longitudinal distance on the bowing defect is 

shown in “Fig. 14”. As it is shown, with increasing the 

stand longitudinal distance, the bowing defect of the 

sample is decreased. Also, according to “Fig. 15”, with 

decreasing the flower pattern, the bowing defect can be 

decreased. It can be resulted that reducing the flower 

pattern minimizes the strains difference between the 

section wall and the section web, so the bowing defect is 

reduced [26]. 

 

 
Fig. 14  Effect of the stand longitudinal distance on the 

bowing defect in experiment and simulation. 

 

 
Fig. 15  Effect of the angle incrementation on the bowing 

defect in experiment and simulation. 

 

As shown in “Fig. 14 and Fig. 15”, the bowing defect 

was decreased with reducing the flower pattern 

increment. Also, with reduction of the section web 

dimension, the bowing defect decreases more. 

According to “Fig. 16”, both the results of experiments 

and the results of simulations show the insignificant 

impact of the structure condition on the bowing defect, 

but anisotropic or isotropic properties have a significant 

impact on the consequences of finite elements results, 

and the accuracy of the model has increased from 84% 

to 91%. 

 

 
Fig. 16  Effect of structure on the bowing defect. 

 

This result proves that the coefficient of anisotropic 

properties should be considered in definition of strip 

material properties for the simulation model. The 

comparison of the simulation results vs. practical tests is 

presented in “Fig. 17”. 

 

 

 
Fig. 17  Simulation vs. experimental values of bowing 

defect: (a): with anisotropy consideration, and (b): Without 

anisotropy consideration. 

 

The analytical models, based on both experimental 

results and the simulation data, were presented in “Fig. 

9”. Also, the modified two-level of influential factors are 

analyzed. By checking the R-square value obtained from 

the analytical model (91%), the accuracy of the model 

could be confirmed. P-value, which was mentioned 
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before, shows the impact of the investigated factor on 

the bowing defect. The low value of this coefficient 

expresses the intensity of the parameter on the bowing 

defect. Equation (12) shows the analytical model where 

A is the structure condition, B is the thickness, C is the 

width of the section, D is the flower pattern, and E is the 

distance between stands. 

 
𝐵𝑜𝑤𝑖𝑛𝑔 = 11.93 + 0.24𝐴 + 5.23𝐵 + 1.39𝐶 − 3.76𝐷 +
0.77𝐸 + 0.77𝐴𝐵 + 1.36𝐵𝐶 + 1.77𝐵𝐷 + 2.23𝐵𝐸 −
3.99𝐶𝐷 − 1.78𝐷𝐸                                              (12) 

 

The accuracy of the modified two-factor analytical 

model values is presented in “Table 6”. The coefficient 

of variation is calculated from “Eq. (13)” [27]. In “Eq. 

(13)”, Sdev is standard deviation and M is the mean 

values, which are calculated from the selected model 

according to “Table 6”. 

𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛(%) =
𝑆𝑑𝑒𝑣

𝑀
× 100             (13) 

 

Table 5 Accuracy of the selected analytical model on the 

bowing defect 

Model 

2R 
Standard 

deviation 
Mean 

C.V. 

% adjusted 

Modified 

Two 

factors 

0.91 3.94 11.93 33 

 

Figure 18 shows the Pareto chart of the investigated 

factors on the bowing defect. The strip thickness has the 

most remarkable effect and anisotropy properties has the 

most minor impact on the bowing defect. Also, the 

flower pattern effect on the bowing defect is significant.  

 

 
Fig. 18  The impact severity of the investigated parameters 

on the bowing defect. 

5 CONCLUSION  

The results of the current research show the effects of 

the parameters listed in “Table 2” on the bowing defect 

as follows: 

 The thickness of the strip is the most influential 

factor in the bowing defect of symmetrical U-

shaped channels. The bowing defect is directly 

related to sheet thickness. In other words, with the 

constant value of the flower pattern and the section 

web, increasing the thickness reduces the required 

strip length at each stand of the forming process, 

followed by an increase in bowing defect. 

 The flower pattern influences the bowing defect as 

a second influential factor. Reducing the angle 

increment change in each stand reduces the bowing 

defect. It should be noted that the reduction of angle 

increment in each stand means an increase in the 

number of forming stands, which can lead to an 

increase in the cost of making rollers to create more 

stands, which makes choosing the optimal value for 

the flower pattern very essential. The optimal value 

is considered 15-degree incrementation. 

 The section web is another significant parameter in 

the bowing defect of symmetrical U-shaped 

channels. By reducing the cross-section web, the 

difference in generated strain between the section 

wall and the web area is reduced, and reduces the 

bowing defect. The distance between stands does 

not have significant impact on the bowing defect of 

symmetrical U-shaped channels.  

 Plastic anisotropy has a significant impact on the 

results of finite element simulation, and the 

accuracy of the simulation has increased from 84% 

to 91%. 

 The analytical models, based on both experimental 

results and the simulation data, showed that the 

modified two-level model has the reasonable R-

square value (91%) and the accuracy of the model 

could be confirmed. 

REFERENCES 

[1]Halmos, G. T., Roll Forming Handbook, 2005. DOI: 
10.1201/9781420030693. 

[2]Shirani Bidabadi, B., Moslemi Naeini, H., Azizi Tafti, R., 
and Barghikar, H., Experimental Study of Bowing Defects 
in Pre-Notched Channel Section Products in The Cold Roll 
Forming Processint, J. Adv. Manuf. Technol., Vol. 87, No. 
1–4, 2016, pp. 997–1011, DOI: 10.1007/s00170-016-
8547-y. 

[3]Ona, H., Experiments into the Cold Roll Forming of 
Straight Asymmetrical Channels, J. Mech. Work. 
Technol., Vol. 8, No. 83, 1983, pp. 273–291. 

[4]Bhattacharyya, D., Smith, P. D., Thadakamalla, S. K., and 
Collins, I. F., The Prediction of Roll Load in Cold Roll-
Forming, J. Mech. Work. Technol., Vol. 14, No. 3, 1987, 
pp. 363–379, DOI: 10.1016/0378-3804(87)90019-2. 

[5]Bhattacharyya, D., Smith, P. D., The Development of 
Longitudinal Strain in Cold Roll Forming and Its Influence 



Int.  J.   Advanced Design and Manufacturing Technology             70 

  
on Product Straightness, leAdv. Technol. Plast., Vol. 1, 
1984, pp. 422–427. 

[6]Panton, S., Duncan, J., and Zhu, S., Longitudinal and Shear 
Strain Development in Cold Roll Forming, J. Mater. 
Process. Technol., Vol. 60, 1996, pp. 219–224, DOI: 
10.1016/0924-0136(96)02333-3. 

[7]Sheu, J. J., Simulation and Optimization of The Cold Roll-
Forming Process AIP Conf. Proc., Vol. 1, 2004, pp. 452–
457, DOI: 10.1063/1.1766566. 

[8]Tehrani, M. S., Hartley, P., Naeini, H. M., and 
Khademizadeh, H., Localised Edge Buckling in Cold Roll-
Forming of Symmetric Channel Section Thin-Walled 
Struct., Vol. 44, No. 2, 2006, pp. 184–196, DOI: 
10.1016/j.tws.2006.01.008. 

[9]Shirani Bidabadi, B., Moslemi Naeini, H., Azizi Tafti, R., 
and Mazdak, S., Experimental Investigation of The Ovality 
of Holes on Pre-Notched Channel Products in The Cold 
Roll Forming Process, J. Mater. Process. Technol., Vol. 
225, 2015, pp. 213–220, DOI: 
10.1016/j.jmatprotec.2015.06.008. 

[10] Shirani Bidabadi, B., Moslemi Naeini, H., Salmani 
Tehrani, M., and Barghikar, H., Experimental and 
Numerical Study of Bowing Defects in Cold Roll-Formed, 
U-Channel Sections, J. Constr. Steel Res., Vol. 118, 2016, 
pp. 243–253, DOI: 10.1016/j.jcsr.2015.11.007. 

[11] Shirani Bidabadi, B., Moslemi Naeini, H., Azizi 
Tafti, R., and Tajik, Y., Optimization of Required Torque 
and Energy Consumption in The Roll Forming Process, 
Int. J. Interact. Des. Manuf., Vol. 13, No. 3, 2019, pp. 
1029–1048, DOI: 10.1007/s12008-019-00564-9. 

[12] Lindgren, M., Cold Roll Forming of a U-Channel 
Made of High Strength Steel, J. Mater. Process. Technol., 
Vol. 186, No. 1–3, 2007, pp. 77–81, DOI: 
10.1016/j.jmatprotec.2006.12.017. 

[13] Poursina, M., Salmani Tehrani, M., and Poursina, 
D., Application of BPANN and Regression for Prediction 
of Bowing Defect in Roll-Forming of Symmetric Channel 
Section, Int. J. Mater. Form., Vol. 1, No. 1, 2008, pp. 17–
20, DOI: 10.1007/s12289-008-0057-5. 

[14] Bui, Q. V., Ponthot, J. P., Numerical Simulation of 
Cold Roll-Forming Processes, J. Mater. Process. Technol., 
Vol. 202, No. 1–3, 2008, pp. 275–282, DOI: 
10.1016/j.jmatprotec.2007.08.073. 

[15] Lindgren, M., An Improved Model for The 
Longitudinal Peak Strain in The Flange of a Roll Formed 
U-Channel Developed by FE-Analyses Steel Res. Int., 
Vol. 78, No. 1, 2007, pp. 82–87, DOI: 
10.1002/srin.200705863. 

[16] Wei Zhang, H., Zhong Liu, L.,  Hu, P., and Hua Liu, 
X., Numerical Simulation and Experimental Investigation 
of Springback in U-Channel Forming of Tailor Rolled 
Blank, J. Iron Steel Res. Int., Vol. 19, No. 9, 2012, pp. 8–
12, DOI: 10.1016/S1006-706X(13)60002-3. 

[17] Punin, V. I., Kokhan, L. S., and Morozov, Y. A., 
Reduction of the Length of Strip Rolled on Roll-Forming 
Machines Metallurgist, Vol. 56, No. 11–12, 2013, pp. 938–
940, DOI: 10.1007/s11015-013-9678-0. 

[18] Gi Cha, W., Kim, N., Study on Twisting and Bowing 
of Roll Formed Products Made of High Strength Steel, Int. 
J. Precis. Eng. Manuf., Vol. 14, No. 9, 2013, pp. 1527–
1533, DOI: 10.1007/s12541-013-0206-8. 

[19] Wiebenga, J. H., Weiss, M., Rolfe, B., and Van Den 
Boogaard, A. H., Product Defect Compensation by Robust 
Optimization of a Cold Roll Forming Process, J. Mater. 
Process. Technol., Vol. 213, No. 6, 2013, pp. 978–986, 
DOI: 10.1016/j.jmatprotec.2013.01.006. 

[20] Safdarian, R., Moslemi Naeini, H.,The Effects of 
Forming Parameters on The Cold Roll Forming of Channel 
Section Thin-Walled Struct., Vol. 92, 2015, pp. 130–136, 
DOI: 10.1016/j.tws.2015.03.002. 

[21] Shirani Bidabadi, B., Moslemi Naeini, H., Safdarian, 
R., and Barghikar, H., Investigation of Over-Bending 
Defect in The Cold Roll Forming of U-Channel Section 
Using Experimental and Numerical Methods, Proc. Inst. 
Mech. Eng. Part B J. Eng. Manuf., Vol. 236, No. 10, 2022, 
pp. 1380–1392, DOI: 10.1177/09544054221076628. 

[22] Heydari Vini, M., Farhadipour, P., Fabrication of 
AA1060/Al2O3 Composites by Warm Accumulative Roll 
Bonding Process and Investigation of its Mechanical 
Properties and Microstructural Evolution ADMT J., Vol. 
10, No. 4, 2017, pp. 91–98, [Online] Available: 
https://admt.majlesi.iau.ir/article_537192.html. 

[23] Heydari, V. M., Saeed, D., Bonding Evolution of 
Bimetallic Al/Cu Laminates Fabricated by Asymmetric 
Roll Bonding, Adv. Mater. Res., Vol. 8, No. 1, 2019, pp. 
1–10, DOI: 10.12989/AMR.2019.8.1.001. 

[24] Sattar, S., Mazdak, S., and Sharifi, E., Numerical 
Analysis of Circular Pre-notched U-Channel Section 
Distortions in Cold Roll-Forming ProcessADMT J., Vol. 
10, No. 2, 2017, pp. 121–131, [Online] Available: 
https://admt.majlesi.iau.ir/article_535020.html. 

[25] Hill, R., Orowan, E., A Theory of the Yielding and 
Plastic Flow of Anisotropic Metals, Proc. R. Soc. London. 
Ser. A. Math. Phys. Sci., Vol. 193, No. 1033, 1948, pp. 
281–297, DOI: 10.1098/rspa.1948.0045. 

[26] Han, Z. W., Liu, C., Lu, W. P., and Ren, L. Q., 
Simulation of a Multi-Stand Roll-Forming Process for 
Thick Channel Section, J. Mater. Process. Technol., Vol. 
127, No. 3, 2002, pp. 382–387, DOI: 10.1016/S0924-
0136(02)00411-9. 

[27] Mander, S. J., Panton, S. M., Dykes, R. J., and 
Bhattacharyya, D., Chapter 12 Roll Forming of Sheet 
Materials, in Composite Sheet Forming, Vol. 11, D. B. T. 
C. M. S. Bhattacharyya, Ed. Elsevier, 1997, pp. 473–515, 
DOI: https://doi.org/10.1016/S0927-0108(97)80014-8.

 



Int.  J.   Advanced Design and Manufacturing Technology, 2022, Vol. 15, No. 4, pp. 71-83 

DOI: 10.30486/admt.2023.1960198.1354                          ISSN: 2252-0406                                           https://admt.isfahan.iau.ir 

Research paper  

COPYRIGHTS 

© 2022 by the authors. Licensee Islamic Azad University Isfahan Branch. This article is an open access article distributed under the 

terms and conditions of the Creative Commons Attribution 4.0 International (CC BY 4.0) 

(https://creativecommons.org/licenses/by/4.0/) 

  

Experimental Investigation and 

Modeling of Bubble Departure 

Frequency for Nucleate Pool Boiling 

Heat Transfer of Pure Liquids on 

Flat Heater 
Samane Hamzekhani, Farhad Shahraki*, Davood Mohebbi-

kalhori 
Department of Chemical Engineering, 

University of Sistan and Baluchestan, P.O. Box 98164-161, Zahedan, Iran 

E-mail: s.hamzehkhani@pgs.usb.ac.ir, fshahraki@eng.usb.ac.ir, 

davoodmk@eng.usb.ac.ir 

*Corresponding author 

Mohammad Reza Fardinpour  
Department of Chemical Engineering, 

Mahshahr Branch, Islamic Azad University, Mahshahr, Iran  

E-mail: Fardinpour.mohamad@gmail.com  

Received: 2 June 2022, Revised: 31 August 2022, Accepted: 17 September 2022 

Abstract: In the present study, the response surface methodology is used to predict the bubble 
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departure frequency on the heat transfer of boiling pool of pure liquids were investigated by 

response surface methodology. The results showed that the output of the Response surface 

methodology had a good overlap with the data of bubbles departure frequency of pure liquids. 

Also, the results for the bubble departure frequency show a good overlap between the models 
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1 INTRODUCTION 

Evaporation at the solid-liquid phase interface is called 

boiling. The use of boiling phenomenon has been a topic 

that has been considered by researchers in this field for 

many years to increase the heat transfer coefficient and 

several studies have been conducted by researchers [1-

10]. This process is one of the most widely used 

processes used in the industries such as oil, 

petrochemical, internal combustion engines and 

refrigerators due to its high heat transfer coefficient.  

Bubble dynamics play a key role in the development of 

any analytical model for predicting heat transfer 

coefficient of pool boiling. Bubble dynamic parameters 

such as bubble departure frequency, bubble departure 

diameter and nucleation site density as well as the 

behavior of bubbles in the growth cycle and their 

departure from the surface are the basic mechanisms in 

modeling the boiling heat transfer process. One of the 

key and influential parameters on bubble dynamics is the 

frequency of bubble departure from the surface. The 

relations between 𝑓 and 
bD  for an isolated bubble 

region in nucleate boiling are reported by Peebles and 

Garber [11], Cole [12] and others. 

They [11] proposed the relation as: 

 
0.25

2
* 1.8* *G

b

G W L

t g
f D

t t

 



   
    

   

            (1) 

 

Assuming the hydrodynamic region and the balance 

between drag and buoyancy forces, Cole [12] has 

proposed the following Equation. 
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McFadden et al. [13] proposed the following Equation 

through dimensional analysis and available data. 
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Zuber [14] has presented the following Equation by 

examining the available relationships and experimental 

data and according to the observations of Jacob et al.  
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Many correlations have been developed for the 

prediction of the bubble departure frequency for the 

nucleate pool boiling condition for different 

applications; the most important ones are summarized in 

“Table 1”. 

In this study, experiments related to the vapor bubble 

departure frequency on the flat surface for pool boiling 

of water, ethanol and methanol have been performed. 

Predicting bubble frequency from the proposed valid 

models requires calculation of parameters such as 

bubble diameter, bubble growth time and waiting time, 

which have their own complexities and limitations. The 

novelty of this paper is the use of response surface 

methodology to predict the bubble departure frequency 

based on heat flux and physical properties and the results 

of experiments performed in this study and data from the 

proposed models. 

 
Table 1 Correlations suggested for the prediction of bubble 

departure frequency 
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2 LABORATORY MACHINE AND TEST METHOD 

2 .1. Heating Surface  

Boiling tests were performed on flat surfaces made of 

stainless steel with a diameter of 20 mm and a length of 

150 mm with a roughness of 0.09 μm by surface 

roughness tester model TR100/110. 

2.2. Laboratory Machine 

Figure 1 demonstrates the experimental setup of pool 

boiling used in this study with all the specifications. The 

main components of the device include: experiment 

container, main heater, auxiliary heater, power supply, 
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and condenser and measuring equipment (temperature, 

pressure, ampere (current) and voltage). 

 

 

Fig. 1 Scheme of pool boiling laboratory machine. 

 

The test container is made of stainless steel 304, a cubic 

shape with inner dimensions of 20 cm * 15 cm * 20 cm. 

To observe the boiling process, a window with 

dimensions of 6 * 6/5 cm is embedded in the body of the 

container. All connections of the test container and 

windows have been leaked. The main stainless-steel 

heater is cylindrical and has 6 holes with a diameter of 1 

mm to measure surface temperature. Type k 

thermocouples (with accuracy ±0.1k) were used to 

measure the surface temperature. To apply heat power to 

the heat transfer surface, a heater cartridge with 1cm 

diameter and 10cm length with power of 650 w is placed 

in the centre of the main heater. Cylindrical PTFE 

insulation with internal diameter of 20 mm and external 

diameter of 70 mm was utilized to prevent wasting heat. 

Two Viton O-Rings with diameter of 20 and 65 mm with 

a temperature of 300 ° C were used to leak the space 

between the test and the insulation container as well as 

the heater and insulation surface. To measure the liquid 

bulk temperature, two PT100 thermocouples are 

installed at two different locations and also to ensure the 

boiling fluid temperature, a thermocouple is installed on 

the upper part of the container (vapour phase). A 

condenser consisting of a spiral tube made of copper was 

used to condense the vapours. A barometer and a safety 

valve are installed to control the pressure in the body of 

the container. To adjust the voltage and reach the 

considered power at each stage of the experiment, a 

power supply of 300 watts made in Emersun was used. 

For imaging, a camera with a quality of 1200 frames per 

second with a shutter speed of 60 frames per second via 

a high magnification power is employed to calculate the 

bubble dynamic. 

2.3. Experimental Method 
Before each experiment, the test container is washed, 

dried, and leaked. Experiments were performed using 

deionized water under saturated conditions at 98 kPa. 

Experiments were repeated in two steps to make sure 

that precise outcomes have been obtained. After loading 

the tank with the experiment fluid, the auxiliary heater 

inside the chamber is switched on to bring the set to the 

saturation mode and after reaching the corresponding 

temperature, the main heater enters the circuit. Also, if 

needed to maintain fluid saturation, the auxiliary heater 

remains in the circuit especially at low fluxes (the input 

voltage to the auxiliary heater can be controlled). In this 

study, the criterion for maintaining saturation conditions 

is to compare the bulk temperature with the fluid 

saturation temperature at the experiment pressure. After 

reaching the saturated fluid condition, first the voltage 

of the power supply of heater is set to the highest voltage 

considered and after obtaining stable conditions, the 

relevant data is recorded. In this study, after reaching the 

stainless-steel cylinder temperature changes of 0.1 ° C 

and stability of these conditions for 3 minutes, the 

relevant data were recorded. To reach the next points of 

experiment, the heater voltage is reduced by step of 10 

volts. This reduction has continued until the end of the 

bubble removal process. All the above steps for ethanol 

and methanol have been repeated after performing the 

tests for pure water, and all data were recorded and 

analysed. 

3 CALCULATIONS AND ACCURACY  

3.1. Calculation 

Heat transfer coefficient of pool boiling can be 

calculated based on Newton's cooling Equation 

(Equation (11)). 
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In Equation (11), Tw is the surface temperature, Tb is 

the mass temperature and q is the heat flux applied to the 

liquid from the heater surface that from Equation (12) 

(assumption of linearity of distribution of temperature) 

and Equation (13) (Joule’s the first law) can be 

calculated. 
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In Equations (12) and (13), Z is the axial direction, I is 

the current intensity, V is the voltage and R is the radius 

of the heat transfer surface. According to the insulation 

around the heater by PTFE, it is assumed that the 

supposition of governing one-dimensional conductivity 

heat transfer mechanism in central direction is 

acceptable for this research. The analogy between the 

heat flux calculated from Equation (12) and (13) based 

on “Fig. 2” confirms this hypothesis and the absence of 

heat loss in radial direction.  

 

 
Fig. 2 Heat flux dissipation analysis. 

 

 

 
Fig. 3 How to create a thermocouple hole in the body of 

the main heater. 

 

As it is shown in “Fig. 2”, this difference is less than 

4.5%. Two k-type thermocouples were installed at r = 

+0.5, r = -0.5 to measure the temperature distribution and 

ensure radial heat transfer. The results showed that the 

temperature at these two points is the same at each heat 

flux. Therefore, radial heat transfer can be neglected 

[19]. However, in this study, the heat loss rate has been 

considered for heat flux calculations. Also, based on the 

temperatures measured by the thermocouples, different 

graphs were obtained at each heat flux with high 

accuracy (R = 0.99) (“Fig. 3”). The diagrams confirm 

linearity of distributing temperature in central direction 

(z). Therefore, for calculating Tw, Equation (15) can be 

used [20]. 

 

T Z                                                                        (14) 

 
Since at 0, Wz T T   

Thus, we have: 

 

WT                                                                                           (15) 

 

3.2. Accuracy 
In this research, the following cases are considered in the 

design of the device and the experiment method to 

prevent error in the measurement of the parameters. 

1- Using silicon paste with high thermal conductivity in 

the hole related to the thermocouples as well as between 

the main heater and the cartridge heater supplying heat 

power to remove the air layer and contact resistance 

2-The flat end of the holes related the thermocouples in 

the main heater body using a lathe to remove the spatial 

layer (“Fig. 4”). 

 

 
Fig. 4 Heater temperature changes in axial direction for 

211 kW/m2 heat flux and extraction of linear temperature 

relationship to determine surface temperature (for 211 

KW/m2 thermal fluid Tw = a = 109.89 in Equation 14). 

 

3- Before each test step to remove air bubbles, the fluid 

heating process is performed at a point close to the 

saturation temperature. 

4- The area around the test vessel is also completely 

insulated by fiberglass so that the temperature of the 

boiling fluid does not drop rapidly from saturation. 
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5- PTFE Teflon thermal insulation has been used to 

prevent heat loss of the original heater. 

6- In this survey, Equation (16) is used to calculate the 

error of the calculated parameters. 
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Where, P is the parameter considered, a is the measured 

parameter and U is the error related to the measured 

parameter. In this study, the maximum error measured 

for heat flux and heat transfer coefficient is 3.5% and 

4.2%, respectively. “Table 2” shows the error values of 

the equipment used. 
 

Table2 Error of calculated parameters and 

used equipment. 

Uncertainty Instrument Parameter 

0.127% Coliseum Dimension 

0.1K K-Tp Temperature 

1% 
Keithley digital multi-

meter 
Ampere 

0.1V 
Keithley digital multi-

meter 
Voltage 

0.1K Pt100 
Bulk 

temperature 

0. 2538%  
Heat transfer 

surface area 

1.43-1.01%  Heat flux 

2.34-1.49%  
Heat transfer 

coefficient 

4 RESULTS AND DISCUSSIONS  

4.1. Validation of the Experimental Setup 

In order to evaluate the accuracy of the laboratory 

device, the pure water data with the valid models 

provided by the researchers were evaluated. The results 

along with the heat transfer coefficient calculated from 

Gorenflo’s [21], Alavi Fazel’s [22], Stephan-

Abdolsalam’ s [16] and Rohsenow’ s [23] have been 

shown in “Fig. 5”. 

Figure 5 shows a good overlap between the experimental 

data and the predicted values of the Equations with a 

mean absolute error of about 11% for Gorenflo’s 

correlation 13% for Alavi Fazel’s correlation, 2% for 

Stephan-abdelsalam’s correlation and 9% for 

Rohsenow’s correlation. 

 
 

 
Fig. 5 Pool boiling setup validation. (Values of heat transfer 

coefficient with changes in heat flux). 

5 BUBBLE DYNAMIC 

After performing experiments and recording data and 

images related to the behavior of vapor bubbles in 

different heat fluxes for water, ethanol and methanol, the 

image data were analyzed by Edius software. At each 

heat flux, three 3-minute films have been recorded in 

stable conditions. The vapor bubble departure frequency 

is calculated for 10 to 30 nucleation sited and the average 

values obtained have been recorded as the bubble 

departure frequency for the test fluid at the 

corresponding heat flux. Figure 6 shows the bubble 

frequency changes for water, ethanol, and methanol with 

heat flux. As shown in “Fig. 6”, the frequency of vapor 

bubbles has increased with increasing heat flux. 

Reducing the waiting time of bubbles and increasing the 

growth rate of vapor bubbles and reducing the growth 

time of bubbles by increasing the heat flux are the causes 

of this phenomenon (Equation (17)). 
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Where, tw and tG are waiting time and growth time, 

respectively.  
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Fig. 6 Bubble departure frequency water, ethanol and 

methanol at various heat fluxes. 

 

In studies conducted by [12-16], [18], the proposed 

relationships for bubble frequency include the diameter 

of the vapor bubbles. In most of the proposed Equations, 

the bubble frequency calculation Equation has been 

proposed as the product of the bubble diameter 

multiplied by the bubble frequency with a certain power. 

These results show a close and inverse correlation 

between these two parameters. In this research, the 

Zuber Equation has been used to calculate the bubble 

diameter Zuber [14]. Figure 7 shows the bubble diameter 

changes with increasing heat flux for water, ethanol and 

methanol.  
 

 
Fig. 7 Bubble departure diameter of water, ethanol and 

methanol at various heat fluxes. 

According to Figure 7, the diameter of the vapor bubbles 

decreases for all three fluids tested with increasing heat 

flux. Also, water has the highest and ethanol the lowest 

bubble diameters. In confirmation of this result and the 

inverse relationship between diameter and frequency of 

vapor bubbles as shown in “Fig. 6”, water has the highest 

and ethanol the lowest values of the bubble frequency. 

Figure 8 clearly shows this relationship. 
 

 
Fig. 8 Measured bubble departure frequency of (water, 

ethanol and methanol) compared with Bubble departure 

diameter model Zuber [14]. 

 

Figure 9 shows the changes in heat transfer coefficient 

with heat flux for water, ethanol and methanol.  

 

 
Fig. 9 Heat transfer coefficient of water, ethanol and 

methanol at various heat fluxes. 
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The results show that the highest heat transfer coefficient 

is associated with water and the lowest has been 

obtained for ethanol. From the perspective of vapor 

bubble dynamics and based on “Figs. (6-9)”, ethanol 

with the highest bubble frequency and lowest bubble 

diameter values has had the lowest heat transfer 

coefficient and, water with the highest bubble diameter 

values and the lowest bubble frequency values has the 

highest heat transfer coefficient. Based on this, it can be 

concluded that the effect of bubble diameter over the 

bubble frequency on the heat transfer coefficient is 

dominant. Figures (10-12) shows a comparison between 

the laboratory data and the proposed relationships for the 

bubble frequency. In this study, the Zuber Equation has 

been used to calculate the bubble diameter. 

 

 
Fig. 10 Comparison of experimental data of water bubble 

departure frequency with experimental relationships. 

 

 
Fig. 11 Comparison of experimental data of ethanol bubble 

departure frequency with experimental relationships. 

 
Fig. 12 Comparison of experimental data of methanol 

bubble departure frequency with experimental relationships. 

 

“Table 3” shows the mean error between the 

experimental data and the presented relationships. 

 
Table 3 The mean error between the experimental data and 

the presented relationships 

Averag

e 

percent

age 

error 

 

Jakob 

2006 

[18] 

Kutate

ladze 

1979 

[24] 

Cole 

196

7 

[12] 

Zub

er 

1963 

[14] 

Ivey 

1967 

[15] 

Step

han 

1980 

[16] 

Water 28.8 70.8 50.1 19.5 27.2 15.2 

Ethanol 28.2 88.4 52.2 24.4 31.5 28.9 

Methan

ol 
30.1 77.4 55.4 26.1 34.3 30.7 

 

As shown in Table 3, there is a good overlap between 

the experimental data and the relationships presented. 

Peebles, Mikic and Rohsenow, models have not been 

studied due to the need for growth time, waiting time and 

lack of access to this data of Peebles and Garber [11], 

Mikic and Rohsenow [23]. 

6 EXPERIMENTAL DESIGNS 

5.1. Response Surface Methodology 

In Response Surface Methodology (RSM), a model with 

the form of “Eq. (18)” is fitted to experimental data and, 

by optimization methods, the best coefficients for the 

model are calculated. 
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Where, K is the number of factors, ix  are linear terms 

(input variables), 
2

ix are quadratic terms, and 
ji xx are 

interaction terms, Y is the corresponding response 

(experimental data).  

0 ,
i , 

ij  and 
ii  are the coefficients of the model. 

The adequacy of the model and significance of the 

coefficients should be analyzed by statistical methods.  

An analysis of variance (ANOVA), F-value, P-value of 

the model, R2-adjusted and R2 statistic was performed to 

evaluate significant differences between factors and to 

validate the model and check the adequacy of the 

developed model [25-26]. Central composite design 

(CCD) is one of the most popular RSM techniques. In 

the present study, the experiments were designed by the 

CCD technique. This technique was used to investigate 

the effect five parameters of pool boiling system for 

bubble departure frequency as the response. Vapor-

liquid density difference, vapor-liquid viscosity, surface 

tension, thermal conductivity, heat flux were chosen as 

the parameters and bubble departure frequency was 

chosen as the response. 

7 RESULT AND DISCUSSIONS 

In this study, three pool boiling systems for modeling 

and optimization of bubble departure frequency were 

considered. The effects of five main parameters on the 

bubble departure frequency were performed based on 

the Central Composite Design (CCD). Low and high 

values of the pool boiling systems designed variables, 

which are used for experimental design, can be seen in 

“Table 4”. Data obtained from simulations were 

investigated for the response of three systems, using the 

models named linear, two-factor interaction (2FI), 

quadratic and cubic. 
 

Table 4 Low and high values of the pool boiling systems 

designed variables 

Material Factor Unit Coded factor level 

Water   -1 1 

 q W/m2 110862 5335.32 

 k W/m.s 0.6710 0.6697 

 pl-pv Kg/m3 958.85 954.83 

 𝝁l-𝝁v Pa.s 12.765 11.0419 

 ẟ N/m 0.0580 0.0566 

Methanol     

 q W/m2 5335.3 110862 

 k W/m.s 0.1861 0.18769 

 pl-pv Kg/m3 737.21 743.864 

 𝝁l-𝝁v Pa.s 33.362 37.8457 

 ẟ N/m 0.0176 0.01845 

Ethanol     

 q W/m2 5335.3 110862 

 k W/m.s 0.1548 0.1569 

 pl-pv Kg/m3 723.30 730.062 

 𝝁l-𝝁v Pa.s 33.362 37.8457 

 ẟ N/m 0.0164 0.01703 

 

“Table 5” shows the results for each of the process 

conditions suggested by the RSM design for pool boiling 

system. Furthermore, considering the values of standard 

deviation, higher R2, adjusted R2 and predicted R2 of the 

two-factor interaction (2FI), model was found for bubble 

departure frequency. The model summary statistics and 

the results of ANOVA analysis for selecting the model 

of bubble departure frequency for three systems are 

shown in “Table 6”. “Table 7” gives an insight into the 

linear, interaction and quadratic effects of the factors for 

the responses investigated. According to the 

experimental results for water, methanol and ethanol 

pool boiling system which are reported in “Table 4”, and 

Equation 18, the response surface models with actual 

variables have been written responses as: 

 

 

Table 5 RSM results for three pool boiling system 

Material Run q k pl-pv 𝝁l-𝝁v ẟ f 

Water  W/m2 W/m.s Kg/m3 Pa.s N/m 1/S 

 1 5335.32 0.66978832 958.8 12.7 0.05808 15.324 

 2 9837.59 0.66997 958.2 12.5 0.05789 20.2332 

 3 14508.9 0.67011 957.8 12.3 0.0577 25.158 

 4 21229.7 0.67025 957.4 12.1 0.0575 35.21 

 5 28035.9 0.67037 957.0 11.9 0.05746 45.3256 

 6 35229.7 0.670488 956.6 11.8 0.05734 50.3698 

 7 43836.5 0.67058 956.3 11.6 0.05723 53.485 

 8 52795.5 0.67067 956.0 11.5 0.05713 59.125 

 9 62249.7 0.67074 955.8 11.4 0.05705 62.564 

 10 72259.09 0.67083 955.5 11.3 0.0569 68.398 

 11 83139.5 0.67090 955.3 11.2 0.0568 72.956 

 12 95135.3 0.67097 955.0 11.1 0.05678 75.3 

 13 110861.9 0.671047 954.8 11.0 0.05669 80.265 
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Methanol        

 1 5335.32 0.18769 743.8 22.9 0.01845 25.825 

 2 9837.59 0.18747 742.9 21.6 0.01814 37.5055 

 3 14508.9 0.18732 742.2 20.7 0.01809 42.1125 

 4 21229.7 0.18717 741.6 19.9 0.01803 44.004 

 5 28035.9 0.18698 740.8 18.8 0.01795 50.2 

 6 35229.7 0.18681 740.0 17.9 0.01789 54.455 

 7 43836.5 0.18664 739.3 17.0 0.01782 58.0635 

 8 52795.5 0.18660 739.1 16.7 0.01780 66.095 

 9 62249.7 0.18643 738.4 15.9 0.01774 70.2455 

 10 72259.09 0.18629 737.8 15.2 0.01769 80.0213 

 11 83139.5 0.18629 737.8 15.2 0.01769 92.7 

 12 95135.3 0.18622 737.5 14.8 0.01766 100.6 

 13 110861.9 0.1861 737.2 14.5 0.017 109.43 

Ethanol        

 1 5335.3 0.67104 730.0 37.8 0.01703 28.115 

 2 9837.5 0.15697 729.6 37.5 0.01699 39.4275 

 3 14508.9 0.15685 729.1 37.1 0.01694 45.1675 

 4 21229.7 0.15668 728.2 36.6 0.01687 50.275 

 5 28035.9 0.15642 728.1 36.5 0.01686 55.06 

 6 35229.7 0.15639 727.0 35.7 0.01676 60.6025 

 7 43836.5 0.15603 726.1 35.1 0.01667 66.81 

 8 52795.5 0.15575 725.3 34.6 0.01660 70.725 

 9 62249.7 0.15549 725.0 34.4 0.01657 80.9978 

 10 72259.0 0.1554 724.7 34.3 0.01655 90.74 

 11 83139.5 0.15532 724.1 33.9 0.01649 100.147 

 12 95135.3 0.15513 723.7 33.6 0.01645 112.325 

 13 110861.9 0.15498 723.3 33.3 0.01641 123.81 

 

Table 6 Model summary statistics and analysis of variance (ANOVA) of the RSM model corresponding to the response: 

performance 

Material  Sum of Squares df Mean Square 
F 

Value 

p-value 

 Prob > F 

Water       

 Model 5596.32 5 1119.26 580.30 < 0.0001 

 Linear R2=0.9976 R2adj=0.9959 R2 pre=0.9921  Suggested 

       

Methanol       

 Model 7850.49 5 1570.10 338.35 < 0.0001 

 Linear R2=0.995 R2adj =0.992 R2 pre=0.9913  Suggested 

Ethanol       

 Model 10130.92 5 2026.18 814.76 < 0.0001 

 Linear R2=0.9971 R2adj =0.995 R2 pre=0.991  Suggested 

 

Table 7 ANOVA results for the terms of the second-order polynomial Equations for ethanol, methanol, water 

Material  Sum of Squares df Mean Square F Value p-value Prob > F 

Water       

 A-q 1.29 1 1.29 0.6709 0.4397 

 B-ẟ 13.05 1 13.05 6.77 0.0354 

 C-k 12.92 1 12.92 6.70 0.036 

 D-pl-pv 13.05 1 13.05 6.76 0.0354 

 E-𝝁l-𝝁v 13 1 13 6.74 0.0356 

       

Methanol       

 A-q 92.36 1 92.36 19.90 0.0029 

 B-ẟ 7.33 1 7.33 1.58 0.2490 

 C-k 0.4712 1 0.4712 0.1015 0.7593 

 D-pl-pv 0.4795 1 0.4795 0.1033 0.7573 

 E-𝝁l-𝝁v 0.4023 1 0.4023 0.0867 0.7770 
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Ethanol       

 A-q 54.02 1 54.02 21.72 0.0023 

 B-ẟ 15.49 1 15.49 6.23 0.0412 

 C-k 15.53 1 15.53 6.24 0.0411 

 D-pl-pv 15.15 1 15.15 6.09 0.0429 

 E-𝝁l-𝝁v 15.64 1 15.64 6.29 0.0405 

 

Equation (19) obtained for water shows that surface 

tension, thermal conductivity, liquid-vapor viscosity 

difference and heat flux in a linear manner with a 

negative constant slope have the highest effect on bubble 

departure frequency, and liquid-vapor density difference 

affects the bubble departure frequency linearly with 

positive slope. 

 

𝑓 = −3.71336𝐸 + 08 − 0.00057 ∗ 𝑞 − 1.39351𝐸 +
09 ∗ 𝜎 − 2.48563𝐸 + 08 ∗ 𝑘 + 6.533069𝐸 + 05 ∗
𝜌𝑙 − 𝜌𝑣 − 5.82733𝐸 +  05 ∗  𝜇𝑙 − 𝜇𝑣                      (19) 

 

The Equation obtained for methanol shows that the 

liquid-vapor density difference and heat flux in a linear 

manner and with a negative constant slope have the 

maximum effect on bubble departure frequency, where 

the effect of density is greater than the heat flux. The 

remaining three parameters linearly and with a negative 

coefficient affect the bubble departure frequency, which 

respectively, the thermal conductivity, surface tension 

and the liquid-vapor viscosity difference have the 

greatest decrease on the bubble frequency. 

 

𝑓 = +1.04321𝐸 + 05 + 0.000824 ∗ 𝑞 − 38801.86 ∗
𝜎 − 4.81617𝐸 + 06 ∗ 𝐾 + 1074.95762 ∗ 𝜌𝑙 − 𝜌𝑣 −

32.47335 ∗ 𝜇𝑙 − 𝜇𝑣                                                  (20) 
 

The Equation obtained for ethanol shows that surface 

tension and heat flux affect linearly and with the highest 

positive slope, and thermal conductivity, the liquid-

vapor viscosity difference and the liquid-vapor density 

difference have the greatest negative effect on the bubble 

departure frequency in linear form, respectively. Also, 

no interaction effect, quadratic effect and cubic effect 

between parameters on response f were detected.  

 

𝑓 = +3.47767𝐸 + 08 + 0.000933 ∗ 𝑞 + 1.29096𝐸 +
10 ∗ 𝜎 − 2.87797𝐸 + 09 ∗ 𝑘 − 1.4939𝐸 + 05 ∗ 𝜌𝑙 −
𝜌𝑣  − 1.80158𝐸 + 05 ∗ 𝜇𝑙 − 𝜇𝑣                              (21) 

 

The values of the responses determined using the 

regression Equations were compared with the obtained 

experimental data, and the results are presented in “Fig. 

13”. As can be seen, the model shows the good 

prediction of the experimental data. Therefore, based on 

the statistical tests and data comparison the models can 

be considered adequate for water, ethanol, methanol 

pool boiling system simulations and optimization. 

 

 

 
Fig. 13 Comparison between the experimental and the 

predicted water, methanol and ethanol pool boiling process 

performance index (f) determined by the RSM model. 
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As it can be seen in “Tables 5 and 6”, P-value is smaller 

than 0.0001, the F-values are so high, and the coefficient 

of multiple determinations (R2) and the adjusted statistic 

coefficient (R2
adj) are in agreement for the response. 

According to this tables, it can be deduced that the linear 

model was significant and adequate to represent the 

actual relationship between the response (f) and five 

variables (vapor-liquid density difference, vapor-liquid 

viscosity, surface tension, thermal conductivity, heat 

flux) for three pool boiling systems. 

8 NEW MODEL 

In this study, based on dimensional analysis, a quasi-

experimental model has been proposed to calculate the 

bubbles departure frequency. Parameters such as 

bubbles departure frequency, vapor-liquid density 

difference, vapor density, heat flux, surface tension, 

liquid viscosity, vapor viscosity, liquid thermal 

conductivity, vapor thermal conductivity, ratio of fluid 

contact angle to water contact angle can be effective as 

10 effective parameters with four MLTѲ  dimensions. 

According to 𝝅 Buckingham's theory, dimensionless 

groups are obtained as follows: 

1
v





                                                                                 (22) 

 

2

q

f



                                                                                 (23) 

 

3
L

v





                                                                                  (24) 

 

4
v

l

k

k
                                                                                    (25) 

 

5 fluid

water





                                                                             (26) 

 

Based on dimensionless groups (22) to (26), relationship 

(27) is established. 

 

   ( ), ( ), ( ), ( )v v fluidL

v l water

kq
f

f k

 

   

 
  

 
               (27) 

 

According to relationship (27), there is: 

 

3 51 2 4

0 ( ) ( ) ( ) ( ) ( )
C CC C Cv v fluidL

v l water

k q
f C

k

 

   



    (28) 

In this research, using the MATLAB program and the 

data of the bubble frequency, the coefficients C0 to C5 

have been calculated and the proposed model has been 

presented as Equation (29). 

 

0.0625 0.035 0.1 1.0625 0.50.4( ) ( ) ( ) ( ) ( )v v fluidL

v l water

k q
f

k

 

   



  

                                                                                            (29) 

 

Figure 14 shows a comparison between the experimental 

data and the proposed model. The error rate calculated 

based on Equation (27) is less than 9% (water 4%, 

ethanol 7%, methanol 1%). 

 

 
Fig. 14 Experimental data versus predicted of bubble 

departure frequency by the new model. 

9 CONCLUSIONS 

In this study, the bubble departure frequency on a flat 

surface for boiling pool water, ethanol and methanol 

using a response surface methodology has been 

discussed and the following results have been obtained. 

1- Based on the data obtained for heat transfer 

coefficient, the experimental data showed the best 

overlap with the models proposed by Stephan-

abdelsalam (error 2%) and Rohsenow (error 9%). 

2- The results show an increase in the bubble frequency 

with an increase in heat flux. Reducing the growth 

time and waiting time of the bubble by increasing the 

heat flux is the cause of this phenomenon. Water and 

ethanol have the lowest and highest bubble 

frequencies, respectively. 

3- The Bubble diameter decreases with increasing the 

heat flux. Water and ethanol have the highest and 

lowest bubble diameters, respectively. 
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4- According to the results, with decreasing bubble 

diameter, the bubbles departure frequency increased. 

Other proposed models have confirmed such a result. 

5- The results for the bubble departure frequency show 

a good overlap between the experimental models and 

the laboratory data. 

6- The data obtained for the bubble departure frequency 

show a good overlap between the experimental 

results and the predicted results of the RSM. 

7- In this research, a quasi-experimental model has 

been presented based on the data of the bubble 

departure frequency and using dimensional analysis 

and MATLAB program for the bubbles departure 

frequency of pure liquids (water, ethanol and 

methanol). The error of the model with experimental 

results has been less than 9%. 

10 APPENDIX OR NOMENCLATURE 

D Diameter (m) 

f Bubble departure 

frequency (s-1) 

g Gravity (m s-2) 

h Heat transfer 

coefficient (W m-2 K-1) 

I Electrical current (A)

  

K Thermal conductivity 

(W m-1K-1) 

q Heat flux (W m-2) 

t Time (s) 

T Temperature (K) 

V Velocity (m s −1) or 

Voltage (V) 

 

p Density (kg m-3)

  

ẟ Surface tension (N 

m-1) 

∆ Difference 

𝝁 Dynamic viscosity 

(Pa s) 

Subscripts 

b Bubble 

l Liquid 

v Vapor 

G Growth 

W Waiting 
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1 INTRODUCTION 

All industries, including the railway industry, need 

accurate modeling and simulations. The dynamic 

performance of railway vehicles, which generally 

includes two parts of comfort and safety, is evaluated 

with indicators of ride quality, wagon stability, etc. Ride 

comfort is one of the most important indicators of a 

railway vehicle, which has a relatively complex concept, 

and its general definition is the ability to suspend a 

railway vehicle to maintain movement within the range 

of human comfort or within the range necessary to 

ensure no damage. Ride comfort during movement is 

affected by various factors including vibration, 

temperature, sound, seat characteristics, etc. But in the 

dynamic criteria of checking ride comfort, only part of 

the comfort that is affected by the vibrations of the 

vehicle movement is considered. Passenger trains 

usually consist of a carbody and two (and/or three) 

bogies. In a railway system, the most effective factors in 

ride comfort are the suspension system between the 

carbody and the bogie (secondary suspension system) 

and the suspension system between the bogie and the 

wheelsets (primary suspension system), and the effect of 

structure flexibility of the carbody and bogies is much 

less than the effect of suspension systems. Also, due to 

being metal, the wheels are almost rigid (compared to 

the suspension system) [1-6]. On the other hand, with the 

rapid development of the rail transport industry, 

determining the working range at high speed and away 

from hunting instability is one of the important issues. 

Hunting in a critical state, along with wheel wear and 

fatigue, can lead to derailment and accidents. Knowing 

the dynamic behavior of the rail vehicle is not only 

necessary for the designer, but it can also represent the 

performance of the rail vehicle and applied forces to the 

rail. The consequences of hunting can be mentioned as 

the lack of comfort sense for passengers, increasing the 

cost of repairs, and large lateral forces that cause damage 

to the train, track, and derailment. Therefore, in the 

current research, one of the consequences of the hunting 

phenomenon, which means passenger discomfort, was 

evaluated [5]. 

After modelling a train in universal mechanism (UM), 

Nasr et al. [1] investigated the dynamic behavior of the 

model and the Sperling’s index in the speed range of 10 

to 25 m/s by applying the track irregularity. Their results 

showed that increasing the speed increases the 

Sperling’s index and decreases passengers' comfort. 

Halladin et al. [4] compared the comfort methods of a 

tramway system on different tracks with a field 

(experimental) test. Younesian et al. [7] optimized and 

checked the life of the wagon suspension system, 

considering the ride comfort as the limiting factor. 

Gangadharan et al. [8] also conducted research on 

analytical and laboratory evaluation of ride comfort. 

Goga et al. [9] optimized the vehicle suspension system 

using 4-DOF model, they ignored the vibrations around 

the longitudinal axis of the carbody. Sun et al. [10] 

investigated the effect of the suspension system of the 

carbody on the ride comfort of high-speed trains. Suarez 

et al. [11-12] analyzed the mutual influence of track 

quality, wheel-rail contact characteristics, and elastic 

characteristics of the train suspension system on safety, 

ride comfort, and rail fatigue. Baghmisheh et al. [13] 

optimized the car suspension system with the genetic 

algorithm, they used 2-DOF model to analyze car 

vibrations and by ignoring the effect of longitudinal and 

transverse accelerations, they reduced the average value 

of vertical accelerations (without calculating the ride 

comfort index). Ebadi et al. [2] analyzed wagon 

vibrations and the effect of track irregularities on ride 

comfort (MATLAB/Simulink). Various methods have 

been developed to evaluate passenger comfort, usually 

methods based on ISO-2631, and Sperling, known as 

Sperling's method or Wz comfort index method, are 

often used. The Wz comfort index method was presented 

by Sperling in Germany in the middle of the 20th 

century, and this method is still the most well-known 

evaluation method for passenger comfort and quality of 

railway vehicles. The UIC and the CEN, along with ISO, 

have published standards for the evaluation of the ride 

comfort of railway vehicles based on ISO-2631, UIC 

brochure 513R, standards EN-12299 and ISO-10056 

through the ERRI [14-19]. 
In this paper, UM software has been used to simulate the 

3D dynamics of rail vehicles. First, two freight and 

passenger train models were modeled, and then the 

Sperling’s index was examined as one of the parameters 

for the evaluation of railway vehicles. To evaluate ride 

comfort, different researchers have used two 

experimental and simulation methods, each of which has 

advantages and limitations. In similar studies, 

researchers generally investigated the effect of one 

parameter, such as train speed, track irregularity, and/or 

other effective parameters. For example, in reference 

[1], an irregularity class has been investigated at several 

different speeds to evaluate the ride comfort (with UM), 

and/or in reference [2], the effect of irregularity in two 

irregularity classes 3 and 6 of the US has been checked 

(with MATLAB/Simulink). In this research, a wide 

range of speed changes as well as a wide range of track 

irregularities with different amplitudes have been 

investigated to evaluate the ride comfort for both freight 

and passenger train models. 

2 EVALUATION OF RIDE COMFORT 

One of the methods of evaluating the ride quality and 

comfort of railway vehicles is the ride index Wz method, 

which was introduced by Sperling. Ride comfort should 
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be evaluated according to the effect of mechanical 

vibrations of the vehicle on passengers. Constants and 

different speeds can be evaluated to show ride quality 

and ride comfort in different track irregularities. 

Appropriate validity, accurate numbers, and easy 

interpretation are the advantages of Sperling’s index. 

The Sperling’s index is a function of the vehicle's 

vibration level and provides information about the 

dynamic behavior of the system, which enables the 

diagnosis and creation of solutions to improve the 

dynamic performance in terms of ride quality and ride 

comfort. This method is often used in all standard 

railway tracks (ballasted and slab tracks). The ranges of 

ride quality and ride comfort are presented in “Tables 1 

and 2” [3-4]. 

 
Table 1 Scale for the ride quality 

Ride quality Vibration sensitivity 

1.0 Very good 

2.0 Good 

3.0 Satisfactory 

4.0 Acceptable for running 

4.5 Not acceptable for running 

5.0 Dangerous 

 

Table 2 Scale for the ride index 

Ride index Vibration sensitivity 

1.0 Just noticeable 

2.0 Clearly noticeable 

2.5 More pronounced but not unpleasant 

3.0 Strong, irregular, but still tolerable 

3.25 Very irregular 

3.5 
Extremely irregular, unpleasant, annoying, 

prolonged exposure intolerable 

4.0 
Extremely unpleasant; prolonged exposure 

harmful 

 

Ride index Wz is weighted on the frequency range based 

on the following Equations (1) and (2): 

 

𝑊𝑧 = √𝑎3. 𝐵310
 (1) 

  

𝑊𝑧 = √𝑎2. 𝐵26.67
 (2) 

 

The ride quality weighting factor B is calculated 

according to Equation (3): 

 
B(f)

= 1.14.√
[(1 − 0.056f2)2 + (0.645f)2. (3.55f2)]

[(1 − 0.252f2)2 + (1.547f − 0.00444f3)2]. (1 + 3.55f2)
 

    

                                                                                    (3) 

 

The ride comfort weighting factor B is calculated 

according to Equation (4): 

B(f)

= k.√
1.911𝑓2 + (0.25𝑓2)2

(1 − 0.277𝑓2)2 + (1.563𝑓 − 0.0368𝑓3)2
 

(4) 

 

Where, k = 0.588 for vertical vibrations (Bs), and k = 

0.737 for lateral vibrations (Bw). Values of weighting 

curves are plotted in the 0.5 to 30 Hz frequency range in 

1/3 octave bands (“Fig. 1”), for further signal processing 

of peak acceleration values a peak [4], [20-22]. 

 

 
Fig. 1 B, Bs, and Bw weighting curves for Sperling’s ride 

index. 

3 SIMULATIONS 

The study of train dynamic behavior is one of the most 

important studies in the railway industry. Considering 

that one of the goals of this industry is the safe 

transportation of passengers, dynamic simulator tools of 

the train are used to evaluate the safety of rolling stock. 

One of the tools used to simulate train dynamics is the 

use of Multi-Body Dynamics (MBDs) software. Among 

the dynamic software available in the industry, 

Universal Mechanism (UM), ADAMS, SIMPACK, 

ABAQUS, etc. can be mentioned [23-25]. Figure 2 

showed a view of passenger and freight trains modelled 

in UM in detail. Also, the parameters and values of both 

trains are presented in “Tables 3 and 4”. The main 

components of trains include the carbody, primary and 

secondary suspension systems, and wheelsets. The 

passenger train has a primary suspension system 

including vertical springs and dampers, which are 

located in “Fig. 2”. In order to simulate the train's 

secondary suspension system, an air spring has been 

used between the bogie frame and the carbody 

(Nishimura model). In some studies, this train model has 

been used for simulations [1], [17-19]. 
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Fig. 2 A view of passenger and freight trains. 

 
Table 1 Train-track parameters in passenger train 

Parameters Value and unit Parameters Value and unit 

Carbody mass 33250 (kg) 
Track 

vertical and lateral stiffness )N/m( 610×18, 610×44 

Bogie frame mass 22963 (kg) vertical and lateral damping )Ns/m( 510×1, 510×4 

Wheelset mass 2150 (kg) 
Primary 

suspension 

longitudinal, lateral, and 

vertical stiffness 

 ,610×4.56, 710×4.08

)N/m( 610×1.40 

Wheel radius 0.460 (m) 
Secondary 

suspension 

longitudinal, lateral, and 

vertical stiffness 

, 510×3.50, 510×3.50

)N/m( 610×1.71 

 

Table 4 Train parameters in freight train 

Value and unit Parameters Value and unit Parameters 

6.43×105 (N/m) Lateral spring stiffness (one/double spring) 90000 (kg) Mass of carbody 

6.32×105 (N/m) Vertical spring stiffness (one/double spring) 596.2 (kg) Mass of bolster 

1×108 (N/m) Contact stiffness (axle box) 21.6 (kg) Mass of wedge 

3×104 (Ns/m) Contact damping (axle box) 526.3 (kg) Mass of side frame (+springs) 

0.3 Coefficient of friction in axle box contact 0.475 (m) Wheel radius 

  0.3 Coefficient of friction (wedge) 
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In order to simulate a freight train, the three-piece bogie 

type 18-100 is used in the countries of America, Russia, 

China, Canada, India, Australia, Brazil, etc. Generally, 

three-piece bogies simulations are based on models of a 

wedge frictional system. The inertia properties of 

wedges are ignored and the linear model of tangential 

contact forces is used. The bogie has rigid contacts 

between side frame and axleboxes, carbody and bolster 

in the center plate and side bearings including 

clearances, between frictional wedges and bolster or side 

frame. The rail is considered a massless force element, 

the stiffness and damping of the rail are considered, but 

the inertial properties are not considered. Hertzian 

solution and FASTSIM algorithm by Kalker as well as 

modified non-elliptic multipoint contact model are used. 

Some researchers used this train model for dynamic 

simulations [26-30]. After completing the simulation of 

the train's dynamic characteristics in the UM input 

section, the UM simulation section has been used to 

simulate the dynamic behaviour of the system. In order 

to solve the wheel and rail contact equations, Kalker 

nonlinear theory has been used, which calculates the 

geometric parameters of the wheel and rail using the 

FASTSIM solver algorithm. Power Spectral Density 

(PSD) function is the most important and commonly 

used statistical function to express the track irregularity 

taken as a stationary random process. Based on a large 

number of field measured data, the Federal Railroad 

Administration of America (FRA) obtained the 

irregularity power spectral density function of rail track, 

which was fitted to a function expressed by cutoff 

frequency and roughness constant. The track irregularity 

in the US can be divided into six levels [31-34]. The 

parameters of this function are presented in “Table 5”. 

In the next part of the paper, the irregularity diagrams 

and the amplitude of them are presented.   
 

Table 5 Parameters of American track irregularity PSD function 

Parameter values for different line levels Parameter 

6 (best) 5 4 3 2 1 (worst)  

0.0339 0.2095 0.5376 0.6816 1.0181 1.2107 rad/m)2 (cm vA 

0.0339 0.0762 0.3027 0.4128 1.2107 3.3634 rad/m)2 (cm aA 

0.4380 0.8209 1.1312 0.8520 0.9308 0.6046 𝑠
2 (rad/m) 

0.8245 0.8245 0.8245 0.8245 0.8245 0.8245 𝑐
2 (rad/m) 

 

4 RESULT AND DISCUSSION 

The irregularity of rail surface is one of the most 

influential parameters in the efficiency of the rolling 

stock systems and especially passenger type. In “Fig. 3”, 

the track irregularities in different classes can be seen for 

simulation. Classes 4, 5, and 6 have been added in 

common for both trains, class 1 for freight trains, and 

irregularity of Tehran metro for passenger trains. The 

irregularity amplitude for classes 1, 4, 5, 6, and Tehran’s 

metro is about 35, 15, 10, 5, and 3 mm, respectively. One 

of the advantages of numerical simulation compared to 

field test is that in order to evaluate the ride comfort and 

ride quality of a railway system, it is possible to change 

various values of a railway system, including train 

speed, track conditions, defects, etc., and evaluate the 

results. Figure 4 shows the acceleration-time diagram of 

carbody and bogie frame vibration (vertical 

accelerations). These charts are an important indicator 

for evaluating ride comfort with Sperling’s index. 

Similar to “Fig. 4”, after applying the desired parameters 

as input, the acceleration of the carbody is taken as the 

output of the system, and then, depending on the desired 

goal, the data is used to calculate the ride comfort. In 

“Figs 5, 6, and 7” the simultaneous effect of train speed 

and different conditions of random track irregularities 

with various severities is presented. At different speeds 

and different irregularities of the track, the vertical 

Sperling’s index has been reported the irregularities 

significantly excite the strong vibration between the 

vehicle and the track. This not only reduces the ride 

quality of the train but also causes the failure of parts of 

the wheel and railway system and reduces the quality of 

the track. In “Figs. 5, 6, and 7”, Sperling's method is 

presented as an important indicator to evaluate 

passenger comfort. In the passenger train and the 

Sperling’s index, with the increase of train speed and 

irregularity amplitude, the value of ride comfort has 

generally increased. For example, in the irregularity of 

classes 6 and 5, with the increase in speed from 10 to 

100 m/s, the Sperling’s index values changed from 0.61 

to 1.86 and from 0.66 to 1.99 and increased about 200%. 

In a constant irregularity amplitude, for example, class 

4, with the increase in speed from 10 to 100 m/s, 

Sperling's index has increased by about 188% and 

changed from clearly noticeable to more pronounced but 

not unpleasant. According to Sperling’s index, in all the 

studied speeds and irregularities, carbody acceleration 

amplitude is in a suitable range and passenger comfort is 

in a good condition. As for motions and vibrations, 

Sperling’s index is often considered an acceptable value 

for ride comfort on trains [6]. The studies of Dumitriu et 

al. [3], Haladin et al. [4], and Sadeghi et al. [20-21] also 

have similar results to the current paper. In general, ride 

comfort has increased by increasing train speed.  
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Fig. 3 Track irregularities of different classes. 
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Fig. 4 Acceleration-time diagram: (a): passenger train, and (b): freight train. 
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Fig. 5 Sperling’s index in passenger train: (a): class 6, (b): class 5, (c): class 4, (d): Tehran’s metro. 

 

 

Fig. 6 Sperling’s index in freight train. 

 
In the freight train and the Sperling’s index, with the 

increase in the train speed and irregularity amplitude, the 

value of ride comfort has increased. For example, in the 

irregularity of classes 6 and 5, with an increase in speed 

from 5 to 30 m/s, the Sperling’s index values changed 

from 1.18 to 2.32 and from 1.48 to 2.80 and increased 

about 96% and 89%, respectively. Sperling’s index 

shows that the ride comfort is suitable in classes 6 and 5, 

and in high irregularity amplitudes (classes 4 and 1) and 

at high speeds, it is sometimes an inappropriate situation. 

For example, in class 1 and at speed 5 m/s, the state of 

ride comfort is almost suitable (strong, irregular, but still 

tolerable mode), while at speed 30 m/s, the ride comfort 

is not suitable and changes to extremely irregular mode. 

In freight trains, it is better to compare the ride quality 

index, in which case the situation is good (less than 4). Of 

course, the lower the train speed and irregularity 

amplitude, the better the ride quality index will be, and 

the vehicle and track will have fewer defects and dangers. 

The simulation results showed that in different classes, 

with an increase in speed higher than 35 m/s, the freight 

train has an accident and derailment. 

 

 



93                                  Sajjad Sattari et al. 

 
 

 

 
Fig. 7 Comparison of Sperling’s index at different conditions: (a): passenger and (b): freight trains. 

 

 

5 CONCLUSIONS 

In this paper, the dynamic behavior of a passenger train 

and a freight train while passing over an irregular track 

was investigated. For this purpose, UM multibody 

dynamic software was used for modeling and 

simulation. The irregularity of the rail surface was 

simulated for several different track classes using 

random data (Using the irregularity spectrum of US 

tracks). An important dynamic index, namely the ride 

comfort, was analyzed. During a parametric study, the 

effect of track irregularity and train speed was 

investigated. The results showed that the ride comfort is 

strongly affected by the train speed and track 

irregularity. The irregularities significantly excite the 

strong vibration between the vehicle and the track. This 

not only reduces the quality of the train but also causes 

the failure of parts of the wheel and rail system and 

reduces the quality of the track. 
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1 INTRODUCTION 

Various analytical and numerical methods are used to 

solve different engineering problems [1-2]. The 

solution's convergence and accuracy depend on the 

problem's type, its degree of non-linearity, and the 

utilized solution method. Dimensional synthesis of the 

planar four-bar linkage based on the function generation 

purpose is the main challenge of the current study. 

Determining the length values for a determined linkage 

type to achieve the necessary task is called dimensional 

synthesis. Dimensional synthesis can be classified into 

three classes based on the mechanism’s task: function 

generation, path generation, and motion generation [3]. 

The purpose of the function generator mechanism is to 

create a relation between the angular motions of the 

input and output links. The path generation mechanism 

moves a particular point of the mechanism along 

prescribed points. Motion generation is similar to path 

generation, except that the position and orientation of the 

rigid body are considered together. 

Chebyshev [4] and Freudenstein [5] presented beginning 

studies on this problem. Chebyshev solved this problem 

in 1854 for a straight-line path problem with a 

determined interval for the input link [4], also known as 

Chebyshev’s fundamental theorem. Moreover, 

Freudenstein presented a simple position Equation for 

the four-bar linkage in 1954 [5]. This simplification 

results in its broad application for finding solutions to 

several problems, including mechanism analysis and 

synthesis. Modern approaches in mechanism synthesis 

problems result from recent improvements in 

calculations, using powerful calculators, genetic and 

evolutionary algorithms, and artificial neural networks. 

Rao [6-7] has optimized a 4bar linkage using 

Freudenstein’s Equation for three precision points by 

minimizing the least-squares of error. Sun [8] has used 

the quadratic interpolation method to decrease the error 

of the designed four-bar linkage. Chen [9] has performed 

a study compared to Rao’s [7] by optimizing the 

function generation four-bar linkage using Mudguardt’s 

method and improving the error value. Guj et al. [10] 

proposed an optimization algorithm using the penalty 

function method to reduce the inertial force in the four-

bar mechanism to optimize the high-speed mechanisms. 

For spatial 4-link mechanisms, Soylemez and 

Freudenstein [11] have optimized the transmission force 

for the skew crank-and-rocker linkage and the skew 

slider-crank mechanism. Gosselin and Angeles [12] 

proposed an algorithm for minimizing the transmission 

defect in planar and spherical function generator 

mechanisms. Angeles et al. [13-14] optimized the 

coupler curve in the path generator and the motion 

generator four-bar linkage using the unconstrained 

nonlinear least square optimization. Shariati and 

Norouzi [15] used the SQP method to find the optimal 

mechanism for five precision point syntheses of the four-

bar linkages. Moreover, some researchers consider 

joints clearance in their design process [16-18]. Daniali 

et al. [16] proposed a new algorithm for simultaneous 

kinematic and dynamic optimization. Their method 

reduced the path generation error arising from joints 

clearance. The possibility, powerfully and simplicity of 

the evolutionary and genetic algorithms used for solving 

a wide range of problems, especially mechanism 

synthesis, are described in publications [18-22]. For 

instance, Sardashti et al. [18] synthesized the free defect 

four-bar linkage with clearance joints using the particle 

swarm optimization method. They considered branch 

and circuit defects in their design process and designed 

the mechanism without these defects. Moreover, 

Penunuri et al. [19] used the differential evaluation 

method for synthesizing the mechanisms with single and 

hybrid tasks. Shpli [20] used the GA method for 

synthesizing the path generator four-bar linkage with 

maximum mechanical advantage. Bustos et al. [21] used 

an algorithm with a combination of the finite element 

method and the genetic algorithm. Cabrera et al. [22] 

utilized the genetic algorithm for optimal synthesis of 

the mechanisms, too. Recently, advancements in 

numerical calculations and the mathematical theory of 

polynomials led to new solutions called continuation (or 

homotopy) methods. Wampler [23-25] used this method 

for kinematic analysis of the mechanisms. He extracted 

all solutions of a system of algebraic polynomial 

Equations using numerical continuation. After that, 

some researchers have used this approach in the 

mechanism design field [26-29]. Varedi et al. [26] used 

the homotopy continuation method (HCM) for solving 

the forward kinematics problem of the 3UPU parallel 

robot. Tari et al. [27] utilized HCM to exclude the 

unwanted solutions arising in kinematics problems. 

Moreover, he used this approach for kinetostatic 

synthesis of a compliant four-bar mechanism [28]. 

Furthermore, the HCM method is utilized for the 

kinematic analysis of the parallel robots, too [29-30]. 

The current study presents a combination of Newton's 

method and the HCM algorithm for the numerical 

solution of the nonlinear Equations arising in function 

generation synthesis of a planar four-bar linkage based 

on the four and five precision points. Based on the highly 

nonlinear nature of these problems, the numerical 

methods used before have some drawbacks, described 

before. It is the first time the Newton-HCM algorithm 

has been utilized for function generation synthesis 

problems.  

2 HOMOTOPY CONTINUATION METHOD (HCM) 

Proper initial guesses and convergence possibility are 

two troublesome points in most numerical methods, 
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including the Newton–Raphson. The Newton-HCM can 

eliminate these deficiencies [24]; consequently, several 

researchers have been used this method in the past 

decades [23-26]. In the Newton-HCM method, firstly, 

some new functions are written using auxiliary 

homotopy functions, and then the Newton-Raphson 

method is used for solving this system of nonlinear 

Equations.   

If a system of nonlinear Equations is considered as: 
 

𝐹(𝑋) = 0     i.e  

{
 
 

 
 
𝑎(𝑥, 𝑦, … , 𝑧) = 0,

𝑏(𝑥, 𝑦, … , 𝑧) = 0,
.
.
.
.

 (1) 

 

One can solve these Equations using the iterative 

algorithm of Newton’s method as: 
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𝜕𝑎(𝑥𝑛, 𝑦𝑛 , … )
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. . . ]
 
 
 
 
 
 
 
 

 

[
 
 
 
 
 
 
 
 
𝑥𝑛+1 − 𝑥𝑛

𝑦𝑛+1 − 𝑦𝑛

.

.

. ]
 
 
 
 
 
 
 
 

=  

[
 
 
 
 
 
 
 
 
−𝑎(𝑥𝑛 , 𝑦𝑛, … )

−𝑏(𝑥𝑛, 𝑦𝑛 , … )

.

.

. ]
 
 
 
 
 
 
 
 

 (2) 

 

HCM approach converts this system of nonlinear 

Equations to new ones by eliminating some terms and 

adding auxiliary homotopy functions, which leads to 

solving these Equations more efficiently. Indeed, 

Newton’s method is used for solving the new system of 

Equations, which is easier, and its solutions are 

accessible. The converted system of Equations, called 

homotopy continuation functions, is as follows [23-25]: 
 

𝐻(𝑋, 𝑡) ≡ 𝑡 𝐹(𝑋) + (1 − 𝑡)𝐴(𝑋) = 0 (3) 
 

Where, 𝐴(𝑋) are new simple Equations for initializing 

the solution process or auxiliary homotopy functions 

that must be solved easily. Moreover, 𝑡 is an iteration 

setting parameter that changes from 0 to 1 and defines 

two boundary conditions [23-25]: 
 

𝐻(𝑋, 0) = 𝐴(𝑋),   𝐻(𝑋, 1) = 𝐹(𝑋) (4) 
 

The above Equation shows that HCM solves 𝐴(𝑋) = 0 

at the first iteration (when 𝑡 = 0), and solves 𝐹(𝑋) = 0 

at the final iteration (when 𝑡 = 1). All of these solutions 

in each iteration are using Newton’s method: 

 

[
 
 
 
 
 
 
 
 
𝜕𝐻1(𝑥𝑛, 𝑦𝑛, … )

𝜕𝑥

𝜕𝐻1(𝑥𝑛, 𝑦𝑛, … )

𝜕𝑦
. . .

𝜕𝐻2(𝑥𝑛, 𝑦𝑛, … )

𝜕𝑥

𝜕𝐻2(𝑥𝑛, 𝑦𝑛, … )

𝜕𝑦
. . .

. . .

. . .

. . . ]
 
 
 
 
 
 
 
 

[
 
 
 
 
 
 
 
 
𝑥𝑛+1 − 𝑥𝑛

𝑦𝑛+1 − 𝑦𝑛

.

.

. ]
 
 
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
 
−𝐻1(𝑥𝑛, 𝑦𝑛, … )

−𝐻2(𝑥𝑛, 𝑦𝑛, … )

.

.

. ]
 
 
 
 
 
 
 
 

 (5) 

 

 

Indeed, the HCM iterative algorithm transforms the 

converted system’s solution into the numerical results of 

the basic system of Equations. The HCM’s purpose is to 

solve the 𝐻(𝑋, 𝑡) = 0 instead of 𝐹(𝑋) = 0 by changing 

the parameter t from 0 to 1. This algorithm leads to 

avoiding divergence in the numerical solution of the 

system of nonlinear Equations. 

3 PLANAR FOUR-BAR MECHANISM 

The simplest closed-loop mechanism is the four-bar 

linkage, which has four rigid links and four revolute 

joints. A typical planar four-bar linkage is shown in 

Fig.1. In this figure, the lengths of the links 𝐴0𝐵0, 𝐴0𝐴, 

𝐴𝐵 and 𝐵0𝐵 are denoted by the angles 𝑙1, 𝑙2, 𝑙3 and 𝑙4, 

respectively. 𝐴0𝐵0 is fixed while the two links 𝐴0𝐴 and 

𝐵0𝐵 can only rotate about their respective fixed axes 𝐴0 

and 𝐵0. Moreover, their position angles are indicated 

respectively by 𝜓 and 𝜑. The link connected to the 

actuator or driving motor is called the input link (𝐴0𝐴) 

and 𝐵0𝐵 is known as the output link. In “Fig. 1”, if the 

vector x is along the ground, the vectors of 𝐴0𝐴, 𝐴0𝐵0 

and 𝐵0𝐵 are: 

𝐴0𝐴⃗⃗ ⃗⃗ ⃗⃗  ⃗ = [
𝑙2 cos𝜓
𝑙2 sin𝜓

], 𝐴0𝐵0⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = [
𝑙1
0
], 𝐵0𝐵⃗⃗ ⃗⃗ ⃗⃗  ⃗ =

[
𝑙4 cos 𝜑
𝑙4 sin𝜑

] 
(6) 
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Therefore, the vector of the coupler link can be obtained 

as: 

 

𝐴𝐵⃗⃗⃗⃗  ⃗ = 𝐴0𝐵0⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  + 𝐵0𝐵⃗⃗ ⃗⃗ ⃗⃗  ⃗ − 𝐴0𝐴⃗⃗ ⃗⃗ ⃗⃗  ⃗ 

=[
𝑙1 + 𝑙4 cos 𝜑 − 𝑙2 cos𝜓
𝑙4 sin𝜑 − 𝑙2 sin𝜓

] 
(7) 

 

 

 
Fig. 1 Planar four-bar mechanism. 

 
 

The length of the coupler link is designated as l_3. Thus, 

one can write: 

 

𝑙3
2 = (𝑙1 + 𝑙4 cos𝜑 − 𝑙2 cos 𝜓)

2

+ (𝑙4 sin𝜑 − 𝑙2 sin𝜓)
2 

(8) 

 

Simplifying “Eq. (8)”, Freudenstein obtained a simple 

scalar Equation [5]: 

 

𝑘1 + 𝑘2 cos𝜑 − 𝑘3 cos𝜓 = cos(𝜓 − 𝜑) (9) 

 

Where: 

 

𝑘1 =
𝑙1
2 + 𝑙2

2 + 𝑙4
2 − 𝑙3

2

2𝑙2𝑙4
 

𝑘2 =
𝑙1
𝑙2

 

𝑘3 =
𝑙1
𝑙4

 

(10) 

 

Equation (9) is known as the Freudenstein Equation and 

is readily applicable to the kinematics analysis of planar 

four-bar linkage. However, in a planar four-bar 

mechanism, the functional relationship 𝜑 = 𝜑(𝜓) 
between output and input angles depends on three 

independent parameters (𝑘1, 𝑘2, 𝑘3). 

If the lengths of the links (𝑙1, 𝑙2, 𝑙3 and 𝑙4) are known, 

one can obtain parameters (𝑘1, 𝑘2, 𝑘3) from “Eq. (11)”, 

and therefore, the output angle φ can be determined in 

any input angle 𝜓. This is done utilizing tan-half-angle 

identities: 

 

𝑇 = tan (
𝜑

2
) 

sin𝜑 =
2𝑇

1 + 𝑇2
 

cos 𝜑 =
1 − 𝑇2

1 + 𝑇2
 

(11) 

 

Substituting of the preceding Equation into “Eq. (9)”, a 

quadratic Equation in T is achieved: 

 

𝐴(𝜓)𝑇2 + 𝐵(𝜓)𝑇 + 𝐶(𝜓) = 0 (12) 

 

Where: 

 

𝐴(𝜓) = (𝑘1 − 𝑘2) + (1 − 𝑘3) cos𝜓 

𝐵(𝜓) = −2 sin𝜓 

𝐶(𝜓) = (𝑘1 + 𝑘2) − (1 + 𝑘3) cos𝜓 

(13) 

 

Considering “Eq. (12)”, the solution can be found by 

utilizing the well-known method for the roots of the 

quadratic Equation.   

On the other hand, if the parameters (𝑘1, 𝑘2, 𝑘3) are 

known and supposing 𝑙1 = 1, one can find the length of 

the link as: 

 

𝑙2 =
1

𝑘2
 

𝑙4 =
1

𝑘3
 

𝑙3 = √1 + 𝑙2
2 + 𝑙4

2 −
2𝑘1
𝑘2𝑘3

 

(14) 

4 FUNCTION GENERATION SYNTHESIS 

Function generation synthesis is the problem of 

obtaining link’s lengths, 𝑙1, 𝑙2, 𝑙3 and 𝑙4, for a 

determined set of input and output angles values, 𝜓𝑖  and 

𝜑𝑖. For function generation synthesis based on three 

precision points, “Eq. (9)” can be utilized directly. Given 

three pairs of the input and output angles (𝜓𝑖 , 𝜑𝑖), 
i=1,2,3, one can use these angle pairs in “Eq. (9)” to get 

three linear Equations in 𝑘1, 𝑘2, and 𝑘3: 

 

𝑘1 + 𝑘2 cos𝜑𝑖 − 𝑘3 cos𝜓𝑖
= cos(𝜓𝑖 − 𝜑𝑖)  , 𝑖 = 1. .3 

(15) 

 

“Eq. (16)” shows this system of linear Equations in 

matrix form. 

 

[

1 cos 𝜑1   −cos𝜓1
1 cos𝜑2   −cos𝜓2
1 cos𝜑3   −cos𝜓3

] {

𝑘1
𝑘2
𝑘3

} = [

cos(𝜓1 − 𝜑1)

cos(𝜓2 − 𝜑2)

cos(𝜓3 − 𝜑3)
] (16) 
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Once 𝑘1, 𝑘2, and 𝑘3 are resulting from the solution of the 

linear system of Equations (“Eq. (16)”), the link’s 

lengths can be obtained easily using “Eq. (14)”. 

It has shown that the function generation synthesis 

problem for three precision points is easy and 

straightforward because the system of Equations is 

linear. However, if precision points are more than three, 

the system of Equations becomes nonlinear, and 

therefore, one must use other analytical or numerical 

solutions for them. For designs with a higher number of 

precision points, two new variables (𝜓0 and 𝜑0) 

indicating the rotation angles from undefined and 

arbitrary starting points are proposed by Freudenstein. 

4.1. Four-Precision Points (4PP) 

There are four angle pairs in the 4PP problem, and 

utilizing “Eq. (9)” for these pairs leads to four Equations. 

Thus, in this case, 𝜓0 is considered as the fourth 

unknown parameter. Indeed, the input angle 𝜓, is 

considered as the sum of two angles, the reference angle 

𝜓0, and the variable angle ∆𝜓𝑖: 
 

𝜓𝑖 = 𝜓0 + ∆𝜓𝑖 ,    𝑖 = 1. .4 (17) 

 

Substituting “Eq. (17)” in “Eq. (9)” for four angle pairs 

are as follows: 

 

𝑘1 + 𝑘2 cos𝜑𝑖 − 𝑘3 cos(𝜓𝑖 +𝜓0)
= cos(𝜓𝑖 + 𝜓0 − 𝜑𝑖)  , 𝑖
= 1. .4 

(18) 

 

Therefore, The Equations in “Eq. (18)” are a set of four 

nonlinear Equations with four unknowns: 𝑘1, 𝑘2, 𝑘3 and 

𝜓0. This system of nonlinear Equations can be solved 

using the Newton-HCM. 

Based on “Eq. (18)”, the homotopy continuation 

functions can be written as follows: 

 

(𝑘1 + 𝑘2 cos 𝜑1 − 𝑘3 cos(𝜓1 + 𝜓0)
− cos(𝜓1 +𝜓0 − 𝜑1)) × 𝑡
+ (1 − 𝑡) × 𝐺1 = 0 

(𝑘1 + 𝑘2 cos 𝜑2 − 𝑘3 cos(𝜓2 +𝜓0)
− cos(𝜓2 +𝜓0 − 𝜑2)) × 𝑡
+ (1 − 𝑡) × 𝐺2 = 0 

(𝑘1 + 𝑘2 cos 𝜑3 − 𝑘3 cos(𝜓3 +𝜓0)
− cos(𝜓3 +𝜓0 − 𝜑3)) × 𝑡
+ (1 − 𝑡) × 𝐺3 = 0 

(𝑘1 + 𝑘2 cos 𝜑4 − 𝑘3 cos(𝜓4 + 𝜓0)
− cos(𝜓4 + 𝜓0 − 𝜑4)) × 𝑡
+ (1 − 𝑡) × 𝐺4 = 0 

(19) 

 

The solution of these Equations can be obtained by 

changing the auxiliary homotopy functions (𝐺𝑖) and 

solved by the Newton-Raphson method. 

 

 

4.2. Five-Precision Points (5PP) 

For the 5PP problem, one can add the other reference 

angle 𝜑0 to the Equations (𝜑𝑖 = 𝜑0 + ∆𝜑𝑖). Therefore, 

“Eq. (18)” changes to: 

 

𝑘1 + 𝑘2 cos(𝜑𝑖 + 𝜑0) − 𝑘3 cos(𝜓𝑖 + 𝜓0)
= cos(𝜓𝑖 + 𝜓0 − (𝜑𝑖
+ 𝜑0))  , 𝑖 = 1. .5 

(20) 

 

Following the previous section, we have five unknowns: 

𝑘1, 𝑘2, 𝑘3, 𝜓0 and  𝜑0. As a result, “Eq. (20)” is a set of 

five nonlinear Equations with five unknowns. Therefore, 

homotopy continuation functions are as follows: 

 

(𝑘1 + 𝑘2 cos 𝜑1 − 𝑘3 cos(𝜓1 + 𝜓0)
− cos(𝜓1 +𝜓0 − 𝜑1)) × 𝑡
+ (1 − 𝑡) × 𝐺1 = 0 

(𝑘1 + 𝑘2 cos 𝜑2 − 𝑘3 cos(𝜓2 +𝜓0)
− cos(𝜓2 +𝜓0 − 𝜑2)) × 𝑡
+ (1 − 𝑡) × 𝐺2 = 0 

(𝑘1 + 𝑘2 cos 𝜑3 − 𝑘3 cos(𝜓3 +𝜓0)
− cos(𝜓3 +𝜓0 − 𝜑3)) × 𝑡
+ (1 − 𝑡) × 𝐺3 = 0 

(𝑘1 + 𝑘2 cos 𝜑4 − 𝑘3 cos(𝜓4 + 𝜓0)
− cos(𝜓4 + 𝜓0 − 𝜑4)) × 𝑡
+ (1 − 𝑡) × 𝐺4 = 0 

(𝑘1 + 𝑘2 cos 𝜑5 − 𝑘3 cos(𝜓5 +𝜓0)
− cos(𝜓5 +𝜓0 − 𝜑5)) × 𝑡
+ (1 − 𝑡) × 𝐺5 = 0 

(21) 

 

It is worth noting that the solution of the above nonlinear 

Equations (“Eqs. (19) and (21)”) has many answers; 

however, we choose one of the answers, which satisfies 

some constraints, including Grashof criteria, free 

defects, etc. 

5 NUMERICAL EXAMPLES 

Consider a planar four-bar linkage to produce the 

precision points of “Table 1”. (For the 4PP problem: 

i=1...4 and for the 5PP problem: i=1...5). Fixed 

variations for the homotopy parameter t and the initial 

guesses for the unknown parameters are considered as 

∆t = 0.0001  and [𝑘1,0, 𝑘2,0, 𝑘3,0, 𝜓0,0, 𝜑0,0] =
[1,1,1,1,1], respectively. The auxiliary homotopy 

functions along with the results of the solution of the two 

problems are given in “Table 2”. 

 
Table 1 Desired values for the input and output angles 

 𝑖 = 1 𝑖 = 2 𝑖 = 3 𝑖 = 4 𝑖 = 5 

𝜓𝑖 (deg) 100 123 141 158 188 

𝜑𝑖 (deg) 38.5 61 77 90.5 108 
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Using “Eq. (14)”, one can obtain lengths of the link as 

“Table 3”. Moreover, we show the reference angles 𝜓0 

and 𝜑0 (in degree) in this table. These values must be 

added to the values of “Table 1”. The reason is, here, the 

designed mechanisms show these new values in their 

input and output angles. These new values are shown in 

“Table 4”. 

 
Table 2 The auxiliary homotopy functions and their results 

Problem auxiliary homotopy functions (𝐺𝑖) Results 

 𝐺1 𝐺2 𝐺3 𝐺4 𝐺5 𝑘1 𝑘2 𝑘3 𝜓0 𝜑0 

4PP 𝑘1 − 𝑘2 
−𝑘3
− 1 

cos𝜓0 --- 1.0797 −0.5083 −0.4497 5.3558 --- 

5PP −𝑘1 − 𝑘2 −𝑘3 −sin𝜓0 −cos𝜓0 1.1697 0.9165 0.8222 2.4188 3.3032 

 

Table 3 Link’s lengths of the designed mechanisms 

Problem 𝑙1 𝑙2 𝑙3 𝑙4 𝜓0 (deg) 𝜑0(deg) 

4PP  1 −1.9673 0.6072 −2.2236 306.86° --- 

5PP 1 1.0911 0.7518 1.2162 138.58° 189.26° 

 

Table 4 New values for input and output angles of the two problems 

Problem Angles 𝑖 = 1 𝑖 = 2 𝑖 = 3 𝑖 = 4 𝑖 = 5 

4PP 
𝜓𝑖 (deg) 46.86 69.86 87.86 104.86 --- 

𝜑𝑖 (deg) 38.50 61.00 77.00 90.50 --- 

5PP 
𝜓𝑖 (deg) 238.58 261.58 279.58 296.58 326.58 

𝜑𝑖 (deg) 227.76 250.26 266.26 279.76 297.26 

 
Figure 2a shows the mechanism designed for the first 

problem in four positions. Moreover, one can plot the 

diagram of 𝜃4 (or 𝜑) with respect to 𝜃2 (or 𝜓) for this 

mechanism (“Fig. 2b”). These figures show that the 

designed mechanism precisely covers the values of 

“Table 4”. Furthermore, for a better comparison, “Fig. 

3” shows these precision points separately.  

Similarly, these figures can be plotted for the second 

problem. Figure 4 shows the mechanism designed for 

the five-precision point problem. One can find the best 

matching between “Fig. 4a and Fig. 4b”. Moreover, 

detailed angles for these five precision points are shown 

in “Fig. 5”. 

 

  
(a) (b) 

Fig. 2 The designed mechanism for the 4PP problem. 
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Fig. 3 Four precision points of the designed mechanism for the 4PP problem. 

 

  
(a) (b) 

Fig. 4 The designed mechanism for the 5PP problem 
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Fig. 5 Five precision points of the designed mechanism for the 5PP problem. 

 

If the number of precision points is more than five, then 

the problem does not have any precise solution; this is 

because the number of the Equation is more than the 

unknowns (the maximum number of unknowns for this 

problem is five). Therefore, one must search for 

solutions with the minimum error by using the 

optimization algorithms. 

6 CONCLUSIONS 

This research uses a powerful approach to solve the 

nonlinear Equations arising in the function generation 

synthesis of the planar four-bar mechanism. The 

problem has been considered in two cases: with four and 

five precision points. The solution procedure is based on 

the Newton-HCM, combining numerical and semi-

analytical methods.  

The Equations reveal that the synthesis problem leads to 

a system of nonlinear Equations by four Equations and 

four unknown parameters for the 4PP problem and a 

system of nonlinear Equations by five Equations and 

five unknown parameters for the 5PP problem. Both 

cases have been solved and using the Numerical 

examples show that the considered algorithm is capable 

and highly accurate for the mechanism synthesis 

problem, and the designed mechanisms precisely cover 

the desired values. 
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1 INTRODUCTION 

By definition, a stroke is the loss of brain function due 

to a disorder or blockage of a blood vessel. As a result, 

the damaged part of the brain cannot function normally, 

leading to the inability to move one or more limbs [1]. 

According to statistics, about eight hundred thousand 

people in the United States have a stroke each year, and 

only three hundred thousand people can survive after a 

stroke. This number reaches two million people in China 

every year. Even in Canada, 50,000 people have a stroke 

each year. After treatment, vital signs become stable; but 

brain damage is not reversible. Among the patients who 

survive, most patients develop mobility impairment for 

a long time [2]. According to the theory of brain 

flexibility, if patients are trained in rehabilitation for 

some time, part of the movement ability can be restored 

[3]. However, the recovery process is time-consuming; 

and it needs experienced therapists. As a result, the need 

to use a rehabilitation robot is well seen [4]. Since 1980, 

various types of robotic therapy devices have been 

studied in different countries [5]. For this reason, 

research on a rehabilitation robot was performed to 

correct the gait operations of a person with mobility 

impairments. The studied mechanism is shown in “Fig. 

1”. In this mechanism, two parallel robots with three 

degrees of freedom create the required gait pattern by 

moving the legs, while the body weight is supported by 

a restraint system. This design is based on previous 

studies [6-9] on the parameters of the footpath in human 

gait; it consists of three main movements: moving 

(vertical and horizontal), raising the leg, and lowering 

the leg, which must be considered and fully simulated. 

 

 
Fig. 1 Schematic of a robotic system for lower limb 

rehabilitation [9]. 

 

In this rehabilitation mechanism, each leg needs a 

parallel robot consisting of three linear actuators 

positioned in the same directions. The parallel robot is 

shown in “Fig. 2”. 

 

 
Fig. 2 Schematic of the 3PRR robot. 

 

Each robot end-effector is supported by three links with 

passive and active prismatic joints. The movements of 

linear actuators create the required paths in the end-

effector; which follows a pre-calculated gait pattern. The 
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training path can be achieved by combining three types 

of movements: 1- Transfer along the actuator axis while 

maintaining the direction and height of the footplate. This 

movement is achieved by moving all three actuators 

equally and in one direction. 2- It is possible to make net 

changes in the height of the end-effector by moving the 

same amount, in two parallel actuators in one direction 

and a third in the opposite direction. 3- Orientation of the 

end-effector by moving each of the actuators while the 

other is fixed; or it moves at different velocities, it is 

supplied. The exact path of rehabilitation depends on the 

age, weight, and height of the patient based on the type 

of injury or problem and the considerations of the 

physiotherapist. Parallel robots have been noted for their 

velocity, robustness, accuracy, and high loading 

capabilities.  

One of the robots that can be considered as a kind of 

Stewart robot [10] as the most famous parallel robot is a 

robot with three degrees of freedom and the name 3PRR, 

which is considered in this study. The 3PRR robot has 

more freedom to move on the horizontal plane than the 

Stewart robot due to the presence of prismatic joints. The 

end-effector of this robot is connected to the prismatic 

joints with three links and does not have the problem of 

multiple links of the Stewart robot (6 links). As 

mentioned, not much research has been done on 

modelling and controlling this robot. The only case in 

which the robot has been modelled has focused on its 

structural optimization [9]. In other studies, on the 3PRR 

robot, the robot studied moved in two dimensions, which 

is different from the current spatial robot [11-16]; and the 

path of sliders was not similar to the robot under study 

[17-18].  

For this reason, attention was paid to the research 

background of robots similar to the 3PRR spatial robot. 

One of the robots that are very similar to the robot is 

called 3PRS. In 2005, Li and Xu [19] proposed the exact 

solution of the inverse kinematics, and numerical solution 

forward kinematics, of the 3PRS robot. Then, its dynamic 

Equations were studied. In 2010, Tsai and Yuan 

performed an inverse dynamics analysis of the 3PRS 

robot by analysing the reaction forces acting on the joints 

and simulating it in a circular path [20]; in 2011, they 

solved its forward dynamics in the mentioned method and 

controlled it [21].  

Then in 2014, they solved forward dynamics by taking 

into account the friction force [22]. In one of the latest 

studies, Tourajizadeh and Gholami modelled and 

optimally controlled the 3PRS robot [23]. They used the 

Lagrange method to model the robot. Their work will be 

the basis for modelling the present study [23-24]. The 

results of experimental and theoretical research indicate 

the fact that to control the motion of systems that have 

complex or nonlinear dynamics, the use of fuzzy 

controllers is a powerful tool [25]. In addition, the use of 

this type of controller can increase the robustness of the 

system to changes in environmental disturbances [26]. 

The proposed fuzzy controller tracks the desired path by 

overcoming the disturbances and tries to place the 

actuators in that path. In this regard, the fuzzy control of 

a parallel robot was performed [27]. The results of the 

movement of this robot indicate very good control of the 

robot and its acceptable velocity of movement. 

In this paper, the kinematic and dynamic modeling of the 

3PRR robot has been extracted by the Lagrange method, 

which according to the literature has not been similar and 

no research has been done in this field. Furthermore, the 

robust control of the 3PRR robot is modeled and 

implemented using the fuzzy fuzzy-logic inference, 

which is the most important innovation of this paper. The 

imbalance of the patient while using the rehabilitation 

robot, which causes the robot to experience external 

disturbances due to sudden movements, is the importance 

of implementing such a controller; and the necessity of 

such a controller seems vital.  

For this purpose, a fuzzy controller was designed based 

on Mamdani inference. Using the obtained model and the 

controller designed for this parallel rehabilitation robot, 

the required path for rehabilitation of the patient's ankle 

in the presence of external force (patient weight) was 

well-traveled. In this paper, forward and inverse 

kinematics of the robots were extracted. Then, using the 

Lagrangian method, the dynamic Equations of the robot 

were obtained and after removing the Lagrangian 

coefficients, it was modelled in the form of state space. 

Then, the fuzzy controller was designed based on 

Mamdani's inference. Finally, all Equations obtained in 

MATLAB software were simulated and controlled. 

2 KINEMATIC MODELING 

Due to the similarity between 3PRR and 3PRS robots, the 

method used in [23] was used to model the 3PRR 

rehabilitation robot. As shown in “Fig. 2”, point O is the 

origin of the reference coordinates and point Ai is the 

beginning of the prismatic rail. 

 

 

(1) 

𝑜 = [
0
0
0
] , 𝐴1 = [

0
0
𝑎
] , 𝐴2 = [

𝑏
√3

2
0
−𝑎

] , 𝐴3

= [
−𝑏

√3

2
0
−𝑎

] .   

 

Where, a is the length of the prismatic joint rail. Denavit-

Hartenberg method was used to select the coordinate 

systems and the link DH parameters extracted according 

to the [28] (“Table 1”). 
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Table 1 DH parameters of the Links 

Link e 𝛽 d Θ 

OC1 0 180 𝑎 − 𝑠1 180 

OC2 b 0 −𝑎 + 𝑠2 0 

OC3 -b 0 −𝑎 + 𝑠3 0 

 

Where, e (distance between the previous z-axis and the 

new z-axis along the new x-axis), β (angle between the 

previous z-axis and the new z-axis around the new x-

axis), d (vertical distance between the origin of the 

previous coordinate and the new ones along the axis of 

the previous z), and Θ (the angle between the axes of the 

previous x and the new x around the axis of the previous 

z). The homogeneous transfer matrix according to the 

parameters of “Table 1” is as follows: 

 

 

(2) {

𝐻𝑐1
𝑜 = 𝑅𝑧,𝜃1𝑇𝑧,𝑑1𝑇𝑥,𝑒1𝑅𝑥,𝛽1            

𝐻𝑐2
𝑜 = 𝑅𝑧,𝜃2𝑇𝑧,𝑑2𝑇𝑥,𝑒2𝑅𝑥,𝛽2            

𝐻𝑐3
𝑜 = 𝑅𝑧,𝜃3𝑇𝑧,𝑑3𝑇𝑥,𝑒3𝑅𝑥,𝛽3            

 

Where, 𝑅𝑧,𝜃 is the rotation about the z-axis as much as 𝜃 

and 𝑇𝑧,𝑑 is the translations along the z-axis and is equal 

to d. The position of the Bi relative to the Ci local 

coordinate is: 

 

 

(3) 
𝐵𝑖
𝑐𝑖

= [

0
𝑙 𝑠𝑖𝑛𝛼𝑖
𝑙 𝑐𝑜𝑠𝛼𝑖

] 

Where, l is the length of the links and 𝛼𝑖 is the angle of 

the ith link connected to the Ci joint with its carrier rail. 

The position of point Bi in the reference coordinate 

connected to point O is as follows: 
 

(4) [
𝐵𝑖
𝑜

1
]
(𝑠𝑖,𝛼𝑖)

= 𝐻𝑐𝑖
𝑜 [𝐵𝑖

𝑐𝑖

1
] , 𝑖 = 1,2,3 

The rotation angles of the moving plane around the 

coordinate axes of the reference coordinate connected to 

the O point were considered as yaw, pitch, and roll, the 

final rotation matrix will be as follows: 

(5) 

 

𝑅𝜑,𝜃,𝜓

= [

𝑐𝜑𝑐𝜃 −𝑠𝜑𝑐𝜓 + 𝑐𝜑𝑠𝜃𝑠𝜓 𝑠𝜑𝑠𝜓 + 𝑐𝜑𝑠𝜃𝑐𝜓
𝑠𝜑𝑐𝜃 𝑐𝜑𝑐𝜓 + 𝑠𝜑𝑠𝜃𝑠𝜓 −𝑐𝜑𝑠𝜓 + 𝑠𝜑𝑠𝜃𝑐𝜓
−𝑠𝜃 𝑐𝜃𝑠𝜓 𝑐𝜃𝑐𝜓

] 

 

Given the positions of the point p = [x y z] T we have: 

 

(6) 

[𝐵1
𝑜 𝐵2

𝑜 𝐵3
𝑜](𝑥,𝑦,𝑧,𝜓,𝜃,𝜑) = 

𝑝[1 1 1] + 𝑅𝜑,𝜃,𝜓

[
 
 
 
 0

𝑏√3

2

−𝑏√3

2
0 0 0

𝑏
−𝑏

2

−𝑏

2 ]
 
 
 
 

 

 

Finally, the kinematic constraints of the robot, for use in 

system dynamics modeling, were obtained from the 

equality of the Equations (5) and (7) as follows: 

 

 

(7) [
𝑓1
⋮
𝑓9

] = [

𝐵1
𝑜

𝐵2
𝑜

𝐵3
𝑜
]

(𝑥,𝑦,𝑧,𝜓,𝜃,𝜑)

− [

𝐵1
𝑜

𝐵2
𝑜

𝐵3
𝑜
]

(𝑠𝑖,𝛼𝑖)

= 0 

3 DYNAMIC MODELING 

The end-effector of the robot is circular, and the whole 

mass can be assumed at the center of the mass. To the 

modelling of the dynamics of the system, [x, y, z, ψ, θ, 

ϕ , α1, α2, α3, S1, S2, S3]T were used as twelve generalized 

coordinates. The kinetic energy of the robot is equal to 

[29]: 

 

 

(8) 

{
 
 

 
 𝑇𝑝 =

1

2
(𝜔𝑝

𝑇𝐼𝑝𝜔𝑃 +𝑀𝑉𝑝
𝑇𝑉𝑃)

𝑇𝑙 =
1

2
∑(𝜔𝑖

𝑇𝐼𝑙𝑖𝜔𝑖 +𝑚𝑉𝑖
𝑇𝑉𝑖)

3

𝑖=1

, 𝑇 = 𝑇𝑝 + 𝑇𝑙  

 

Tp and M are the mass and energy of the end-effector. Tl 

and m are the mass and energy of the links. Ip is the 

moment of inertia of the end-effector and Ili is the 

moment of inertia of the ith link, and both rea relative to 

the reference coordinates. The moment of inertia of each 

link was written on the coordinate (xyz)li ((shown in “Fig. 

3”); And to transfer it to the reference coordinate, the 

rotation matrix of these two coordinates was used relative 

to each other. 

 

 
Fig. 3 Reference and local coordinates for calculating the 

moment of inertia of the links. 

Also, the moment of inertia of the end-effector relative to 

the coordinate (xyz)p was written and taken to the 

reference coordinate. To calculate Ili and Ip can be 

written: 

O 
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(9) 

{
 
 

 
 𝐼𝑝 =

1

2
𝑀𝑏2𝑅𝜑,𝜃,𝜓 [

0.5 0 0
0 1 0
0 0 0.5

] 𝑅𝜑,𝜃,𝜓
𝑇 ,

𝐼𝑙𝑖 =
1

3
𝑚𝑙2𝑅𝑙𝑖

𝑜 [
1 0 0
0 1 0
0 0 0

] 𝑅𝑙𝑖
𝑜𝑇 .                  

 

 

All velocities were written in the reference coordinate 

system: 

 

(10) 

{
 
 
 

 
 
 
𝜔𝑃 = [

𝜓̇

𝜃̇
𝜑̇

],   𝑣𝑃 = [
𝑥̇
𝑦̇
𝑧̇
],                                            

𝜔𝑖 = 𝑅𝐶𝑖
𝑜 [
−𝛼̇𝑖
0
0
],   𝑣𝑖 =

𝑑

𝑑𝑡
𝐺𝑖  .                              

𝐺𝑖 = 𝐻𝐶𝑖
𝑜 [0 0.5𝑙𝑠𝑖𝑛(𝛼𝑖) 0.5𝑙𝑐𝑜𝑠(𝛼𝑖) 1]𝑇

 

 

The potential energy of the robot is equal to: 

 

(11) 𝑈 = 𝑀𝑔𝑦 +𝑚𝑔
𝑙

2
∑sin(𝛼𝑖)

3

𝑖=1

 

 

g is the acceleration of the earth's gravity. Lagrange's 

Equations of motion are equal to: 

 

(12) 

{
 
 

 
 𝑑

𝑑𝑡
(
𝜕𝐿

𝜕𝑞̇𝑖
) −

𝜕𝐿

𝜕𝑞𝑖
+∑𝜆𝑘

𝜕𝑓𝑘
𝜕𝑞𝑖

= 𝑄𝑖               

9

𝑘=1

𝐿 = 𝑇 − 𝑈                                                        
𝑞 = [𝑥; 𝑦; 𝑧; 𝜓; 𝜃; 𝜑; 𝛼1; 𝛼2; 𝛼3; 𝑠1; 𝑠2; 𝑠3]

𝑄 = [0; 0; 0; 0; 0; 0; 0; 0; 0; 𝐹1; 𝐹2; 𝐹3]       

 

 

Where, Q represents generalized forces. In this study, the 

friction force was negligible. fk is the robot constraints 

obtained from Equation (7). 

 

 

(13) 

{
  
 

  
 
𝑑

𝑑𝑡
(
𝜕𝐿

𝜕𝑞̇𝑖
) =

𝜕

𝜕𝑞̇𝑗
(
𝜕𝐿

𝜕𝑞̇𝑖
) 𝑞̈𝑗 +

𝜕

𝜕𝑞𝑗
(
𝜕𝐿

𝜕𝑞̇𝑖
) 𝑞̇𝑗 ,

𝜕

𝜕𝑞̇𝑗
(
𝜕𝐿

𝜕𝑞̇𝑖
) = 𝑚𝑗𝑖 ,   

𝜕

𝜕𝑞𝑗
(
𝜕𝐿

𝜕𝑞̇𝑖
) = 𝑐𝑗𝑖 ,        

𝜕𝐿

𝜕𝑞𝑖
= 𝑔𝑖 ,   

𝜕𝑓𝑘
𝜕𝑞𝑖

= 𝑎𝑘𝑖 .                                 

  

 

Finally, the Equation of motion will be equal to: 

 

(14) 𝑀𝑞̈ + 𝐶𝑞̇ − 𝐺 + 𝐴𝑇𝜆 = 𝑄 

 

Where, M is the inertia matrix, C is the Coriolis matrix, 

G is the gravity vector, A is the weight matrix of 

Lagrangian coefficients, and Q is the generalized force 

vector. To eliminate the Lagrangian coefficients from the 

Equation of motion, the null-space of the matrix A was 

obtained from the following definition [30]: 
 

(15) 

{
 
 

 
 
𝐴𝑆 = 0,              

𝑣⃗ = [𝑠̇1; 𝑠̇2; 𝑠̇3],

𝑞̇⃗ = 𝑆𝑣⃗,              

𝑞̈⃗ = 𝑆̇𝑣⃗ + 𝑆𝑣̇⃗.   

 

 

Where, S is the null-space matrix. Multiplying ST from 

the left in Equation (14) and placing the derivatives q of 

Equation 15 will give: 

 

(16) 
𝑆𝑇𝑀𝑆𝑣̇⃗ + 𝑆𝑇𝑀𝑆̇𝑣⃗ + 𝑆𝑇𝐶𝑆𝑣⃗ − 𝑆𝑇𝐺

= 𝑆𝑇𝑄 

 

Where, 𝑆𝑇𝑄 = 𝐹⃗ = [𝐹1; 𝐹2; 𝐹3]. To calculate the 

derivative of the null-space matrix, we can write: 

 

(17) {
𝐴𝑆 = 0 → 𝐴̇𝑆 + 𝐴𝑆̇ = 0 → 𝑆̇ = −𝐴−1𝐴̇𝑆
𝐴−1 = 𝐴𝑇(𝐴𝐴𝑇)−1                                        

 

 

By selecting  𝑋⃗6×1 = [𝑆1, 𝑆2, 𝑆3, 𝑣
𝑇]T as the state space 

variables, the system state space form is equal to: 
 

(18) {
𝑋̇⃗ = [

𝑣⃗

𝑣̇⃗
] = [𝑣⃗

ℎ
] + [

[0]3×3
(𝑆𝑇𝑀𝑆)−1

] 𝐹⃗,         

ℎ = (𝑆𝑇𝑀𝑆)−1𝑆𝑇(𝐺 − 𝐶𝑆𝑣⃗ − 𝑀𝑆̇𝑣⃗).

 

4 CONTROLLER DESIGN 

Fuzzy controllers have acceptable efficiency and 

performance in controlling the movement of robots as 

well as performing special maneuvers. One way to design 

a fuzzy controller is to break down complex system 

behaviors into multiple movements within the robot. 

After designing a suitable control algorithm for each 

section, their corresponding actions can be combined. In 

this paper, the fuzzy controller is designed in such a way 

that it can track the desired path well by determining the 

appropriate control force and has good resistance to 

initial disturbances. This controller is designed according 

to the if-then rules in the following form: 
 

(19) is C  is B, then  is A and If 

 

The "and" and "or" operators are defined as follows: 
 

(20) 

 

𝜇𝐴∪𝐵 = 𝑚𝑎𝑥( 𝜇𝐴(𝑢), 𝜇𝐵(𝑢)) 
𝜇𝐴∩𝐵 = 𝑚𝑖𝑛( 𝜇𝐴(𝑢), 𝜇𝐵(𝑢)) 
𝜇𝐴∪𝐵 = 𝑚𝑎𝑥( 𝜇𝐴(𝑢), 𝜇𝐵(𝑢)) 
𝜇𝐴∩𝐵 = 𝑚𝑖𝑛( 𝜇𝐴(𝑢), 𝜇𝐵(𝑢)) 

In the proposed controller, Mamdani fuzzy inference 

system was used along with the defuzzification method 

of the centroid. In the first step, the fuzzy controller, after 

receiving the inputs, performs the fuzzification process, 

then combines the membership functions based on 

is is iu
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Mamdani inference using the fuzzy operator. In the next 

step, the values of the membership functions combine 

and the outputs are defuzzification. The input of the fuzzy 

system was selected as an error and its derivative of the 

desired value at a given time. The membership functions 

of these inputs were considered Gaussian functions. 

Position and velocity errors of the robot were selected as 

five functions [-2 -1 0 +1 +2], where the range of the 

changes between [-1 1]. This selection is a general case 

and a coefficient is assigned to the system error to change 

the velocity and position error range. For the output of the 

fuzzy system, which is the same control force required 

for the robot to move in the path, according to the 

Mamdani method, the membership functions of these 

outputs were considered Gaussian functions. Finally, a 

representation of the fuzzy system inputs and outputs is 

shown in “Fig. 4”.  

 

 
Fig. 4 Input and output membership functions of the 

Mamdani fuzzy system. 

 

A set of fuzzy rules was chosen to extract the appropriate 

control force in “Table 2”. 

5 SIMULATION RESULTS 

In this research, after the kinematic and dynamic 

modelling of the 3PRR rehabilitation robot, a designed 

controller was applied to the dynamic model. For this 

purpose, Equation (18) was used as the system. The 

values in Table 3 were used for simulation. 

 
Table 2 Fuzzy Rules 

 

Number Fuzzy rules   

1 

If "e" 

is 

-2 

and "de" 

is 

 

-2 

then "u" 

is 

+4 

2 -2 -1 +3 

3 -2 0 +2 

4 -2 +1 +1 

5 -2 +2 0 

6 -1 -2 +3 

7 -1 -1 +2 

8 -1 0 +1 

9 -1 +1 0 

10 -1 +2 -1 

11 0 -2 +2 

12 0 -1 +1 

13 0 0 0 

14 0 +1 -1 

15 0 +2 -2 

16 +1 -2 +1 

17 +1 -1 0 

18 +1 0 -1 

19 +1 +1 -2 

20 +1 +2 -3 

21 +2 -2 0 

22 +2 -1 -1 

23 +2 0 -2 

24 +2 +1 -3 

25 +2 +2 -4 

 
Table 3 Value of robot parameters 

Parameter symbol Unit value 

Jacks’ course a (m) 0.8 

Radius of the moving platform b (m) 0.2 

Length of the links l (m) 0.5 

Mass of the moving platform M (kg) 1 

Mass of the links m (kg) 0.1 

Gravitational acceleration g (m/s2) 9.8 

 

Due to the nature of the robot rehabilitation, the angle of 

the end-effector (𝜑) around the x-axis was considered as 

a sine wave with an amplitude of 20 degrees (0.35 rad). 

During this movement, the other angles of the end-

effector should remain zero. Also, the motion of the end-

effector in the directions x and z should be constant and 

zero. Such a move is desirable and will meet all 

rehabilitation needs. According to the expressed 

movement needs, and considering the inverse kinematic 

simulation, the movement path of the robot sliders is 

considered as follows, and was used to simulate the 

performance of the fuzzy controller in the tracking 

operation. 
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(21) {

𝑠1 = −0.05 − 0.42𝑠𝑖𝑛(𝑡)
𝑠2 = 0.6 − 0.42𝑠𝑖𝑛(𝑡)

𝑠3 = −0.3 + 0.42𝑠𝑖𝑛(𝑡)
 

 

To bring the control scenario as close as possible to the 

real state, an external force of 20 N was applied to the 

end-effector in the opposite direction of the y-axis. This 

force can be equated to the condition in which an 80 N-

weight patient enters the robot during a rehabilitation 

operation (half of the patient's weight will be borne by the 

harness system). The control force was determined using 

a fuzzy system designed and applying the existing rules 

in “Table 2” to the position and velocity error of the 

intended path and is applied to the robot prismatic 

actuators. The position and velocity of these actuators are 

shown in “Fig. 5”. 

 

 
Fig. 5 Position and velocity of prismatic joints. desired 

path (d), the path taken by the controller (a). 

 

As shown in the figure above, the fuzzy controller has 

been able to track the path required for rehabilitation and 

has followed it well. The application of an external force 

initially causes a small error in the position of the 

prismatic actuators, but fuzzy control has corrected this 

error by applying appropriate oscillations to the velocity 

of the sliders. The control forces applied to each prismatic 

actuator are shown in “Fig. 6”. 

As it turns out, the control force is applied uniformly and 

smoothly, and is well able to handle external loads 

(patient weight). The smoothness of the applied control 

force indicates the capability of the implemented 

controller. In addition, the minimum-maximum control 

force is obtained smoothly and the direction of force is 

gently sloping. This is very important in the use of control 

instruments and prevents possible breakdowns in the 

drive motors. 

 

 
Fig. 6 Control forces, applied by a fuzzy controller. 

6 CONCLUSIONS 

In this study, kinematic and dynamic analysis of the 

3PRR rehabilitation robot was performed and robot 

Equations of motions were obtained by the Lagrange 

method. Finally, robot control in tracking operations was 

performed without using system dynamic Equations and 

only using fuzzy logic. For this purpose, a fuzzy 

controller was designed based on Mamdani's inference. 

Using the obtained model and the controller designed for 

this parallel rehabilitation robot, the required path for 

rehabilitation of the patient's ankle in the presence of 

external force (patient weight) was well-traveled. During 

this operation, the tracking error is less than 3% and the 

applied control force has good smoothness and a gentle 

slope. 
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Abstract: The mesh generation process as a time-consuming and computational 

effort in the numerical methods always has been paid attention to by researchers to 

provide more accurate and fast methods. In this study, an accurate, fast, and user-

friendly method of mesh generation has been developed by combining the image 

processing method with Computational Fluid Dynamics (CFD). For this purpose, a 

turbulent flow around a single square as a bluff body is simulated by homemade 

code using MATLAB software as a test case to illustrate the mentioned method. The 

conservative Equations have been discretized using the finite volume method based 

on the Power-la scheme. Utilizing useful filters on the imported gray-scale digital 

image provides edge detection of the obstacle in the computational domain. After 

the edge detection step, an orthogonal, structured, and staggered mesh is generated.  

Keywords: CFD, Image Processing, Modelling, Turbulent Flow 

Biographical notes: Bahador Abolpour received his PhD in Chemical 
Engineering from the University of Shahid Bahonar, Kerman in 2013. He is 
currently an Associate Professor at the Department of Chemical Engineering, Sirjan 
University of Technology, Kerman Iran. His current research interest includes CFD 
simulation of turbulent flows, heat and mass transfer, optimization algorithms, and 
image processing method-based mesh generation. Rahim Shamsoddini is an 
Associate Professor at the Department of Mechanical Engineering, Sirjan University 
of Technology, Kerman, Iran. He received his PhD in Mechanical Engineering from 
Yazd University, Yazd, Iran in 2014. His current research focuses on fluid 
mechanics, SPH, and CFD-based modelling of fluid behaviors.  

 

https://creativecommons.org/licenses/by/4.0/
mailto:bahadorabolpor1364@gmail.ac.ir


Int.  J.   Advanced Design and Manufacturing Technology             114 

  

 

 

1 INTRODUCTION 

The numerical and experimental investigation of the 

physical phenomena in order to simulate fluid flows in 

nature and industry have always been researchers' and 

scientists' interests [1-5], [15], [17], [28], [30]. The 

experimental approach is a straightforward method of 

observing physical phenomena and the used sensor's 

accuracy is a crucial challenge in this method. With the 

comprehensive development of computing software, the 

numerical method become a more efficient and useful 

method for simulating and obtaining accurate results. 

Dividing the computational domain into finite cells 

(named meshes) or elements, is essential for numerical 

studies and always is a challenging step for researchers 

to produce suitable mesh configurations and reduce the 

time and cost of generation. Using the image processing 

method as a straightforward and efficient method for 

determining the computational field geometry and 

generating mesh by an imported digital image can 

reduce the time and cost of computation noticeably. 

Nowadays, with the widespread use of smartphones, 

digital cameras, and the Internet, utilizing digital images 

is more user-friendly.  

Hale [16] developed an algorithm to minimize the 

potential energy by combining a digital image with a 

structure of ordered points, which are called atoms. This 

method computed atom coordinates and distances, and a 

suitable mesh grid was generated to obtain further 

computations, like flow simulation. Kocharoen et al. 

[21] investigated a method for generating a mesh 

structure of image representation. An elimination 

scheme was used to remove nonessential nodes. 

Cuadros-Vargas et al. [10] presented I-mesh's algorithm, 

which automatically produced mesh from digital 

images. This method could recognize different regions 

and boundaries. Barber et al. [6] developed a method for 

generating a mesh from a medical image based on 

volumetric registration. Fang and Boas [12] used a three-

dimensional mesh generation software that contained 

several free mesh processing. It generated a quality 

tetrahedral or triangular mesh in three and two 

dimensions. Wang et al. [33] developed a new way of 

converting digital images into grids. Lassoued et al. [22] 

presented a valuable method to convert low-quality 

digital images into mesh grids for the fluid flow field. 

After generating mesh grids, the Navier-Stokes 

Equations were solved by a direct numerical scheme 

without any turbulent consumption. Bonabi and Hemati 

[36] provide a procedure (ruled, skinning, and global 

approximation) in order to model bone surface by 

extracting points from the segmentation of different 

regions of CT scan digital images. Their results showed 

that 99.74% of obtained points by their developed 

methods have a maximum difference of 0.25 to 0.75mm 

from the benchmark data and acceptable accuracy for 

medical usage. Vini and Daneshmand [37] investigated 

the asymmetric roll bonding process to obtain Al/Cu 

bimetallic laminates. The deformation of samples has 

been simulated using the finite element method. 

Additionally, scanning electron microscopy has been 

used for peeling tests of the surface.  

The aim of the present study is to develop image 

processing-based mesh generation for computational 

fluid dynamics methods. The simultaneous simulations 

of turbulent flow and image processing in a single 

developed code have not been seen in previous works. 

For this purpose, a turbulent fluid flow around a single 

square obstacle is simulated. This work's innovation is 

related to developing a new mesh generation process and 

solving the turbulent flow field Equations by a 

developed homemade code simultaneously utilizing 

MATLAB software. Additionally, the presented method 

can be used for optimum shape design. A merge of 

simulation steps and matrix operations in the present 

code helps us to combine the computational operations 

and subsequently increase the calculation time and cost. 

The developed code automatically detects boundaries by 

processing the pixels of digital images. After generating 

the mesh, the Equations of continuity, momentum, and 

turbulence are solved numerically using the finite 

volume method. A progressed version of this code can 

be used in multi-task applications in different industry 

branches such as shape optimization of the bluff body to 

drag reduction and increase the lift force. 

2 METHODOLOGIES 

2.1. Principles  

Fluid flow produces different aerodynamic forces when 

it passes over any object due to pressure gradient and 

fluid viscosity distribution. The flow field's square 

obstacle is case study research in CFD. Due to the sharp 

square corners, the passing fluid flow has been 

separated, and vortices are generated downstream. Also, 

by increasing the fluid's velocity (i.e., increasing 

Reynolds number), a turbulence flow appears. To 

simulate the numerical method's flow and solve the 

governing Equations, we need to divide the 

computational field into small cells. 

 

2.2. Image Processing Procedure 

Figure 1 illustrates a two-dimensional imported 

grayscale digital image of a square in JPEG format. Each 

pixel of this image has been examined by image 

processing. Two filters have been imposed in this 

method, contrast and brightness filters, which have been 

used to remove all imported image noises. Each color 

has a specific code for recognition in the image 

processing method. The arrangement of color codes 

differs from 0 to 255 for this grayscale image. A third 
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filter has been used to eliminate color tones and sort 

them into black and white categories. The color tone 

upper than 200 is referred to as white, and lower than 

200 is referred to as black. This range of filtered colors 

has been converted to the corresponding numeric values 

0 and 1, similar to those of black and white. 

 

 
Fig. 1 Imported gray scale digital JPEG format image of 

domain and obstacle with related geometries.  

 

The edge detection process detects each edge of the 

given square individually. Considering one of the 

obstacle nodes (with a 0 value for its I, J label, as a black 

pixel), it's left, right, upper, and bottom neighbour nodes 

indicate the type of this node of the body. If the pixel 

value of I+1, J node be equal to 1, the I, J node is a right-

side edge of the body. Other side edges and corners of 

this body can be detected using a similar procedure. 

Seeing the side of the bluff body edges is a crucial step 

in order to calculate surface tension on each node of the 

body walls. The developed code solved the governing 

Equations based on the finite volume method by 

considering the appropriate turbulence model and 

performing the matrix form calculations after creating 

grid mesh. [34-35]. 

 

 
Fig. 2 The classification of turbulence models based on 

solution types. 
 

2.3. Governing Equations 

The classification of turbulence models based on 

solution types has been illustrated in “Fig. 2”. One of the 

most common turbulent models for solving the turbulent 

flow field is the k-ε model, which exists in Reynolds 

averaged group. This model includes two different 

transport Equations (i.e. k as turbulent kinetic energy and 

ε as turbulent dissipation) to illustrate the flow's 

turbulent properties. 

The steady-state governing Equations have been 

illustrated as follows according to Einstein's notation, 

which has been solved concurrently [2]: 
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In order to solve governing Equations, Boussinesq 

approximation has been used as following [2]: 
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2.4. The Chien's Model for Low Reynolds k-ε Model 
Chien's low Reynolds k-ε model is a suitable turbulent 

model for solving this turbulent flow field [26]. This 

model has accurate and highly acceptable numerical 

properties. The dissipation rate has been split into two-

part, isotropic and anisotropic parts. In the dissipation 

rate transport Equation, the ε term has been considered 

isotropic. For the anisotropy part, an expression for 

dissipation rate close to the wall boundary condition has 

been achieved, which has been added to the dissipation 

rate appearing in the k transport Equation [9], [29]. Low 

Reynolds k-ε model can be written in a general form 

like: 
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The steady-state distributions of k and ε have been 

presented by Launder and Spalding based on the k-ε 

turbulent as follows: 
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The production term 
kP  in both of these Equations has 

been calculated as 2

k
P C S


 , where 
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. Franke and Rodi [14] 

explained the standard k-ε turbulent model in through 

with false calculation for turbulent kinetic energy 

production in the stagnant region. Kato and Launder et 

al. [20], [23] introduced a modified form of the standard 

k-ε turbulent model by replacing the strain stress term 

(S) with a vorticity term 

(

2
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x x
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  

 

 
 
 

) in the production term of 

kinetic energy in the governing Equation 

(
k

P C S

  ). 

For the first time, the concept of eddy viscosity was 

introduced by Boussinesq in 1877. In this concept, the 

turbulence stresses are related to mean flow to represent 

the governing Equations [8]. Eddy viscosity was referred 

to the flow as a function, not to the fluid. For turbulence 

flow, this function started to amplify. The behaviour of 

eddy viscosity depends on the existence of eddies; for 

example, it has been investigated that in the convective 

mixed layer, the behaviour of eddy viscosity is weaker 

[23]. It has been considered that each component of 

velocity variables includes two terms of stable and 

fluctuated parts (i.e. u u u    and v v v   ). By 

substituting velocity component into momentum 

Equations, applying Reynolds averaging rules, and 

simplifying for a steady and incompressible flow gives: 
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. It is worth noting 

that calculating the momentum Equation in laminar 

flow, 
iuS  which has been omitted in Equation (10), P̂  

will be equal to P and 
eff  equal to   without 

considering the turbulent term in the Equation 
iuS .  

The boundary conditions for the computational field 

have been demonstrated in “Fig. 3”. At the inlet, 

constant variables have been concerned, and at the 

outlet, the gradient of variables along the x-axis has been 

neglected. The written code sets velocity components 

equal to zero behind the square. This code detects the 

inserted square downstream in the flow field as a bluff 

body. It sets all velocity components along with 

downstream-direction equal to zero at the first 

calculative iteration. This trick decreases the calculation 

time and increases the convergence chance of this 

numerical method. The inlet velocity has been chosen 

based on Lyn et al. study [24].  

 

 

Fig. 3   Boundary condition of computation field at inlet, 

outlet and at the edge of bluff body. 

The inlet turbulent kinetic energy ( 2

0 0

3
( )

2
u

k T u ) was 

calculated from the Equation of the isotropic turbulence, 

and Kolmogorov expression has been used for 

https://en.wikipedia.org/wiki/Joseph_Valentin_Boussinesq
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dissipation term (
0

1.5

0

k
C

L




  ), which was extracted 

from the eddy-viscosity relation [33]. 

3 NUMERICAL SOLUTIONS 

Generating mesh grids for the computation field in order 

to calculate the governing Equation in each cell is the 

main task in our work. The written code processes 

imported digital images, and after detecting edges, mesh 

grids based on the staggered grid have been generated. 

P, k and ɛ  have been stored at nodal points (I, J labelled 

points) as a scalar quantity and vector variables (u and 

v) have been stored at cell faces, which u-velocity has 

been stored at i, J point and v-velocity have been stored 

at I,j point. The schematic of produced mesh grids from 

image processing by our code based on staggered grid 

mesh has been shown in “Fig. 4”. In this Figure, filled 

circles illustrate edges of the body, and circled dots are 

nodal points of grid mesh in which scaler quantities (i.e. 

P, k, and ɛ ) have been calculated. Extrapolation is 

necessary for calculating any variables at nodes near 

boundaries. The artificial symmetrical nodes, outside of 

the computational domain, have been shown in “Fig. 4”. 

 

 
Fig. 4 Generated cell nodes based on stagger grid and 

illustration of produced symmetrical nodes for extrapolation 

of calculated variables at the boundary. 
 

Computational fluid dynamics as a powerful computer-

aided tool enables us to numerically solve governing 

Equations of fluid in a computational field's discrete 

space, called a cell, and simulate fluid properties. This 

simulation has been performed on the flow field, inside 

or around the modelled object. CFD provides virtual 

laboratory space and simulates all physical phenomena. 

With the considerable advancement of computer 

processing devices, very high-quality rendering can be 

seen. Our numerical method in CFD is based on the 

finite volume method, in which the integrals of the 

governing conservation Equations are discretized. The 

Finite Volume Method (FVM) is extensively used in 

fluid field calculations in addition to the finite difference 

and finite element methods. Numerous reasons, such as 

simple understanding and ease of use in structured and 

unstructured grids, have made this method very 

comprehensive. After converting the computational 

field into a set of small cells, each parameter's average 

value in the center of the cell has been considered, which 

is the main difference between the finite volume method 

and other methods. One of this method's essential 

features is that the main Equations of mass, momentum, 

and energy, after discretization, will be calculated in 

each cell, the conservation is satisfied automatically 

[19]. 

In this work, the governing Equation has been 

discretized based on the Power-law differencing scheme 

of Patankar. This scheme was developed based on the 

analytical solution of the convection-diffusion Equation. 

The Power-law scheme is useful to remove false 

diffusion error. This scheme is more accurate than the 

Hybrid scheme and has sufficient control over the Peclet 

number of cells. If cell Pe number be more than 10, the 

diffusion term will set to zero [31]. To overcome the 

checkerboard problem of pressure field and coupling of 

the pressure-velocity field, a staggered grid and SIMPLE 

(Semi-Implicit Method for Pressure Linked Equations) 

algorithm have been utilized. The decoupling between 

velocity and pressure field, named odd-even decoupling, 

is a discretization error in collocated grids and causes 

checkerboard patterns for pressure. One of the simplest 

ways to avoid this issue is utilizing the staggered grid. 

The staggered grid's main idea is to evaluate scalar 

variables (pressure, density, temperature, etc.) at nodal 

and velocity components evaluated on staggered grids 

centered on the cell faces. The mesh arrangement for 

two-dimensional flow has been shown in “Fig. 5”. 

  

 
Fig. 5 Staggered grid arrangement for calculating scalar 

and vector variables. 

https://en.wikipedia.org/wiki/Convection_diffusion_equation
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The pressure as a scalar variable has been stored at the 

nodes, but velocities have been evaluated on the grid 

nodes' cell faces. Horizontal faces store u velocity, and 

verticals store v components of velocity, whereas in a 

collocated grid, all variables of the flow field have been 

stored at the cell center. The staggered grid's most 

common usage is compressible or incompressible flow 

in a structured grid. The staggered grid produces a 

numerical error on an unstructured mesh grid with 

skewness [31]. 

The numerical solution approach in CFD produces 

numerical errors that cause oscillations in solution, and 

consequently, written code has diverged. Some 

multiplied factors have been presented as a relaxation 

factor to converge solution and increase stability, which 

plays a crucial role in stable condition. The value upper 

than one is called the over-relaxation factor, and lower 

than 1 is the under-relaxation factor. All variables have 

been corrected in any cell of mesh for each iteration in 

SIMPLE family algorithms. The correction procedure 

for pressure has been obtained by adding guessed 

pressure field with correction as 
*new

P P P    which 

star represents guessed value and prime illustrates 

correction. The under-relaxation factor, which has been 

implemented in these relations, has been written 
*new

p
P P P   . This Equation 

p  is under 

relaxation factor for pressure, and its values vary from 0 

to 1. If 1P   has been selected, guessed pressure filed 

corrected by correction value, and if 0P   will be 

selected no correction applied to the pressure field. Also, 

for other variables, under relaxation factor has been 

introduced as 
( 1)

(1 )
new n

 
    


   , where   has 

been replaced instead of velocity components (u, v), The 

turbulent kinetic energy (k), and dissipation term (ɛ ).   

is corrected value of any variables in computation field 

and 
( 1)n 

 demonstrates the obtained value of   in the 

previous iteration. The selected values for the under-

relaxation factor have been shown in “Table 1”. The 

default under relaxation parameters of Ansys-Fluent 

software [13] has been chosen for this simulation. 

Maximum 50000 iterations and minimum 10-6 accuracy 

have been considered for acceptable convergence of the 

calculated variables (i.e. u, v, P, k, and ɛ ). 

 
Table 1 Relaxation factor values for fluid flow parameters of 

domain. 

u 

velocity  

v 

velocity  
Pressure  

Turbulent 

kinetic 

energy  

Dissipation 

term 

= 0.5uα αv= 0.5 𝛼𝑝 = 0.5 𝛼𝑘 = 0.5 𝛼𝜖 = 0.5 

4 RESULTS AND DISCUSSION 

The predictions of the developed model have been 

verified using the experimental data of Lyn et al. [24], 

Durao et al. [11], and McKillop and Durst [25]. The 

calculated velocity components of u and v are the 

algebraic additions of the steady and perturbed velocity 

terms (i.e. u u u  and v v v  ).  In the used 

experimental data, perturbed ( u and v ) and steady 

velocity components ( u and v ) have been calculated 

separately. But in our mathematical solution, the values 

of velocity (u and v) have been calculated directly. 

Therefore, the calculated velocity values should be in the 

ranges of u u u u u     and v v v v v    
. Figures 6 and 7 demonstrate the velocity component of 

u and v, respectively, along the x-axis and compared 

with experimental data [11], [24-25].  

 

 

Fig. 6 u-velocity component along x-axis compared with 

experimental data and grid study results for different dpc 

values. 
 

Figures 8 and 9 show u and v velocity profiles along the 

y-axis, similarly. Figures 6 to 9 also contain the grid 

study results based on dpc (dot per centimeter unit) 

which were chosen among 0.5 to 3.5 dpc. The obtained 

results for the 3 dpc resolution are similar to the results 

of the 3.5 dpc simulation. Attending to the 3 dpc 

simulations' lower calculation cost, this resolution is 

suitable for this simulation. 

Figure 10 shows the calculated streamlines of this 

turbulent fluid flow around the square obstacle. The 

arrows illustrate the flow direction. The generated 

vortexes behind the bluff body have been observed in the 

coordinated field. 
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Fig. 7 v-velocity component along x-axis compared with 

experimental data and grid study results for different dpc 

values. 
 

 

 
Fig. 8 u-velocity component along y-axis compared with 

experimental data and grid study results for different dpc 

values. 

 

Figure 11 demonstrates the contour of the pressure field 

and velocity vectors. The higher values of pressure 

contours in the square body's front show the stagnation 

point. The velocity got closer to zero value in this zone, 

and pressure reached maximum value. In the behind of 

the square, generated vortexes reduce pressure, and 

circulation zones have been developed. Arrows have 

presented the velocity vectors and their values in the 

flow field, especially in circulation zones. 
 

 

 

 
Fig. 9 v-velocity component along y-axis compared with 

experimental data and grid study results for different dpc 

values. 
 

 

 
Fig. 10 Streamlines around obstacle as a bluff body. 

 

The variation of kinetic energy and dissipation rate 

values have been illustrated in “Fig. 12”. In “Fig. 12(a)”, 

the contour of k has been shown. In the front of the 

square obstacle, the maximum value of k has been 

reached, but in circulation zones, this value has been 

decreased, sharply. The variation of kinetic energy value 

in circulation zones is significant too. In “Fig. 12(b)”, 

the dissipation rate contour has been demonstrated. The 

lowest value of ε has been found in the front of the 

square obstacle, in the region, velocity values are closer 

to zero and in the downstream of the flow field. In 

circulation zones, the dissipation rate has been increased 

smoothly.  
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Fig. 11 Pressure contour and velocity vectors around square 

body. 
 

 
(a) 

 

 
(b) 

Fig. 12  (a): Kinetic energy contour plot around obstacle, 

and (b): dissipation rate contour plot. 

Figure 13 shows the ratio of eff



. Physically

1
eff




 explains this fact that the turbulence does not 

affect viscosity, and the flow field's viscosity is equal to 

the viscosity of the fluid. The higher value of the 

turbulence effect on the viscosity of flow demonstrates 

the strength of the turbulence effect. The variation of 

viscosity in the flow field's circulation zones has been 

obtained from this Figure. 

 

 
Fig. 13 The contour plot of effective viscosity and fluid 

viscosity rate. 
 

 
Fig. 14   Shear stress value near the wall of obstacle. 

Negative values refer to direction of velocity gradient on the 

wall. 
 

The contour of wall shear stress ( )w  on the square 

body's boundary edges has been shown in “Fig. 14”, 

which is vital for calculating skin friction drag in 
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aerodynamics [18]. The variation of shear stress of the 

wall perpendicular to the boundary layer due to the 

velocity gradient along the y-axis has been calculated. 

The positive and negative values of w  are related to the 

direction of coordinates. 

5 CONCLUSIONS 

The main novelty of the present work was to provide 

simple, fast and accurate way to generate mesh 

generation procedure by combining computational fluid 

dynamics with image processing method for simulating 

the turbulent flow around any bluff bodies. 

Consequently, the developed homemade code utilized 

the image processing method to detect square obstacle 

edges as a bluff body in order to generate orthogonal, 

structured, and staggered mesh for the computational 

domain. The presented methos in this study, reduces the 

cost of calculation considerably due to the processing of 

imported images, generating meshes, and solving 

governing Equations were done automatically and 

simultaneously.  

The modified Low-Reynolds Chien's model based on the 

k-ɛ  turbulent model was used to simulate turbulent flow 

around a single square. The pressure and velocity field 

has been coupled by segregated mesh and power-law 

scheme. The governing Equations were discretized 

based on the finite volume approach. The brightness and 

contrast as an effective filter were considered to decrease 

the imported digital image noises. The results were 

verified with previous of the experimental works. The 

good agreement was seen. The shear stress over walls 

was calculated due to the viscosity effect and boundary 

layer effect. The velocity gradient perpendicular to each 

wall was estimated, for calculating skin friction drag. 

The shape optimization of bluff bodies is an ability of 

the current method that can be considered as future 

outlook.  
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1 INTRODUCTION 

Additive Manufacturing is a term for a class of 

manufacturing techniques that use the process of layer-

by-layer manufacturing using computer-aided design 

[1]. A wide range of raw materials, such as polymeric 

materials with low melting temperatures to metals and 

ceramics with high melting point with different forms of 

liquid, powder and wire are used in these processes [2]. 

Nowadays, research in the field of additive 

manufacturing is no longer focused on the production of 

polymer prototypes and the aim of developing these 

techniques is to produce functional metal parts with 

complex shapes, which cannot be easily produced by 

conventional methods that have applications in the field 

of aerospace, automobiles, fast tools and medicine [3]. 

The additive manufacturing process for the 

manufacturing of metal parts is divided into two 

categories: direct and indirect processes [4].  

Direct processes include selective laser sintering, 

selective laser melting, laser metal deposition, electron 

beam melting and Binder Jetting [5-9]. The base 

material of most of these processes is based on powder 

and the energy required to melt the powder is supplied 

through laser beam or electron beam, which is both time-

based and very costly. One of the new indirect processes 

in the manufacture of metal parts is Fused Deposition 

Melting and Sintering (FDMS).  

This process is one of the most cost-effective additive 

manufacturing processes due to the low cost of 

equipment, easy operation and low cost of raw materials 

[10]. This process has four stages of compounding of 

raw material, printing the desired shape (green part), 

debinding and sintering [11-17]. The process of printing 

the part in this process is the same as fused Deposition 

Modelling Process (FDM), except that in the FDM 

process, flexible filaments with fixed diameter are 

always used, while, the FDMS feedstock contains high 

percentage of powder that increases the viscosity of the 

melt and makes it brittle [18-21].  

Therefore, the design of the extruder in FDMS system is 

made custom for the selected feedstock. Rheology of 

raw material is the most important parameter for this 

reason [22]. Till date, few studies have been conducted 

on development of raw material of the FDMS process, 

but due to the great similarity between this material and 

the raw material in MIM process, same feedstock can be 

used with a little change in the percentage of its 

components [23].  

One of the most widely used binding systems in MIM is 

based on polypropylene and paraffin wax-based. For 

example, a combination of polypropylene, paraffin wax, 

carnauba wax and stearic acid has been successfully 

applied as a binder system to produce porous micron 

parts made of austenitic stainless steel using steel 

powder [24]. In addition, various types of adhesive 

systems such as polypropylene base, wax base and 

ethylene vinyl acetate (EVA) base were used for metal 

injection molding of parts made of L316 stainless steel 

with nano meter dimensions [25].  

In recant years, few researches have been conducted on 

the rheology of two-phase material (containing metal 

powder and polymeric system) used for FDMS process 

[26-30]. In this study, the 4605-steel feedstock has been 

optimized for the FDMS process and an optimized screw 

has been designed for extrusion of the selected 

feedstock. Moreover, previous works have not simulated 

an extrusion to melt this feed stock and compress them 

to satisfy the purpose of AM. Therefore, CFD approach 

was applied to investigate various variables such as 

diameter and compression zone length of extruder. 

2 METHOD 

In this research, first, the raw material feed is selected 

that contains binder constituents and optimum 

percentage of 4605 metal powder and in the next step, 

the screw of the extruder of the printer is designed on the 

bases of rheological properties. 

2.1. Feedstock Preparation 

The raw materials used in the FDMS process are a 

combination of metal powder and adhesive system, 

called feedstock. This material should be injectable in 

the first step so that it can be injected with the help of 

extruder and then it should have the highest allowable 

powder volume so that the final piece has the lowest 

porosity and the highest mechanical properties. There 

are many parameters including the size, shape and 

percentage of metal powder as well as polymer 

components and their percentage that influences the 

final properties of the product in this process.  

In this research, AISI 4605 low alloy steel powder 

(Jiangxi Yuean Superfine Metal Co., Ltd., China) 

produced by gas atomizing method has been produced. 

“Table 1” shows the chemical composition, cumulation 

density, D-Value values as well as distribution slope 

parameter (Sw) of the powder used. The slope parameter 

of the distribution, which indicates the slope of the 

powder grain size distribution and indeed the slope of 

the normal logarithmic cumulative distribution curve, is 

measured by “Eq. (1)” [22]:  

 

𝑠𝑤 =
2/56

𝑙𝑜𝑔(
𝑑90

𝑑10
)
                              (1) 
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Table 1 The specifications of AISI 4605 steel powder in this research 

Apparent Density 

)3g/cm( 

Slope Parameter 

Distribution (Sw) 

Particle Size Distribution 

(µm) 
Chemical Composition (Wt%) 

 10D 50D 90D Fe C Ni Mo Si 

2.6 4.53 1.97 3.92 7.23 Bal. 0.42 2.15 0.49 0.1 

One of the important features of the powder used in the 

process is the widespread distribution of powder grains 

of different sizes, leading to high density in the final piece 

and the use of less adhesive system during the process. 

From the point of view of particle size distribution, the 

powder suitable for the injection process should have a 

distribution slope value greater than 2 and consequently 

the particle size distribution should be wide. Under these 

conditions, higher compression density is achievable and 

less adhesive system is required for raw material 

preparation. On the other hand, powders with high sw 

values (more than 7) with very narrow size distributions 

are not suitable for the injection process [31]. According 

to Equation (1), the distribution slope for the powder used 

in this study is 4.53. Therefore, the powder used has an 

acceptable distribution slope which makes it suitable for 

use in the injection process from the nozzle with the aim 

of increasing the compression density of the powder and 

consequently the density of the sintered piece. Also, to 

help with the sintering, the use of powder particles with 

sizes between 0.1 and 20 microns and spherical shape is 

suitable [32], in which spherical powder with an average 

of particles less than 10 microns has been used. 

Polypropylene has also been used as a backbone polymer. 

This polymer, which performs the task of maintaining the 

shape of the piece during the adhesion process and before 

sintering, has been used in many researches as a suitable 

material as backbone polymer [33]. In the following, 

paraffin wax and carnauba wax have been used as surface 

activators in order to create a bond between adhesive 

system and powder grains. These materials increase the 

stability of powder grains due to shear stress during the 

mixing process. Also, carnauba wax, due to its extensive 

decomposition temperature, helps to preserve the shape 

of the piece at the time of boiling spit to the backbone 

polymer [33]. Stearic acid has also been added to the 

adhesive system as a lubricant and terrier to improve 

flowability and lubrication [33-34]. This compound is 

similar to the study of S.Ahn [35] and Lin [36], which has 

55 wt.% paraffin wax, 25 wt.% polypropylene, 15 wt.% 

carnaoba wax and 5 wt.% staric acid as the binder system. 

As mentioned above, one of the most important 

parameters in feedstock is the percentage of metal 

powder, the high percentage of which increases the 

properties of the final piece and at the same time 

increases the viscosity that makes the extruding work of 

the material difficult and therefore should be optimized. 

One of the methods for calculating the optimum amount 

of powder is to calculate the critical volume 

concentration of powder or CPVC, which is determined 

by calculating the maximum torque during the mixing of 

the binder and powder system [37]. In this study, the 

amount of torque in terms of time for mixing feedstock 

in different weight percentages of powder in the range of 

87-95 wt.% was investigated and the critical volume 

concentration of the powder was calculated.  

In order to prepare the adhesive system and perform the 

mixing of raw materials, HAAKE Rheomix PolyLab QC 

Lab Mix equipped with a pair of Z-shaped blades has 

been used. The mixing temperature is selected based on 

the maximum melting temperature of the adhesive 

system components (polypropylene), 190°C. According 

to similar researches [38]. mixing speed of 75 rpm and 

mixing time of 20 minutes were considered. After the 

mixing process, the mixture was cooled to room 

temperature and turned into granules.  

2.2. Evaluation of Feed Properties of Raw Material 

Produced 

In order to simulate the rheology of the material and 

design the nozzle of the printing machine, the feed 

parameters of the raw material are required. For this 

purpose, rheological properties of prepared feeds have 

been calculated using torque flow and rheological tests to 

determine the appropriate amount of adhesive system 

components. 

3 DESIGNS OF FDMS NOZZLE 

In order to study the relations governing the internal flow 

geometry of the FDMS nozzle (extruder) by considering 

the raw material feed rheology (melt flow index and feed 

material viscosity index) and the screw cylinders, 

computational fluid dynamics (CFD) using input 

parameters was given to the simulation software and 

finally, using the input parameters of the extruder nozzle 

(D) and the length of the compression zone (L2), the 

output flow rate of the raw material and the torque were 

calculated to determine the power of the screw actuation 

motor. The work is done. 

The length of the compression zone (L2) is very 

important considering the compression ratio (ε). In a 

similar study, the length of this area is less than one third 

of screw [20]. Also, one of the most important parameters 

for designing the extruder of the FDMS device is 

determining the output diameter of the extruder nozzle 

(D), which has an important effect on the resolution of 

the printed sample. In the present study, the effects of 
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compaction zone lengths (L2) and different output 

diameters (D) on the feedstock melting process, screw 

pressure distribution, velocity distribution at output, 

torque required for screw rotation and average output 

flow were investigated. 

In this research, a 25 mm diameter screw with a rotational 

speed of R =15 rpm and a cylinder with a fixed length of 

L =300mm were used in which a solid feedstock with 

ambient temperature (25 °C) enters the cylinder funnel. 

Feedstock extrusion temperature of 190 °C similar to 

previous researches [35-36] are fixed parameters in the 

simulation. The space between the screw and the cylinder 

is meshed by the snapy Hex-Mesh tool in Open-FOAM 

software, for which a three-dimensional unstructured 

mesh with 856,251 pieces is used. 

To solve the phenomenon of melting and compaction of 

feedstock, the rho-Pimple-Foam solvent in Open-FOAM 

software is used to solve the flow in three-dimensional 

compressibility. The Equations of continuity, momentum 

and governing energy in the solvent are used according 

to Equations (2) to (7) [37]: 

 
dρ/dt+∇.(ρV)=0                                                              (2) 

 
D(ρV)/Dt=∇.σ                                                               (3) 

 
σ=-pI+τ=-pI+μ[(∇.V)+(∇.V)^T ]-2μ/3 (∇.V)I              (4) 

 
D(ρe)/Dt+∇.(ρVV+pI)=∇.(k∇T)+μΦ                              (5) 

 
e=1/2 V^2+u                                                                    (6) 

 
Φ=τ:∇V                                                                           (7) 

 
Where, v, p, e, u and I represent the velocity, pressure, 

total energy, internal energy and matrix vectors, 

respectively. The parameters ρ, µ, and k also indicate 

density, viscosity, and heat transfer coefficient, 

respectively. In the momentum relation, the stress 

component (σ) consists of compressive, shear (τ) stresses 

and element volume changes. Also in the energy 

Equation, the effects of volume change and heat loss (Φ) 

due to viscosity are considered. Parameter (e) is also the 

sum of the kinetic and internal energy of the fluid. Shear 

stress on the extruder wall (τ), torque (T) and output flow 

(m ̇_o) are calculated using the following Equations: 

 

τ = μ
∂U

∂n
 on screw wall                                             (8) 

 
T = ∬ r τ dA dz                                                         (9) 

 
ṁo = ∫ ρUdA                                                         (10) 

 

In Eq. (9), r, τ, dA represent the cross-sectional area of 

the element, the shear stress on the element and the 

distance of the element from the center of the rotating 

axis, respectively. The boundary conditions used in the 

simulation include the following: 

 Boundary conditions at the aperture entrance: 

Material feed, or in other words, the inlet velocity is 

regulated by suction rotation and the inlet 

temperature of the material is assumed to be 

environmental 25℃. 

 Boundary conditions at the orifice output: 

The output speed and temperature are adjusted 

according to the screw speed and the feedstock melt 

temperature. 

 Cylinder inner wall boundary conditions: 

The velocity of the fluid inside the cylinder is a 

function of screw’s rotational speed. For this 

purpose, a rotating axis is provided for it. Its rotation 

speed is 15rpm and its temperature is 190℃. 

4 RESULTS 

4.1. CPVC 

Torque values versus the time for feed mixing for 

different weight percentages of powder (87-95 wt.%) are 

shown in “Fig. 1a”. As can be seen in the figure, the 

average torque values increase linearly with increasing 

weight percentage of powder till 92 wt.%. This increase 

continues until the slope of the line changes abruptly due 

to the lack of binder, which is accompanied by an 

increase in friction between the excess amount of powder 

grains in the feed. Figure 1.b also shows the mean mixing 

torque values in different weight percentages of powder 

in the feed, which is plotted by passing a line through the 

average values for each weight percentage of powder in 

the feedstock. 

 

 
a 
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b 

Fig. 1 The powder critical weight measurement: (a): 

mixing torque versus time at different powder weigh 

percentages, and (b): average torque at different powder weigh 

percent. 

 

When the slope of the line begins to change, it means 

reaching the critical weight percentage of the powder. 

Finally, in order to increase the flowability and prevent 

instability of the rheological properties of the optimal 

powder content in the feedstock, it is usually considered 

to be 2 to 5% lower than the critical powder content in 

the feedstock [38], The weight content of the powder in 

the feed of the raw material is considered to be 90% by 

weight. 

4.2. Viscosity 

The results of rheological tests and how the viscosity 

logarithm changes according to the logarithm of the shear 

rate for the optimal adhesive system at 190 are shown in 

“Fig. 2”.  

 

 
Fig. 2 Viscosity versus shear rate for optimum feed stock 

at different temperatures. 

 

Sotomayor et al. [39] estimated the viscosity values for a 

successful injection molding (MIM) process to be less 

than 1000 Pa.s in the cut-off range between S-1100 to S-

1 10,000. Therefore, from a rheological point of view, the 

results show that the feed can be injected in this interval. 

4.3. Simulation Results 

Figure 3a shows the effects of changes L2 and D on the 

torque required to extrude the raw material. As can be 

seen in the Figure, with increasing L2, first the torque 

decreases due to gradual melting and compaction of the 

melt, and then after L2 = 200 mm, it increases due to the 

enlargement of the compression zone and the melting 

zone. Increasing L2 leads to gradual compression of the 

raw material, which reduces the shear stress in the melt 

and increases the shear stress between the screw and the 

cylinder wall.  

It can also be seen in “Fig. 3” that the torque decreases 

with increasing material flow and decreasing type I 

stress. The reason for the increase in torque at D = 1mm 

is that in a very small diameter of the nozzle, the stress of 

the first type is much higher than the second type. Figure 

3b shows the effects of L2 and D on the output flow rate 

of the raw material.  

As can be seen, with increasing L2, the output flow 

increases due to the gradual increase in pressure inside 

the extruder. An increase in D also indicates an increase 

in the flow rate. The reason for the sudden drop in flow 

velocity at D = 1 compared to other cylinder diameters is 

the presence of metal powder, which results in a high 

viscosity of the melt that must pass through a very small 

diameter of 1 mm. 

 

Fig. 3 (a): The required torque to rotate screw shaft, and 

(b): output flow rate (ṁo). 

 

In “Fig. 4”, the melting process is visible along the 

extruder for D = 2mm, in which blue represents the solid 

phase and red represents the liquid phase. In all cases it 

can be said that the feedstock melts at less than the first 

0.25 L of screw. It is also observed that the increase in L2 

has little effect on the melting zone.  
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Fig. 4 Melting process along extruder for various L2 at 

D=2 mm. 

 

Figure 5 shows the temperature distribution on the 

extruder at different diameters of the extruder cylinder. 

As can be seen, an increase in D increases the output 

flow, which in turn requires more heat to melt the raw 

material. 

 

 
Fig. 5 Melting process along extruder for various D at 

L2=200 mm. 

 

Figure 6 shows the pressure distribution on screw for 

different L2 values at D = 2mm and “Fig. 7” shows the 

pressure distribution on screw for different nozzle 

diameters at L2 = 200mm. All inlet pressure is 

atmospheric pressure, which increases to 0.75 L by 

moving along the screw axis and then decreases due to 

the discharge of melt out of the cylinder. It can also be 

seen that increasing L2 due to uniform compression of 

the melt reduces the maximum pressure and with 

increasing D the pressure inside the screw cylinder 

decreases and moves upwards of the extruder. 

  
Fig. 6 Pressure distribution on screw shaft for various L2 at 

D=2 mm. 

 

 
Fig. 7 Pressure distribution on screw shaft for various D at 

L2=200 mm. 

 

The output velocity distribution for the extruder design 

and the flow rate distribution of the printed material in 

“Figs. 8 and 9” for different L2s at D = 2mm and different 

nozzle diameters at L2 = 200mm, are shown respectively. 

In all cases, the maximum velocity occurs in the center 

and near the nozzle walls. The results show that 

increasing L2 leads to increasing the maximum speed and 

increasing D leads to decreasing the maximum speed at 

the output. 
 

 
Fig. 8 Velocity distribution of the molten feedstock at the 

output for various L2 at D=2 mm. 
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Fig. 9 Velocity distribution of the molten feedstock at the 

output for various D at L2=200 mm. 

 

Figure 10a shows that by increasing L2, the maximum 

pressure inside the cylinder decreases. This causes the 

raw material to gradually thicken. On the other hand, 

increasing D makes it easier to extrude the molten raw 

materials in the extruder and reduces the maximum 

pressure. Figure 10b shows the maximum speed at the 

extruder output. As can be seen, the maximum velocity 

increases linearly with increasing L2. The output velocity 

can also be inversely related to D because the rotational 

speed of the screw axis is constant, so that increasing D 

reduces the velocity of the molten raw material. The 

reason for the decrease in extrusion speed with diameter 

D = 1 compared to diameter D = 2 can be related to the 

high viscosity of the feed melt and the high percentage of 

metal powder inside the raw material, which causes 

problems during the extrusion process at low diameters. 

 

 
Fig. 10 (a): The maximum value of velocity at output, and 

(b): the maximum value of pressure inside extruder. 

5 CONCLUSIONS 

In this study, an binder system similar to that of S.Ahn 

and Kuang-hon Lin [35-36] containing 55 wt. % Paraffin 

wax, 25% polypropylene, 15% carnauba wax, and 5 wt. 

% Stearic acid was used according to the similarity of the 

powder used and the percentage of 4605 powder used 

was calculated using CPVC method equal to 90% by 

weight. Then, by extracting the rheological properties of 

the raw material, the extruder of the FDMS device has 

been designed. The effect of different compression 

lengths (L2) and extruder nozzle diameter (D) on melt 

temperature, pressure, outlet velocity and initial flow 

velocity were also investigated. In this study it was shown 

that the melt output from the nozzle D = 1mm was less 

than D = 2mm. This may be due to the higher melt 

stresses between the screw and the cylinder in the smaller 

nozzles. Also, it was shown that L2 = 200 mm leads to a 

softer melt with lower extrusion torque. Finally, it was 

found that the optimal design of the extruder with D = 2 

and L2 = 200 mm with the required torque of 12N.M and 

the output melt flow of about 64 gr/min is a suitable 

design for the extruded feed 4605 made in this research. 
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1 INTRODUCTION 

This document is a template for Word (doc) versions. If 

you are reading a paper version of this document, so you 

can use it to prepare your manuscript. When you open 

template.doc, select “Page Layout” from the “View” menu 

in the menu bar (View | Page Layout), which allows you to 

see the footnotes. Then type over sections of template.doc 

or cut and paste from another document and then use mark 

up styles. The pull-down style menu is at the left of the 

Formatting Toolbar at the top of your Word window (for 

example, the style at this point in the document is “Text”). 

Highlight a section that you want to designate with a 

certain style, then select the appropriate name on the style 

menu. The style will adjust your fonts and line spacing. Do 

not change the font sizes or line spacing to squeeze more 

text into a limited number of pages. To insert images in 

Word, position the cursor at the insertion point and either 

use Insert | Picture | From File or copy the image to the 

Windows clipboard and then Edit | Paste Special | Picture 

(with “Float over text” unchecked). ADMT will do the 

final formatting of your paper.  

2 PROCEDURE FOR PAPER SUBMISSION 

All manuscripts are to be submitted online at MJME.ir. 

Select “Submit to ADMT,” then click “Start New.” Once 

you enter your e-mail address, you will receive an e-mail 

message containing your tracking number and password. 

This information will allow you to track your manuscript‟s 

status, update submission data, upload your manuscript and 

subsequent revisions, and communicate with the editors, 

through your Author Status Page, at anytime during the 

publication process. After entering all required submission 

data, you must use the “Upload Manuscript” feature of the 

Author Status Page to upload your submission. Remember 

that your document must be double spaced before you 

upload it. Please be sure the name of the file you upload for 

processing is short and simple (i.e., “msc12345.doc”) with 

no spaces, tildes, symbols, or other unusual characters. 

Authors are encouraged to upload PDF and doc files. 

Failure to meet these requirements could result in a 

processing error that would require you to re-upload your 

manuscript. Once you have uploaded your manuscript, 

please inspect the file for accuracy. This step is required to 

complete your submission. If you experience difficulties 

with the upload and/or conversion of your manuscript, 

please submit your manuscript electronically for review as 

e-mail attachments. (jmechanic@iaumajlesi.ac.ir or 

journalmechanic@gmail.com) 

3 EQUATIONS, NUMBERS, SYMBOLS, AND 

ABBREVIATIONS 

Equations are centred and numbered consecutively, with 

equation numbers in parentheses flush right, as in Eq. (1). 

Insert a blank line on either side of the equation. First use 

the equation editor to create the equation. If you are using 

Microsoft Word, use either the Microsoft Equation Editor 

or the Math Type add-on (http://www.mathtype.com) for 

equations in your paper, use the function 

(Insert>Object>Create New>Microsoft Equation or Math 

Type Equation) to insert it into the document. Please note 

that “Float over text” should not be selected. To insert the 

equation into the document, do the following: 

1. Select the “Equation” style from the pull-down 

formatting menu and hit “tab” once. 

2. Insert the equation, hit “tab” again, 

3. Enter the equation number in parentheses. 

 A sample equation is included here, formatted 

using the preceding instructions. To make your equation 

more compact, you can use the solid us (/) or appropriate 

exponents when the expression is five or fewer characters.  

Use parentheses to avoid ambiguities in denominators. 
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Be sure that the symbols in your equation are defined 

before the equation appears, or immediately following. 

Italicize symbols (T might refer to temperature, but T is the 

unit tesla). Refer to “Eq. (1),” not “(1)” or “equation (1)” 

except at the beginning of a sentence: “Equation (1) is…” 

Equations can be labeled other than “Eq.” should they 

represent inequalities, matrices, or boundary conditions. If 

what is represented is really more than one equation, the 

abbreviation “Eqs.” can be used. Define abbreviations and 

acronyms the first time they are used in the main text. Very 

common abbreviations such as SI, ac, and dc do not have to 

be defined. Abbreviations that incorporate periods should 

not have spaces: write “P.R.,” not “P. R.” Delete periods 

between initials if the abbreviation has three or more 

initials; e.g., U.N. but ESA. Do not use abbreviations in the 

title unless they are unavoidable. 

4 GENERAL GRAMMAR AND PREFERRED USAGE 

Use only one space after periods or colons. Hyphenate 

complex modifiers: “zero-field-cooled magnetization.” 

Avoid dangling participles, such as, “Using Eq. (1), the 

potential was calculated.” [It is not clear who or what used 
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Eq. (1).] Write instead “The potential was calculated using 

Eq. (1),” or “Using Eq. (1), we calculated the 

potential.”Use a zero before decimal points: “0.25,” not 

“.25.” Use “cm2,” not “cc.” Indicate sample dimensions as 

“0.1 cm  0.2 cm,” not “0.1 x 0.2 cm2.” The preferred 

abbreviation for “seconds” is “s,” not “sec.” Do not mix 

complete spellings and abbreviations of units: use 

“Wb/m2” or “webers per square meter,” not “webers/m2.” 

When expressing a range of values, write “7–9,” not 

“7~9.”A parenthetical statement at the end of a sentence is 

punctuated outside of the closing parenthesis (like this). (A 

parenthetical sentence is punctuated within parenthesis.) In 

American English, periods and commas are placed within 

quotation marks, like “this period.” Other punctuation is 

“outside”! Avoid contractions; for example, write “do not” 

instead of “don‟t.” The serial comma is preferred: “A, B, 

and C” instead of “A, B and C.” If you wish, you may 

write in the first person singular or plural and use the active 

voice (“I observed that…” or “We observed that…” instead 

of “It was observed that…”). Remember to check spelling. 

If your native language is not English, please ask a native 

English-speaking colleague to proofread your paper. The 

word “data” is plural, not singular (i.e., “data are,” not 

“data is”). The subscript for the permeability of vacuum µ0 

is zero, not a lowercase letter “o.” The term for residual 

magnetization is “remanence”; the adjective is “remanent”; 

do not write “remnance” or “remnant.” The word 

“micrometer” is preferred over “micron” when spelling out 

this unit of measure. A graph within a graph is an “inset,” 

not an “insert.” The word “alternatively” is preferred to the 

word “alternately” (unless you really mean something that 

alternates). Use the word “whereas” instead of “while” 

(unless you are referring to simultaneous events). Do not 

use the word “essentially” to mean “approximately” or 

“effectively.” Do not use the word “issue” as a euphemism 

for “problem.” When compositions are not specified, 

separate chemical symbols by en-dashes; for example, 

“NiMn” indicates the intermetallic compound Ni0.5Mn0.5 

whereas “Ni–Mn” indicates an alloy of some composition 

NixMn1-x. Be aware of the different meanings of the 

homophones “affect” (usually a verb) and “effect” (usually 

a noun), “complement” and “compliment,” “discreet” and 

“discrete,” “principal” (e.g., “principal investigator”) and 

“principle” (e.g., “principle of measurement”). Do not 

confuse “imply” and “infer.”Prefixes such as “non,” “sub,” 

“micro,” “multi,” and “"ultra” are not independent words; 

they should be joined to the words they modify, usually 

without a hyphen. There is no period after the “et” in the 

abbreviation “et al.” The abbreviation “i.e.,” means “that 

is,” and the abbreviation “e.g.,” means “for example” 

(these abbreviations are not italicized). 

 

5 UNITS 

Use either SI (MKS) or CGS as primary units. (SI units are 

strongly encouraged.) English units may be used as 

secondary units (in parentheses). This applies to papers in 

data storage. For example, write “15 Gb/cm
2
 (100 Gb/in

2
).” 

An exception is when English units are used as identifiers 

in trade, such as “3½ in disk drive.” Avoid combining SI 

and CGS units, such as current in amperes and magnetic 

field in oersteds. This often leads to confusion because 

equations do not balance dimensionally. If you must use 

mixed units, clearly state the units for each quantity in an 

equation. The SI unit for magnetic field strength H is A/m. 

However, if you wish to use units of T, either refers to 

magnetic flux density B or magnetic field strength 

symbolized as µ0H. Use the center dot to separate 

compound units, e.g., “A·m
2
.” 

6 FIGURES, TABLES, AND OTHER IMAGES 

Insert tables and figures within your document either 

scattered throughout the text or all together at the end of 

the file. Use the Table drop-down menu to create your 

tables; do not insert your figures in text boxes. Figures 

should have no background, borders, or outlines. In the 

electronic template, use the “Figure” style from the pull-

down formatting menu to type caption text. You may also 

insert the caption by going to the Insert menu and choosing 

Caption. Make sure the label is “Fig.,” and type your 

caption text in the box provided. Captions are bold with a 

single tab (no hyphen or other character) between the 

figure number and figure description. See the Table 1 

example for table style and column alignment. If you wish 

to centre tables that do not fill the width of the page, simply 

highlight and “grab” the entire table to move it into proper 

position. 
 

Table 1 Transitions selected for thermometry 

 Frequency, cm-1 FJ, cm-1 G, cm-1 

0 44069.416 73.58 948.66 

1 42229.348 73.41 2824.76 

2 40562.179 71.37 4672.68 

0 42516.527 1045.85 948.76 
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Fig. 1 Mapping nonlinear data to a higher dimensional feature 

space 
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Place figure captions below all figures. If your figure has 

multiple parts, include the labels “a),” “b),” etc., below and 

to the left of each part, above the figure caption. Please 

verify that the figures and tables you mention in the text 

actually exist. When citing a figure in the text, use the 

abbreviation “Fig.” except at the beginning of a sentence. 

Do not abbreviate “Table.” Number each different type of 

illustration (i.e., figures, tables, images) sequentially with 

relation to other illustrations of the same type. Figure axis 

labels are often a source of confusion. Use words rather 

than symbols wherever possible. As in the Fig. 1 example 

in this document, write the quantity “Magnetization” rather 

than just “M.” Do not enclose units in parentheses, but 

rather separate them from the preceding text by commas. 

Do not label axes only with units. As in Fig. 1, for 

example, write “Magnetization, A/m” or “Magnetization, 

A  m1,” not just “A/m.” Do not label axes with a ratio of 

quantities and units. For example, write “Temperature, K,” 

not “Temperature/K.” Multipliers can be especially 

confusing. Write “Magnetization, kA/m” or 

“Magnetization, 10
3
A/m.” Do not write “Magnetization 

(A/m)  1000” because the reader would not then know 

whether the top axis label in Fig. 1 meant 16000 A/m or 

0.016 A/m. Figure labels must be legible (approximately 

8–12 point type). 

7 CONCLUSION 

Although a conclusion may review the main points of the 

paper, it must not replicate the abstract. A conclusion might 

elaborate on the importance of the work or suggest 

applications and extensions. Do not cite references in the 

conclusion as all points should have been made in the body 

of the paper. Note that the conclusion section is the last 

section of the paper to be numbered. The appendix (if 

present), acknowledgment, and references are listed 

without numbers. 

8 APPENDIX OR NOMENCLATURE 

Appendix or nomenclature, if needed, appears before the 

acknowledgements. 

ACKNOWLEDGMENTS 

The preferred spelling of the word “acknowledgment” in 

American English is without the “e” after the “g.” Avoid 

expressions such as “One of us (S.B.A.) would like to 

thank…” Instead, write “F. A. Author thanks…” Sponsor 

and financial support acknowledgments are also to be listed 

in the “acknowledgments” section. 
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