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together in these systems. To address the issue based on output feedback, in this
paper, the IFDRC design problem is formulated as a multi-objective or mixed
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together with the MDADT scheme and therefore, sufficient conditions are derived
in terms of linear matrix inequalities (LMIs) to deal with the problem. Then to
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approach. Eventually, to illustrate the efficiency of the suggested approach, the de-
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1 Introduction

As an important class of hybrid systems, switched systems are a combination of multiple
subsystems and a switching law. The switching law determines an active subsystem
at the particular switching time instant. Many practical applications are modeled as
switched systems, such as power electronics [36], Buck-Boost converter [10], Ball-and-
Beam systems [12], flight control systems, etc. [28].

For real-world processes, fault detection (FD) has become more significant due to
the increasing demand for the efficiency of supervision, safety, and reliability. Model-
based FD methods have been widely used and developed over the past decades. This
technique is to construct residuals based on some measured output signals of the system.
The occurrence of faults is determined by comparing residuals in fault-free and faulty
situations [39]. Many results have emerged from this topic for switched systems [23,
29, 37]. On the other hand, it is possible, and more importantly, desirable to consider a
framework for integrating the design of fault diagnosis filters and feedback controllers.
This simultaneous design unifies both control and diagnosis modules into an integrated
unit. Therefore, it is unavoidable and certain that an integrated fault detection and
control (IFDC) design technique should result in a far less general difficulty as compared
to an approach where the two modules are designed separately [7]. Some techniques
in the IFDC area are as follows: a method subject to a dwell time constraint [38],
an approach based on Dynamic Observer [5], A Linear Matrix Inequality Approach
[2], Average Dwell Time constraint [2, 10], and IFDC schemes under mode-dependent
average dwell time constraint [33].

As a common phenomenon in many dynamic physical processes, the delay and
parameter uncertainties may weaken the fault detection sensitivity and disturbance
attenuation capability. Therefore, it is important to take into consideration the effect
of state delay and parameter uncertainties for designing fault detection and control
units under the presence of unknown inputs. Meanwhile, only a few papers have taken
the state delay into account. Some of them have supposed it constant [27, 35, 39]
and others have assumed it time-varying [19, 24]. Due to the complexity caused by the
presence of parameter uncertainties, a few results on FD of switched delay systems with
parameter uncertainties have been reported [21, 24]. As far as we know, there is a very
limited number of research considering both the variable state delay and parameter
uncertainties [24].
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Innovation and the main contribution

In this paper, we investigate the problems of fault detection and robust control for
switched linear systems in a general framework. Some documents in this field employ
one of the below-mentioned five concepts separately, or at most a combination of two
or three cases of them. To the best of our knowledge, the IFDRC design with a variety
of these five items is not tackled yet for the switched systems. The main contribution
of our work is to propose a general framework for designing IFDRC for the switched
systems considering these concepts:

• MDADT: mode-dependent average dwell time,

• MDTVD: mode-dependent time-varying state delay,

• Parameter Uncertainty,

• Input disturbance,

• Mixed H∞/H−.

In this paper, the mode-dependent average dwell time (MDADT), which will re-
lease the restrictions of ADT, is used with mode-dependent time-varying (MDTV) state
delay, and norm-bounded parameter uncertainties, and unknown input disturbances.
Further, in an output feedback framework, sufficient conditions are derived and formu-
lated for weighted H∞ performance in terms of a set of linear matrix inequalities with
MDADT switching to attenuate the disturbance of the corresponding switched linear
systems. Sufficient conditions for weighted H− performance to amplify fault sensitivity
are also derived and developed in terms of a set of matrix inequalities. Based on the
proposed scheme, the IFDRC problem is solved by the convex optimization technique,
and the dynamic controller/detectors associated with the designed switching law are
obtained such that the system with the mentioned constraint satisfies the indices.

The remainder of this paper is organized as follows: Section 2 presents the problem
statement, necessary definitions, and preliminaries. It recalls the corresponding crite-
rion and lemmas for the switched systems’ fault detection and control with MDADT
switching. In Section 3, the main results for mixed weighted H∞/H− integrated fault
detection and robust control unit (IFDRCU) design for linear uncertain continuous-
time switched systems with MDTV state delay and input disturbance under MDADT
constraint design approaches are illustrated in detail by two theorems. The residual
evaluation function and the threshold are provided. To demonstrate the effectiveness
of the proposed method, an Electrical Circuit system is given as a numerical example
in Section 4, followed by a conclusion in the last section.
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Notations

In this paper, some standard notations are used. For a matrix A,AT denotes its trans-
pose. Here, A ≻ 0(A ≻= 0) and A ≺ 0(A ≺= 0) mean that the matrix is positive
and negative (semi-)definite, respectively. The symbol * used in a matrix denotes
the terms which are readily inferred from symmetry. The Hermitian part of a square
matrix A is denoted by He(A) := A+AT . The values λmax(A) and λmin(A) are the max-
imum and minimum eigenvalues of A, respectively. Rn stands for the n-dimensional
real vector space; where Rn×m indicates the space of n × m matrices with real en-
tries; ∥x∥2 = xT x = x21 + · · · + x2n, where xi is the i-th element of the vector, x ∈ Rn;
let l = {1, . . . , l}, where l is an arbitrary positive integer; Z+ implies the set of positive
integers. l2 stands for the 2-norm; 0 and I represent the zero and identity matrices
with appropriate dimensions, respectively. A⊥ is defined as an orthogonal basis for the
null space of A while satisfying A⊥A = 0.

2 Problem Statement and Preliminaries

In this section, problem formulation, necessary assumptions, definitions, lemmas, and
IFDRC concepts are presented.

2.1 The main system model

Consider the following switched linear system with mode-dependent time-varying state
delays and parameter uncertainty.

ẋ(t) = Aσ(t)(t)x(t) +Ad σ(t)(t)x(t − dσ(t)(t)) +Bσ(t)u(t) +Bωσ(t)(t)ω(t) +Bf σ (t)(t)f (t),

y(t) = Cσ(t)(t)x(t) +Dωσ(t)(t)ω(t) +Df σ (t)(t)f (t),

x(θ) = ϕ(θ), θ ∈ [−d ,0] .
(1)

Here, x(t) ∈ Rn is the state vector, u(t) ∈ Rm denotes the control input vector, ω(t) ∈ Rr

represents the bounded disturbance input, f (t) ∈ Rs is the fault signal, and y(t) ∈ Rq

signifies the measured output vector. It is assumed that ω(t) and f (t) belong to L2 [0,∞)

and ∥ω(t)∥2 ≤ δω , ∥f (t)∥2 ≤ δf , where δω , δf are represented as known constants. ϕ(θ)
is the continuous vector-valued initial function on [−d,0]. σ(t) : [0,∞)→ l is a right
continuous piecewise constant function that denotes the switching law and l > 1 is the
number of subsystems. σ(t) = i means that the i-th subsystem is activated at time t. If
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t ∈ [tk , tk+1), then σ(t) = σ(tk). The duration time [tk , tk+1) is called the dwell time of the
currently enabled subsystem. The value tk represent the switching time instants and
t0 < t1 < · · · < tk , (k ∈Z+) represents the switching time sequence of the switching signal.
Ai , Adi , Bi , Bωi ,Bf i ,Ci ,Dωi , and Df i represent known real constant system matrices
with appropriate dimensions. di(t) stands for the mode-dependent time-varying delay
in state variables, which is a continuous function satisfying 0 < di(t) < di < d and
ḋi(t) < ρi , and di , d , ρi are known positive scalars.

Assumption 1. ([25]): For input matrices B i ∈ Rn×m with (Bi ) = m, there exist non-
singular matrices Ti such that

TiBi =

I0
 . (2)

In general, for a specified Bi , the corresponding Ti is not unique. One of the matrices
Ti is

Ti =

(BT
i Bi )−1B

T
i

B⊥i

 . (3)

Also, the model uncertainties are as in (4) and ∆Ai ,∆Adi ,∆Bωi ,∆Bf i ,∆Ci ,∆Dωi ,
and ∆Df i are norm-bounded matrices, and therefore, we obtain

Aσ(t)(t) = Aσ(t) +∆Aσ(t)(t),

Ad σ(t)(t) = Ad σ(t) +∆Ad σ(t)(t),

Bσ(t) = Bσ(t),

Bωσ(t)(t) = Bωσ(t) +∆Bωσ(t)(t),

Bf σ (t)(t) = Bf σ (t) +∆Bf σ (t)(t),

Cσ(t)(t) = Cσ(t) +∆Cσ(t)(t),

Dωσ(t)(t) =Dωσ(t) +∆Dωσ(t)(t),

Df σ (t)(t) =Df σ (t) +∆Df σ (t)(t).

(4)

Assumption 2. ([11]): The parameter uncertainties are assumed to satisfy the follow-
ing norm-bounded conditions:∆Ai(t) ∆Adi (t) ∆Bωi (t) ∆Bf i (t)

∆Ci(t) ∆Cdi (t) ∆Dωi (t) ∆Df i (t)

 = Mi1

Mi2

Q(t)
[
Ni1 Ni2 Ni3 Ni4

]
, (5)

where Mij (j = 1,2) and Nik(k = 1,2,3,4) are known real constant matrices and
Q(t) ∈ Rk×k is an unknown Lebesque-measurable real time-varying matrix subject to
the following condition.

QT (t)Q(t) ≤ I , (6)

for each t.
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Remark 1. It is worth to be mentioned that a regulated output can also be considered
for the main system in which both effects of fault and disturbance should be minimized
on it to achieve a robust control objective. But for the sake of simplicity, it is ignored
in this work [33, 40].

2.2 Integrated fault detection and robust control unit

To generate the control and the residual signal simultaneously, the integrated fault
detection and robust control unit (IFDRCU) is employed, which integrates a fault
detector and an output feedback controller within a switched linear system, as follows:

ẋm(t) = Amσ(t)xm(t) +Bmσ(t)y(t),

r(t) = Cmσ(t)xm(t) +Dmσ(t)y(t),

u(t) = Kmσ(t)xm(t) +Lmσ(t)y(t),

(7)

where xm(t) ∈ Rn represents the controller state vector and r(t) ∈ Rq is the residual
signal. The matrices Ami , Bmi , Cmi , Dmi , Kmi , and Lmi are the IFDRCU gains with
appropriate dimensions, which should be determined.

Assumption 3. ([28]): The switching signal is not known beforehand, but it is assumed
that it is determined instantaneously and IFDRCU switches synchronously with the
main system. This is a common assumption in the literature. It is also considered that
faults will not occur in the switching signal.

2.3 Closed-loop system description

Combining the aforementioned structures of the main system and the IFDRCU and
defining the augmented state vector as ςT (t) = [xT (t) xTm(t)] to include filters state, the
following augmented switched system is obtained:ς̇(t) = Āσ(t)(t)ς(t) + Ād σ(t)(t)ς(t − dσ(t)(t)) + B̄ωσ(t)(t)ω(t) + B̄f σ (t)(t)f (t),

r(t) = C̄σ(t)(t)ς(t) + D̄ωσ(t)(t)ω(t) + D̄f σ (t)(t)f (t),
(8)

where

Āσ(t)(t) =

Aσ(t)(t) +Bσ(t)Lmσ(t)Cσ(t)(t) Bσ(t)Kmσ(t)

Bmσ(t)Cσ(t)(t) Amσ(t)

 ,
Ād σ(t)(t) =

Ad σ(t)(t) 0

0 0

 ,
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B̄ωσ(t)(t) =

Bωσ(t)(t) +Bσ(t)Lmσ(t)Dωσ(t)(t)

Bmσ(t)Dωσ(t)(t)

 ,
B̄f σ (t)(t) =

Bf σ (t)(t) +Bσ(t)Lmσ(t)Df σ (t)(t)

Bmσ(t)Df σ (t)(t)

 ,
C̄σ(t)(t) =

[
Dmσ(t)Cσ(t)(t) Cmσ(t)

]
,

D̄ωσ(t)(t) =Dmσ(t)Dωσ(t)(t),

D̄f σ (t)(t) =Dmσ(t)Df σ (t)(t).

2.4 The IFDRC design problem

In this section, the main problem is formulated as a multi-objective or mixed H∞/H−
optimization problem. Therefore, our objective here is to design a switching law, a
control signal, and a fault detection filter (see Figure 1) such that the exponential
stability of the augmented switched system (8) is guaranteed with the specified mode-
dependent average dwell time (MDADT). By setting the zero initial conditions, the
effect of fault on the residual signal is maximized while the impact of disturbance is
minimized on it considering the parameter uncertainties of the main system.

Figure 1: Switched system and Integrated Fault Detection & Robust Control Unit (IFDRCU).
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2.4.1 Performance indices

For a given αM > 0, disturbance attenuation is characterized by the following weighted
l2 gain, which is called the weighted H∞ performance index (αM ,γ1) problem. It also
ensures that the undetected faults are not disastrous.∫ ∞

0
e−αM trT (t)r(t)dt ≤ γ2

1

∫ ∞
0

ωT (t)ω(t)dt. (9)

Here, γ1 is a prescribed level of disturbance attenuation. The smaller γ1, the less
affected the residual signal by disturbance.

Given αm > 0, fault sensitivity amplification is characterized by the following
weighted l2 gain, which is called the weighted H− performance index (αm,γ2) prob-
lem. ∫ ∞

0
rT (t)r(t)dt ≥ γ2

2

∫ ∞
0

e−αmtf T (t)f (t)dt. (10)

Here, γ2 is a prescribed level of fault sensitivity. The greater γ2, the more sensitive to
fault the residual signal.

Note that in general, αM can be different from αm.

Remark 2. The parameters αM and αm present the weighted l2 gain index owing to
the MDADT switching strategy. If αM = αm is small enough which means that τa is
selected sufficiently large, then the weighted l2 gain approaches obviously the normal
H∞ problem. In fact, H∞ performance is an unsolved problem for switched systems
with the constraint of ADT, and therefore, a weighted H∞ performance index should
be utilized [4, 13]. Some claims in this area, such as those in [25], are not meaningful.
In this work, we used a weighted H∞/H− performance index.

Remark 3. Some authors use a standard H∞ model matching problem to change
the H− optimization problem into an H∞ optimization problem by defining re(t) =

r(t)− fw(t). This means that the residual signal, r(t), robustly tracks a filtered version
of the fault signal, i.e., fw(t). The filter W (s) should be chosen appropriately as a stable
transfer function. Since there is no straightforward method to determine this transfer
function [8], the complexity is increased, and compared to those methods, our approach
is more direct [33]. In some works, such as [24], W (s) is defined as the filter, but the
augmented system is not affected by the filter dynamics. In some other studies, like
[2, 10], the use H∞ problem is used instead of H−, without defining re(t) = r(t)− fw(t).

2.4.2 Problem formulation

In this paper, the whole problem of IFDRC is transformed into the following mixed
H∞/H− optimization problem. It is called a multi-objective or mixed optimization
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problem in the literature because it has two different objects and involves different
norms [16, 20, 30].

min
s.t.

(9),(10)

c1γ1 − c2γ2. (11)

In practice, the two scalars c1, c2 ≥ 0 are used for a trade-off between the fault
detection and control requirements. For example, if the H∞ performance index is
given, the relevant scalar c1 = 0 [33].

2.5 Mathematical preliminaries

This section provides definitions and lemmas corresponding to the switched systems’
fault detection and control with MDADT switching.

Definition 1. ([34]): For a switching signal σ(t) and ∀T ≥ t ≥ 0, let Nσi(t,T ) be the
number of times that the i-th subsystem is activated on the interval [t,T ), and Ti(t,T )

present the total running time of the ith subsystem on the interval [t,T ) , i ∈ l. If there
exist positive numbers N0i ≥ 0 and τai > 0 such that

Nσi(t,T ) ≤ N0i +
Ti (t,T )
τai

, (12)

for each T ≥ t ≥ 0, then we say that σ(t) has a mode-dependent average dwell time,
(MDADT),τai , and the constant N0i is called the mode-dependent chatter bound.

Remark 4. Although the constant N0i should not be less than 2 in the case of average
dwell time switching, it is usual in the literature to be assumed as zero for the sake of
mathematical simplification [18]. In the sequel, we considered it not necessarily zero.

Definition 2. ([31]): Given scalars α > 0 and γ > 0 the augmented system in (8) is
said to be exponentially stable with weighted H∞ performance (α,γ ), if under σ(t), it
is exponentially stable with ω(t) = 0, and under zero initial condition, that is, ϕ(θ) =
0 , θ ∈ [−d,0], for any non-zero ω(t) ∈ L2[0,∞), it holds that.∫ ∞

0
e−αsrT (s)r(s)ds ≤ γ2

∫ ∞
0

ωT (s)ω(s)ds. (13)

Lemma 1. ([3]): (Schur complement lemma) Let Y be a symmetric matrix of real
numbers partitioned as follows and D be invertible. Then Y is positive definite if and
only if D and its Schur complement, (Y /D), are both positive definite.

Y =

 A B

BT D

 ≻ 0 ⇔ D ≻ 0 and Y /D = A−BD−1BT ≻ 0. (14)
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Lemma 2. For two given symmetric matrices, Φ,Φ̃ ∈ Rn×n, where for each i , j

Φii ≤ Φ̃ii and Φij = Φ̃ij ,

we have
Φ̃ ≺ 0⇒Φ ≺ 0. (15)

Proof. Defining Λ = (λ1, · · · ,λn) s.t. λi = Φii − Φ̃ii ≤ 0, from the assumption we have
Φ − Φ̃ =ΛIn×n ≺ 0, therefore,

xT Φ̃x ≺ 0⇒ xT (Φ −ΛIn×n)x ≺ 0⇒ xTΦx − xTΛIn×nx ≺ 0⇒ xTΦx ≺ 0.

Lemma 3. For a positive definite matrix Γ ∈ Rn×n, and any arbitrary symmetric matrix
Λ ∈ Rn×n, we have

ΛΓ−1Λ ≥ 2Λ − Γ. (16)

Proof. From the positive definiteness of Γ, it is clear that xTΓ−1x ≻ 0. One can choose
x = (Γ −Λ)y, therefore, yT (Γ −Λ)Γ−1(Γ −Λ)y ≻ 0 which will result in

yT (In×n −ΛΓ−1)(Γ −Λ)y ≻ 0⇒ yT (Γ −Λ −ΛΓ−1Γ +ΛΓ−1Λ)y ≻ 0

⇒ Γ − 2Λ +ΛΓ−1Λ ≻ 0.

Lemma 4. ([41]): (Generalized square inequality lemma) If X ∈ Rm×n,Y ∈ Rn×m,F ∈
Rn×n, and F can be time-varying, then for arbitrary δ > 0,

FFT ≤ I ⇒He(XFY ) ≤ δXXT + δ−1YTY . (17)

Lemma 5. ([2]): For two arbitrary scalars λ,κ, and two functions ϕ(t), and ϑ(t)

satisfying
ϕ̇(t) ≤ −λϕ(t) +κϑ(t), (18)

we have
ϕ(t) ≤ e−λ(t−t0)ϕ(t0) +κ

∫ t

t0

e−λ(t−ν)ϑ(ν)dν. (19)

This inequality is a special case of the comparison lemma for integrals.

Lemma 6. ([15]): (Finsler’s lemma) If Ψ ∈ Rn×n, Z ∈ Rp×n, where rank(Z) < n, then
the inequality

Z⊥TΨZ⊥ ≺ 0, (20)

is satisfied, if and only if there exists X ∈ Rn×p such that

Ψ +He(XZ) ≺ 0. (21)
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3 The Main Results

As stated in the previous section, the problem of IFDRC design for switched linear sys-
tems with mode-dependent time-varying state delay and parameter uncertainty can be
formulated as a multi-objective or mixed H∞/H− optimization problem. In this section,
we will drive sufficient conditions for analyzing the stability of the augmented system
as well as obtaining fault detection and robust control objectives. These conditions will
be addressed in LMIs forms.

3.1 The weighted H∞ performance problem

In the following theorem, based on Definition 2 and the weighted H∞ performance
index (αM ,γ1) defined in (9), sufficient conditions for the exponential stability of the
augmented system in the presence of parameter uncertainties and input disturbances
are derived. These conditions are in the form of LMIs. Then, an estimate of the state
decay ratio is calculated. In addition, the minimum allowable average time for each
subsystem to be active is calculated to satisfy the weighted H∞ performance index
(αM ,γ1). Finally, the IFDRCU gains are determined.

Theorem 1. For given scalars αM > 0 , µMi ≥ 1, assume that there exist positive definite
matrices Pi ≻ 0 , Ri ≻ 0 , Si ≻ 0 and appropriately-dimensioned real matrices

⌢
Ami ,

⌢
Bmi

, Cmi , Dmi ,
⌢
Kmi ,

⌢
Lmi ,Gi ,Hi = HT

i , as well as constant scalars γ10 > 0 and δ1i > 0 such
that the following inequalities hold:

Pi ≤ µMi Pj , Ri ≤ µMi Rj ,Si ≤ µMi Sj , i, j ∈ l, (22)

ΩMi =

ΦMi ΛMi

∗ −δ1iI

 ≺ 0, (23)

ΣMi =

Hi Gi

∗ e−αMdiSi

 ≻ 0, (24)

where

ΦMi =



ΦMi11 ΦMi12 ΦMi13 ΦMi14 ΦMi15

∗ ΦMi22 0 0 ΦMi25

∗ 0 ΦMi33 ΦMi34 ΦMi35

∗ 0 ∗ −I 0

∗ ∗ ∗ 0 Si − 2Pi


, (25)
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ΛMi =



Pi1Mi1 +T T
i

⌢Lmi

0

Mi2 Pi1Mi1 0

⌢
Bmi Mi2 0 0

0 0 0

0 0 0

0 0 0

DmiMi2 0 0

√
diPi1Mi1

√
diPi1Mi1

√
diT

T
i

⌢Lmi

0

Mi2

0 0
√
di

⌢
Bmi Mi2



(26)

ΦMi11 =He



Pi1Ai +T T

i

⌢Lmi

0

Ci + δ1iN
T
i1Ni1 T T

i

⌢Kmi

0


⌢
Bmi Ci

⌢
Ami




+αMPi +Ri + diHi1 +Gi1 +GT
i1, (27)

ΦMi12 =

Pi1Adi 0

0 0

+ diHi2 −Gi1 +GT
i2,

ΦMi13 =


Pi1Bωi +T T

i

⌢Lmi

0

Dωi +2δ1iN
T
i1Ni3

⌢
Bmi Dωi

 ,
ΦMi14 =

CT
i D

T
mi

CT
mi

 ,
ΦMi15 =

√
di


AT
i Pi1 +CT

i

[
⌢
L
T

mi 0
]
Ti CT

i

⌢
B
T

mi[
⌢
K

T

mi 0
]
Ti

⌢
A
T

mi

 ,
ΦMi22 = −(1− ρi )e−αMdi Ri + diHi3 −Gi2 −GT

i2 + δ1i

NT
i2Ni2 0

0 0

 ,
ΦMi25 =

√
di

AT
diPi1 0

0 0

 ,
ΦMi33 = −γ2

10 I +2δ1iN
T
i3Ni3,

ΦMi34 =DT
ωiD

T
mi ,

ΦMi35 =
√
di

[
BT
ωiPi1 +DT

ωi

[
⌢
L
T

mi 0
]
Ti DT

ωi

⌢
B
T

mi

]
.

In these relations, Mij ,Nij are defined in (5) and Ti ’s are defined in (3) and

Gi ≜
[
GT
i1 GT

i2

]T
, (28)
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Hi ≜

Hi1 Hi2

∗ Hi3

 , (29)

Pi =

Pi1 0

0 Pi2

 , Pi1 = T T
i


⌢
P i1 0

0
⌢
P i2

Ti . (30)

Then the augmented system (8) is exponentially stable and satisfies the weighted H∞
performance index (αM ,γ1) in (9) for any switching signal with MDADT met by (31)

τMai > τM∗ai =
ln µMi
αM

. (31)

Finally, the IFDRCU matrices will be calculated as

Ami = P−1i2

⌢
Ami , Bmi = P−1i2

⌢
Bmi , Kmi =

⌢
P
−1
i1

⌢
Kmi , Lmi =

⌢
P
−1
i1

⌢
Lmi . (32)

Proof. Construct the following Lyapunov-Krasovskii functional (LKF) candidate:

V (ςt ,σ) ≜ V1(ςt ,σ) +V2(ςt ,σ) +V3(ςt ,σ),

V1(ςt ,σ) ≜ ςT (t)Pσ ς(t),

V2(ςt ,σ) ≜
∫ t

t−dσ (t)
eαM (s−t)ςT (s)Rσ ς(s)ds,

V3(ςt ,σ) ≜
∫ 0

−dσ

∫ t

t+θ
eαM (s−t)ς̇T (s)Sσ ς̇(s)dsdθ, (33)

where real matrices Pσ ≻ 0,Rσ ≻ 0, and Sσ ≻ 0 should be determined.
By calculating the derivative of LKF along with the solution of the augmented

system and using the Leibniz integral rule for differentiation under the integral sign,
we have:

V̇ (ςt ,σ) +αMV (ςt ,σ) = 2ςT (t)Pσ ς̇(t)

− (1− ḋσ (t))e−αMdσ (t) ςT (t − dσ (t))Rσ ς(t − dσ (t))

+ ςT (t) (αMPσ +Rσ )ς(t) + dσ ς̇
T (t)Sσ ς̇(t)

−
∫ t

t−dσ
eαM (s−t)ς̇T (s)Sσ ς̇(s)ds, (34)

and note that

−
∫ t

t−dσ
eαM (s−t)ς̇T (s)Sσ ς̇(s)ds ≤ −

∫ t

t−dσ (t)
e−αM dσ ς̇T (s)Sσ ς̇(s)ds, (35)

− (1− ḋσ (t))e−αMdσ (t) ≤ −(1− ρσ )e−αMdσ ≤ −(1− ρ)e−αMd . (36)

It is obvious that
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V̇ (ςt ,σ) +αMV (ςt ,σ) ≤ 2ςT (t)Pσ ς̇(t)

− (1− ρσ )e−αMdσ ςT (t − dσ (t))Rσ ς(t − dσ (t))

+ ςT (t) (αMPσ +Rσ )ς(t) + dσ ς̇
T (t)Sσ ς̇(t)

−
∫ t

t−dσ (t)
e−αMdσ ς̇T (s)Sσ ς̇(s)ds. (37)

Regarding (9), we define I∞(t) ≜ rT (t)r(t)−γ2
10ω

T (t)ω(t), and

V̇ (ςt ,σ) +αMV (ςt ,σ) + I∞(t) ≤ 2ςT (t)Pσ ς̇(t)

− (1− ρσ )e−αMdσ ςT (t − dσ (t))Rσ ς(t − dσ (t))

+ ςT (t) (αMPσ +Rσ )ς(t) + dσ ς̇
T (t)Sσ ς̇(t)

−
∫ t

t−dσ (t)
e−αMdσ ς̇T (s)Sσ ς̇(s)ds

+ rT (t)r(t)−γ2
10ω

T (t)ω(t). (38)

Substituting the derivative of the state vector from equation (8) for f (t) = 0 we find
that

V̇ (ςt ,σ) +αMV (ςt ,σ) + I∞(t) ≤ ςT1 (t,σ)Θσ (t)ς1(t,σ)

−
∫ t

t−dσ (t)
e−αMdσ ς̇T (s)Sσ ς̇(s)ds, (39)

where

ς1(t,σ) ≜
[
ςT (t) ςT (t − dσ (t)) ωT (t)

]T
,

Θσ (t) =


Θσ11(t) Θσ12(t) Θσ13(t)

∗ Θσ22(t) Θσ23(t)

∗ ∗ Θσ33(t)

 ,
Θσ11(t) =He(Pσ Āσ (t)) +αMPσ +Rσ + dσ Ā

T
σ (t)Sσ Āσ (t) + C̄T

σ (t)C̄σ (t),

Θσ12(t) = Pσ Ādσ (t) + dσ Ā
T
σ (t)Sσ Ādσ (t),

Θσ13(t) = Pσ B̄ωσ (t) + dσ Ā
T
σ (t)Sσ B̄ωσ (t) + C̄T

σ (t)D̄ωσ (t),

Θσ22(t) = −(1− ρσ )e−αMdσ Rσ + dσ Ā
T
dσ (t)Sσ Ādσ (t),

Θσ23(t) = dσ Ā
T
dσ (t)Sσ B̄ωσ (t),

Θσ33(t) = dσ B̄
T
ωσ (t)Sσ B̄ωσ (t) + D̄T

ωσ (t)D̄ωσ (t)−γ2
10 I. (40)

Defining ς2(t,σ) ≜
[
ςT (t) ςT (t − dσ (t))

]T
and Hσ ≜

Hσ1 Hσ2

∗ Hσ3

, we obtain

∫ t

t−dσ (t)
ςT2 (t,σ)Hσ ς2(t,σ)ds ≤ dσς

T
2 (t,σ)Hσ ς2(t,σ). (41)
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By the Newton-Leibniz formula, for any arbitrary matrices Gσ ≜
[
GT
σ1 GT

σ2

]T
, we

have
ςT2 (t,σ)Gσ

[
ς(t) − ς(t − dσ (t))−

∫ t

t−dσ (t)
ς̇(s)ds

]
= 0. (42)

Suppose that the Lyapunov matrix Pσ can be considered as a block-diagonal matrix
such that in (30), by Tσ as defined in (3) we obtain

Pσ1Bσ = T T
σ


⌢
P σ1 0

0
⌢
P σ2

TσBσ = T T
σ


⌢
P σ1 0

0
⌢
P σ2


I0

 = T T
σ

⌢P σ1

0

 ,
Pσ1BσLmσ = T T

σ

⌢P σ1

0

Lmσ = T T
σ

⌢P σ1 Lmσ

0

 ≜ T T
σ

⌢Lmσ

0

 ,
Pσ1BσKmσ = T T

σ

⌢P σ1

0

Kmσ = T T
σ

⌢P σ1 Kmσ

0

 ≜ T T
σ

⌢Kmσ

0

 ,
⌢
Amσ≜ Pσ2Amσ ,

⌢
Bmσ≜ Pσ2Bmσ . (43)

By combining (39), (41) and (42), we can write

V̇ (ςt ,σ) +αMV (ςt ,σ) + I∞(t) ≤ ςT1 (t,σ)Πσ (t)ς1(t,σ)

−
∫ t

t−dσ (t)
ςT3 (t, s,σ )ΣMσ ς3(t, s,σ )ds, (44)

where ΣMσ is defined in (24) and

ς3(t, s,σ ) ≜
[
ςT (t) ςT (t − dσ (t)) ς̇T (s)

]T
, (45)

Πσ (t) ≜


Πσ11(t) Πσ12(t) Πσ13(t)

∗ Πσ22(t) Πσ23(t)

∗ ∗ Πσ33(t)

 , (46)

Πσ11(t) =He



Pσ1Aσ (t) +T T

σ

⌢Lmσ

0

Cσ (t) T T
σ

⌢Kmσ

0


⌢
Bmσ Cσ (t)

⌢
Amσ




+αMPσ +Rσ + dσHσ1 +Gσ1 +GT
σ1 + dσ Ā

T
σ (t)Sσ Āσ (t) + C̄T

σ (t)C̄σ (t),

Πσ12(t) =

Pσ1Adσ (t) 0

0 0

+ dσ Ā
T
σ (t)Sσ Ādσ (t) + dσHσ2 −Gσ1 +GT

σ2,

Πσ13(t) =


Pσ1Bωσ (t) +T T

σ

⌢Lmσ

0

Dωσ (t)

⌢
Bmσ Dωσ (t)

+ dσ Ā
T
σ (t)Sσ B̄ωσ (t) + C̄T

σ (t)D̄ωσ (t),
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Πσ22(t) = −(1− ρσ )e−αMdσ Rσ + dσ Ā
T
dσ (t)Sσ Ādσ (t) + dσHσ3 −Gσ2 −GT

σ2,

Πσ23(t) = dσ Ā
T
dσ (t)Sσ B̄ωσ (t),

Πσ33(t) = dσ B̄
T
ωσ (t)Sσ B̄ωσ (t) + D̄T

ωσ (t)D̄ωσ (t)−γ2
10 I . (47)

From (44), it is clear that V̇ (ςt ,σ)+αMV (ςt ,σ)+I∞(t) ≤ 0 if Πσ (t) ≺ 0 and ΣMσ ≻ 0.
By applying the Schur complement lemma 1, i.e., (14) to the inequality Πσ (t) ≺ 0 ,
and using Lemmas 2, 28 with Λ = (0,0,0,2Pσ − Sσ − PσS−1σ Pσ ), this inequality can be
substituted by Ξσ (t) ≺ 0. Then, by considering uncertainties in system parameters
defined in (4), which cause system matrices to be time-dependent, we can separate
Ξσ (t) to

Ξσ (t) = Ξσ +∆Ξσ (t) ≺ 0, (48)

where

Ξσ ≜



Ξσ11 Ξσ12 Ξσ13 Ξσ14 Ξσ15

∗ Ξσ22 0 0 Ξσ25

∗ 0 −γ2
10 I Ξσ34 Ξσ35

∗ 0 ∗ −I 0

∗ ∗ ∗ 0 Sσ − 2Pσ


,

Ξσ11 =He



Pσ1Aσ +T T

σ

⌢Lmσ

0

Cσ T T
σ

⌢Kmσ

0


⌢
Bmσ Cσ

⌢
Amσ




+αMPσ +Rσ + dσHσ1 +Gσ1 +GT
σ1,

Ξσ12 =

Pσ1Adσ 0

0 0

+ dσHσ2 −Gσ1 +GT
σ2,

Ξσ13 =


Pσ1Bωσ +T T

σ

⌢Lmσ

0

Dωσ

⌢
Bmσ Dωσ

 ,
Ξσ14 =

CT
σ D

T
mσ

CT
mσ

 ,
Ξσ15 =

√
dσ


AT
σPσ1 +CT

σ

[
⌢
L
T

mσ 0
]
Tσ CT

σ

⌢
B
T

mσ[
⌢
K

T

mσ 0
]
Tσ

⌢
A
T

mσ

 ,
Ξσ22 = −(1− ρσ )e−αMdσ Rσ + dHσ3 −Gσ2 −GT

σ2,

Ξσ25 =
√
dσ

AT
dσPσ1 0

0 0

 ,
Ξσ34 =DT

ωσD
T
mσ ,
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Ξσ35 =
√
dσ

[
BT
ωσPσ1 +DT

ωσ

[
⌢
L
T

mσ 0
]
Tσ DT

ωσ

⌢
B
T

mσ

]
,

∆Ξσ11(t) =He(


Pσ1∆Aσ (t) +T T

σ

⌢Lmσ

0

∆Cσ (t) 0

⌢
Bmσ ∆Cσ (t) 0

),
∆Ξσ12(t) =

Pσ1∆Adσ (t) 0

0 0

 ,
∆Ξσ13(t) =


Pσ1∆Bωσ (t) +T T

σ

⌢Lmσ

0

∆Dωσ (t)

⌢
Bmσ ∆Dωσ (t)

 ,
∆Ξσ14(t) =

∆CT
σ (t)D

T
mσ

0

 ,
∆Ξσ15(t) =

√
dσ

∆AT
σ (t)Pσ1 +∆CT

σ (t)
[
⌢
L
T

mσ 0
]
Tσ ∆CT

σ (t)
⌢
B
T

mσ

0 0

 ,
∆Ξσ25(t) =

√
dσ

∆AT
dσ (t)Pσ1 0

0 0

 ,
∆Ξσ34(t) = ∆DT

ωσ (t)D
T
mσ ,

∆Ξσ35(t) =
√
dσ

[
∆BT

ωσ (t)Pσ1 +∆DT
ωσ (t)

[
⌢
L
T

mσ 0
]
Tσ ∆DT

ωσ (t)
⌢
B
T

mσ

]
.

Referring to Assumption 2, we get

∆Ξσ (t) =He(ΛMσ (Q(t),Q(t),Q(t))ΓMσ ), (49)

where ΛMσ is defined in (26), and

ΓMσ ≜


Nσ1 0 0 0 Nσ3 0 0 0

0 0 Nσ2 0 0 0 0 0

Nσ1 0 0 0 Nσ3 0 0 0

 , (50)

and by using the generalized square inequality in Lemma 4, that is (17), we get

∆Ξσ (t) ≤ δ−11σΛMσΛ
T
Mσ + δ1σΓ

T
MσΓMσ . (51)

Now according to (51), inequality (48) can be rearranged to

(Ξσ + δ1σΓ
T
MσΓMσ ) + δ−11σΛMσΛ

T
Mσ ≤ 0, (52)

and by the new variable ΦMσ ≜ Ξσ + δ1σΓ
T
MσΓMσ , we have

ΦMσ + δ−11σΛMσΛ
T
Mσ ≤ 0, (53)
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where ΦMσ is defined in (25). Finally, by using the Schur complement in Lemma 1,
that is (14), inequality (53) turns to (23).

Also, from (43), it is apparent that we can calculate IFDRCU parameters and get
(32).

At this point, we will prove the exponential stability of the augmented system (8)
with ω(t) = 0, f (t) = 0 and without parameter uncertainties. If (23) and (24) are held,
then from (44), we have

V̇ (ςt ,σ) < −αMV (ςt ,σ)− rT (t)r(t) < −αMV (ςt ,σ). (54)

Using Lemma 5, and by integrating (54) from tk to t we get:

V (ςtk ,σ) ≤ e−αM (t−tk )V (ςtk ,σ(tk)), (55)

where tk is the switching time instant. Using (22) at instant tk , we have

V (ςtk ,σ(tk)) ≤ µMtk V (ςt−k ,σ(t
−
k )). (56)

It follows from (55), (56), and (12) that

V (ςt ,σ) ≤ µMtk e−αM (t−tk ) V (ςt−k ,σ(t
−
k )) ≤ · · ·

≤
Nσ (t0,t)∏
j=1

µMσ(tj )e
−αM (t−t0) V (ςt0 ,σ(t0))

≤ e
∑l

p=1N0p lnµM
p e

max
p∈l

(
lnµMp

τMap
−αM )(t−t0)

V (ςt0 ,σ(t0)). (57)

On the other hand, using Rayleigh’s inequality [22], one can easily find from (33)
that

a∥ς(t)∥2 ≤ V (ςt ,σ) ≤ b ∥ς(t)∥2 ,

(58)

where

a =min {λmin(Pσ ) |σ ∈ l } ,

b =max {λmax(Pσ ) |σ ∈ l }+ d.max {λmax(Rσ ) |σ ∈ l } ,

+
d2

2
max {λmax(Sσ ) |σ ∈ l } .

Notice from (58) that

V (ςt ,σ) ≥ a∥ς(t)∥2 ,
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V (ςt0 ,σ(t0)) ≤ b ∥ς(t0)∥2 . (59)

Combining (57) and (59) results in

∥ς(t)∥2 ≤
b
a
e
∑l

p=1N0p lnµM
p e

max
p∈l

(
lnµMp

τMap
−αM )(t−t0)

∥ς(t0)∥2 , (60)

∥ς(t)∥ ≤
√

b
a
e
∑l

p=1N0p lnµ
M
p e
− 1

2 max
p∈l

(αM−
lnµMp

τMap
)(t−t0)

∥ς(t0)∥ . (61)

This means that the switched system (8) is exponentially stable with the estimated
state decay ratio given by (61).

Remark 5. For µMi = 1 in τMai > τM∗ai = ln µM
i

αM
we have τa > τ∗a = 0 which means that the

switching signal is arbitrary, and the only possible case for (22) is the equality instead
of inequality which imposes a common Lyapunov function for all subsystems.

Now, we will establish the weighted H∞ performance (αM ,γ1) for the augmented
system without fault and parameter uncertainties. If (23) and (24) are held, from (44),
we have

V̇ (ςt ,σ) < −αMV (ςt ,σ)− I∞(t). (62)

For any t > 0 and for any arbitrary piecewise constant switching signal σ(t), we let
t0 = 0 < t1 < t2 < · · · < tk < · · · < tNσ (0,t) denote the switching points of the σ(t) over the
interval [0, t], where Nσ (0, t) =

∑l
k=1Nk(0, t). For any t ∈ [tk , tk+1), the σ(tk)th subsystem

is active. Using Lemma 5, by integrating (62) from tk to t, it follows from (55), (56)
and (12) that

V (ςt ,σ) ≤ e−αM (t−tk )V (ςtk ,σ(tk))−
∫ t

tk

e−αM (t−ν) I∞(ν)dν

=
l∏

p=1

µ
Nσp(t0,t)
p e−αM (t−t0) V (ςt0 ,σ(t0))

−
∫ t

t0

l∏
p=1

µ
Nσp(ν,t)
p e−αM (t−ν) I∞(ν)dν. (63)

Notice that for the time between two consequence switching instants, we have from
(12):

∀ tj−1 < ν < tj ⇒Nσp(ν, t) ≤N0p +
Tp (ν, t)

τap
=N0p +

Tp (tj−1, t)

τap
=Nσp(tj−1, t). (64)

Since V (ςt ,σ) is positive, for zero initial condition, (63) results in∫ t

t0

e−αM (t−ν)+
∑l

p=1Nσp(ν,t) lnµM
p rT (ν)r(ν)dν
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≤ γ2
10

∫ t

t0

e−αM (t−ν)+
∑l

p=1Nσp(ν,t) lnµM
p ωT (ν)ω(ν)dν. (65)

Multiplying the both sides of (65) by e−
∑l

p=1Nσp(0,t) lnµM
p yields:∫ t

t0

e−αM (t−ν)+(
∑l

p=1(Nσp(ν,t)−Nσp(0,t)) lnµM
p )rT (ν)r(ν)dν

≤ γ2
10

∫ t

t0

e−αM (t−ν)−
∑l

p=1Nσp(0,ν) lnµM
p ωT (ν)ω(ν)dν. (66)

From (12) and (31), we know that

−
l∑

p=1

Nσp(0,ν) lnµ
M
p ≥ −αMν −αM

l∑
p=1

τMapN0p . (67)

Therefore∫ t

t0

e−αM trT (ν)r(ν)dν ≤ eαM
∑l

p=1 τ
M
apN0pγ2

10

∫ t

t0

e−αM (t−ν)ωT (ν)ω(ν)dν.

(68)

And we get ∫ t

t0

e−αM trT (ν)r(ν)dν ≤ γ2
1

∫ t

t0

e−αM (t−ν)ωT (ν)ω(ν)dν. (69)

Integrating the both sides of (69) from t0 to ∞ will result in∫ ∞
t0

e−αMνrT (ν)r(ν)dν ≤ γ2
1

∫ ∞
t0

ωT (ν)ω(ν)dν. (70)

This means that the switched system (8) satisfies the weighted H∞ performance
(αM ,γ1) with γ1 = γ10 exp

(
0.5αM

∑l
p=1 τ

M
apN0p

)
in (9). This completes the proof.

3.2 The weighted H− performance problem

In the following theorem, given the IFDRCU gain matrices and based on the weighted
H− performance index (αm,γ2) defined in (10), sufficient conditions in the form of
matrix inequalities are derived for the exponential stability of the augmented system
in the presence of parameter uncertainties and input disturbances. In addition, the
minimum allowable average time per each subsystem activity is calculated to satisfy
the weighted H− performance index (αm,γ2).
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Theorem 2. For given scalars αm > 0 , µmi ≥ 1 and appropriately-dimensioned real
matrices

⌢
Ami ,

⌢
Bmi , Cmi , Dmi ,

⌢
Kmi ,

⌢
Lmi , if there exist positive definite matrices Pi ≻

0 , Ri ≻ 0 , Si ≻ 0 , appropriately-dimensioned real matrices Gi ,Hi =HT
i ,Yki (i = 1,2,3),

and constant scalars γ20 > 0 , δ2i > 0 such that the following inequalities hold, then we
have

Pi ≤ µmi Pj , Ri ≤ µmi Rj ,Si ≤ µmi Sj i, j ∈ l, (71)

Ωmi =

Φmi Λmi

∗ −δ2iI

 ≺ 0, (72)

Σmi =

Hi Gi

∗ e−αmdiSi

 ≻ 0, (73)

where

Φmi =



Φmi11 Φmi12 Φmi13 Φmi14 Φmi15

∗ Φmi22 0 0 Φmi25

∗ 0 Φmi33 Φmi34 Φmi35

∗ 0 ∗ −3I 0

∗ ∗ ∗ 0 Si − 2Pi


, (74)

Λmi =



Pi1Mi1 + (T T
i

⌢Lmi

0

−YT
1iDmi )Mi2 Pi1Mi1 0

(
⌢
Bmi −YT

2iDmi )Mi2 0 0

0 0 0

0 0 0

−YT
3iDmiMi2 0 0

DmiMi2 0 0

√
diPi1Mi1

√
diPi1Mi1

√
diT

T
i

⌢Lmi

0

Mi2

0 0
√
di

⌢
Bmi Mi2



, (75)

Φmi11 =He



Pi1Ai + (T T

i

⌢Lmi

0

−YT
1iDmi )Ci + δ2iN

T
i1Ni1 T T

i

⌢Kmi

0

−YT
1iCmi

(
⌢
Bmi −YT

2iDmi )Ci
⌢
Ami −YT

2iCmi


 ,

+αmPi +Ri + diHi1 +Gi1 +GT
i1,

Φmi12 =

Pi1Adi 0

0 0

+ diHi2 −Gi1 +GT
i2,
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Φmi13 =


Pi1Bf i + (T T

i

⌢Lmi

0

−YT
1iDmi )Df i −CT

i D
T
miY3i +2δ2iN

T
i1Ni4

(
⌢
Bmi −YT

2iDmi )Df i −CT
miY3i

 ,
Φmi14 =

YT
1i +CT

i D
T
mi

YT
2i +CT

mi

 ,
Φmi15 =

√
di


AT
i Pi1 +CT

i

[
⌢
L
T

mi 0
]
Ti CT

i

⌢
B
T

mi[
⌢
K

T

mi 0
]
Ti

⌢
A
T

mi

 ,
Φmi22 = −(1− ρi )e−αmdi Ri + diHi3 −Gi2 −GT

i2 + δ2i

NT
i2Ni2 0

0 0

 ,
Φmi25 =

√
di

AT
diPi1 0

0 0

 ,
Φmi33 = γ2

20 I −He(YT
3iDmiDf i ) + 2δ2iN

T
i4Ni4,

Φmi34 =DT
f iD

T
mi +YT

3i ,

Φmi35 =
√
di

[
BT
f iPi1 +DT

f i

[
⌢
L
T

mi 0
]
Ti DT

f i

⌢
B
T

mi

]
, (76)

where Mij ,Nij are defined in (5), Ti is defined in (3), and

Gi ≜
[
GT
i1 GT

i2

]T
, (77)

Hi ≜

Hi1 Hi2

∗ Hi3

 , (78)

Pi =

Pi1 0

0 Pi2

 , Pi1 = T T
i


⌢
P i1 0

0
⌢
P i2

Ti , (79)

⌢
Ami = Pi2Ami ,

⌢
Bmi= Pi2Bmi ,

⌢
Kmi =

⌢
P i1 Kmi ,

⌢
Lmi=

⌢
P i1 Lmi . (80)

Then the augmented system (8) is exponentially stable and satisfies the weighted H−
performance index (αm,γ2) in (10) for any switching signal with MDADT met by (81)

τmai > τm∗ai =
ln µmi
αm

. (81)

Proof. By defining I−(t) ≜ γ2
20f

T (t)f (t)− rT (t)r(t), this theorem can be proved by em-
ploying similar techniques as in the proof of Theorem 1.

For ω(t) = 0, the inequality V̇ (ςt ,σ) +αmV (ςt ,σ) + I−(t) ≤ 0 holds if both (73) and
the inequality (82) hold.
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
Ψσ11(t) Ψσ12(t) Ψσ13(t) Ψσ14(t)

∗ Ψσ22(t) 0 Ψσ24(t)

∗ 0 Ψσ33(t) Ψσ34(t)

∗ ∗ ∗ −PσS−1σ Pσ

−

C̄T
σ (t)C̄σ (t) 0 C̄T

σ (t)D̄f σ (t) 0

0 0 0 0

∗ 0 D̄T
f σ (t)D̄f σ (t) 0

0 0 0 0

 ≺ 0. (82)

Applying Lemmas 2 and 28, (82) can be rewritten as
Ψσ11(t) Ψσ12(t) Ψσ13(t) Ψσ14(t)

∗ Ψσ22(t) 0 Ψσ24(t)

∗ 0 Ψσ33(t) Ψσ34(t)

∗ ∗ ∗ Sσ − 2Pσ

−

C̄T
σ (t)

0

D̄T
f σ (t)

0


[
C̄σ (t) 0 D̄f σ (t) 0

]
≺ 0. (83)

This is apparently equal to

E⊥Tσ ∆σ (t)E
⊥
σ ≺ 0, (84)

with

E⊥σ =



I 0 0 0

0 I 0 0

0 0 I 0

C̄σ (t) 0 D̄f σ (t) 0

0 0 0 I


,

∆σ (t) ≜



Ψσ11(t) Ψσ12(t) Ψσ13(t) 0 Ψσ14(t)

∗ Ψσ22(t) 0 0 Ψσ24(t)

∗ 0 Ψσ33(t) 0 Ψσ34(t)

0 0 0 −I 0

∗ ∗ ∗ 0 Sσ − 2Pσ


. (85)

Then, if we choose Eσ =
[
−C̄σ (t) 0 −D̄f σ (t) I 0

]
as one annihilator for E⊥σ and

an arbitrary matrix Yσ =
[[
Y1σ Y2σ

]
0 Y3σ −I 0

]T
, using the similar technique as

in [40, 32], and by Finsler’s Lemma 6, we deduce that (84) holds if

Tσ (t) = ∆σ (t) +He(YσEσ ) ≺ 0, (86)

in which Yiσ (i = 1,2,3) are some arbitrary tuning matrices.

Remark 6. Since a particular structure is chosen for the tuning matrix in Finsler’s
lemma in (86), it becomes a sufficient condition for satisfying (84). A more general form
for the tuning matrix can also be chosen, but the complexity of the resulting LMIs will
be increased.
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Therefore, it is evident that V̇ (ςt ,σ) +αmV (ςt ,σ) + I−(t) ≤ 0 holds, if both (73) and
the following inequality hold.

Tσ (t) =



Ψσ11(t)−He(
[
Y1σ Y2σ

]T
C̄σ (t)) Ψσ12(t) Ψσ13(t)−

[
Y1σ Y2σ

]T
D̄f σ (t)− C̄Tσ (t)Y3σ

[
Y1σ Y2σ

]T
+ C̄Tσ (t) Ψσ14(t)

∗ Ψσ22(t) 0 0 Ψσ24(t)

∗ 0 Ψσ33(t)−He(YT3σ D̄f σ (t)) D̄T
f σ (t) +YT3σ Ψσ34(t)

∗ 0 ∗ −3I 0
∗ ∗ ∗ 0 −Sσ


≺ 0.

(87)

Referring to Assumption 2, and pursuing the same line as in Theorem 1, we have

∆Tσ (t) =He(Λmσ (Q(t),Q(t),Q(t))Γmσ ), (88)

where Λmσ is defined in (75) and

Γmσ ≜


Nσ1 0 0 0 Nσ4 0 0 0

0 0 Nσ2 0 0 0 0 0

Nσ1 0 0 0 Nσ4 0 0 0

 , (89)

and by using the generalized square inequality Lemma 4, i.e., (17), we obtain

∆Tσ (t) ≤ δ−12σΛmσΛ
T
mσ + δ2σΓ

T
mσΓmσ . (90)

And we can get
Φmσ + δ−12σΛmσΛ

T
mσ ≤ 0, (91)

where Φmσ is defined in (74). Finally, using the Schur complement lemma (14), in-
equality (91) turns to (72).

The rest of the proof is omitted because it is similar to that of Theorem 1. This
means that the switched system (8) satisfies the weighted H− performance (αm,γ2) with

γ2 = γ20 exp

−0.5αm

l∑
p=1

τmapN0p


in (10). This completes the proof.

3.3 The mixed weighted H∞/H− problem

In this section, the combination of both the problems of disturbance attenuation and
fault sensitivity amplification is described by the following corollary as a mixed weighted
H∞/H− problem. To solve this problem, an algorithm is also presented.

Corollary 1. By combining the results of Theorems 1 and 2 referring to the opti-
mization problem defined in (11), the proposed IFDRC scheme can be summarized as
follows:
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Under the switching law σ(t) with the defined MDADT in (92), if conditions (22)-
(24) and (71)-(73) are satisfied, then the augmented system (8) is exponentially stable
with the estimated state decay ratio in (61), and also satisfies mixed weighted H∞/H−
performance indices (9) and (10).

τai ≥max(τm∗ai ,τ
M∗
ai ). (92)

Moreover, the IFDRCU matrices can be constructed by (32).
Since (22)-(24) are in the LMI form, and (71)-(73) are BMI, the IFDRCU design

problem yields the following two-step optimization algorithm [17].

Algorithm 1
0. Select the scalars αM > 0 , µMi ≥ 1 , αm > 0 , µmi ≥ 1.
1. Solve (22)-(24) to obtain the minimum permitted level of disturbance attenuation,

γ1, which will lead to the appropriate robust controller to satisfy the H∞ performance
index (9).

2. Substitute the resulted controller gains from the first step into (71)-(73) and check
the feasibility of these inequalities to find the maximum permitted level of fault
sensitivity, γ2, that satisfies the H− performance index (10).

Also, compromising between the desired γ1,γ2 can be done by repeating the two
aforementioned steps.

3.4 Residual signal evaluation

For successful fault detection and generating fault occurrence alarm, the last step after
designing the residual generator is to evaluate the residual signal (Figure 1). This step
includes two tasks:

- Producing an evaluation function (JRMS (L))

- Specifying a threshold (Jth).

By employing a similar method to the other fault detection literature [6, 14], which
relaxes the necessity to estimate the fault signal, the following residual evaluation func-
tion is used:

JRMS (L) = ∥r(t)∥2 =
(
1
L

∫ t0+L

t0

rT (τ)r(τ)dτ
) 1
2

, (93)

where L is the evaluation time step and t0 is the initial evaluation time instant.
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To identify when a fault has occurred, this evaluation function can be compared to
the threshold by the following rule:

JRMS (L)− Jth =

> 0, fault occured ⇒ Alarm,

< 0, No fault.
(94)

As indicated in [9], the threshold can be chosen as

Jth = sup∥ω(t)∥2≤δω ,f =0JRMS (L). (95)

4 A Numerical Example

In this section, a numerical example is considered as a case study for simulating the
proposed framework for the IFDRCU design technique to illustrate the effectiveness
and applicability of the theoretical results.

The realization of this numerical example can be given by the Electrical Circuit
system, which is shown in Figure 2.

Figure 2: A sample Electrical Circuit switched system.

According to Kirchhoff’s Circuit Law, for two switching modes of this Electrical
Circuit, we have

KCL : C
deC
dt

+
eC(t)
R

+ iL(t) · (σ(t)− 2) +α · eC(t − dσ(t)(t))

− β · iL(t − dσ(t)(t)).(σ(t)− 2)−λ ·ω(t) = 0,

KV L : L
diL
dt
− eC(t) · (σ(t)− 2)− δ · eC(t − dσ(t)(t)) · (σ(t)− 1)

−γ · iL(t − dσ(t)(t))− es(t)− η · f (t) = 0. (96)

The state-space representations of this circuit are given by

ẋ(t) =

 − 1
RC

(2−σ(t))
C

(σ(t)−2)
L 0

x(t) +  −α
C

β.(σ(t)−2)
C

δ.(σ(t)−1)
L

γ
L

x(t − dσ(t)(t))



27Ejtahed, S.H., et al./ COAM, 7 (2), Summer-Autumn 2022

+

01
L

u(t) +  λC0
ω(t) +

0η
L

 f (t), (97)

where
[
x1(t) x2(t)

]T
=

[
eC(t) iL(t)

]T
and u(t) = eS (t) are the state vector and input

signal, respectively.
When the parameters α , β , δ , γ , η , λ are set to zero in this electrical circuit, this

is equivalent to the Boost Converter switched system. As a typical circuit system, the
Boost Converter is used to transform the source voltage into a higher voltage. This
class of power converters has been modeled as switched systems. In recent years, the
fault detection and control problems for such power converters have been widely studied
in the literature [10, 26]. More details of this system are given in [36].

For α = −0.2 , β = 0.3 , δ = 0.4 , γ = −0.5 , λ = −0.1 , η = 0.4 and R = 1Ω , L =

1H , C = 1F the following state-space matrices are obtained.

A1 =

−1 1

−1 0

 , Ad1 =

0.2 −0.3
0 −0.5

 , B1 =

01
 , Bω1 =

0.10
 ,

Bf 1 =

 0

0.4

 , C1 =
[
0.1 0.1

]
, Dω1 = [0] , Df 1 = [0.1] ,

A2 =

−1 0

0 0

 , Ad2 =

0.2 0

0.4 −0.5

 , B2 =

01
 , Bω2 =

0.10
 ,

Bf 2 =

 0

0.4

 , C2 =
[
0.3 0.4

]
, Dω2 = [0] , Df 2 = [0.1] , (98)

which are similar to the Boost Converter matrices in [10], except that it does not have
state delay. Also, output matrices are considered the same as in [10].

For parameter uncertainties, the following real constant matrices and Q(t) = sin(3t)

are considered:

M1 =

 0.1−0.2
 , M2 = [0.1] , (99)

N1 =
[
−0.2 0.1

]
, N2 =

[
0.1 −0.1

]
, N3 = [0.2] , N4 = [−0.1] .

Time-varying state delays for two subsystems are supposed to be d1(t) = 0.2 +

0.1cos(t) and d2(t) = 0.3 − 0.2sin(t). Therefore, the upper bound of delay and its
derivative for two modes will be d1 = 0.3 , ρ1 = 0.1 and d2 = 0.5 , ρ2 = 0.2, respectively.

Given αM = 0.1,αm = 0.3,µM1 = 1.01,µm1 = 1.1,µM2 = 1.02,µm2 = 1.5, the allowed
minimum MDADT for each subsystem could be obtained from (31) and (81), and
(92) as τ∗a1 = max(0.3177,0.0995) = 0.3177, τ∗a2 = max(1.3516,0.1980) = 1.3516. By
MDADT constraints τa1 = 0.53,τa2 = 1.39, the switching signal in Figure 3.a is chosen.
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Figure 3: (a). Switching signal (b). Fault and disturbance signals.

Solving the LMIs in (22)-(24) by MOSEK solver [1] in MATLAB/YALMIP, re-
sults in the following controller/detector gains, and minimum disturbance attenuation
level,γ1 = 0.187.


Am1 Bm1

Cm1 Dm1

Km1 Lm1

 =

−0.7175 0.3226 −0.0786
0.3226 −0.7175 −0.0786
−0.0113 −0.0113 −0.4972
−0.1252 −0.1252 −1.6310

 ,

Am2 Bm2

Cm2 Dm2

Km2 Lm2

 =

−0.7378 0.3134 −0.0284
0.3134 −0.7378 −0.0284
−0.0208 −0.0208 −0.2519
0.1272 0.1272 −1.6611

 , (100)

Then, solving the LMIs in (71)-(73) results in the fault sensitivity level, γ2 = 0.016.
For simulation, we assume that the unknown bounded input, called disturbance, is

given by ω(t) = 0.5exp(−2(t−15))cos(0.2π(t−15))u(t−15) with δω = 0.5, and the fault
occurs as a step in t = 35s and remains for 5 seconds, while disturbance is present from
t = 15 s as shown in Figure 3.b.

Choosing the initial state x0 =
[
0.6 −0.4

]T
, Figure 4.a and Figure 4.b show trajec-

tories of the state responses of the system (x(t)) and its control input (u(t)), respectively,
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from which we can see that the closed-loop system is exponentially stable under the
initial state and unknown disturbances.

Figure 4: (a). State responses of the closed-loop system. (b). Control input.

The generated residual signal and the evolution of the residual evaluation function
are shown in Figure 5.a and Figure 5.b.

Simulating the system in a fault-free case, the threshold can be determined as
Jth = 0.004. It can be seen from Figure 5.b that fault is detected at t = 35.2 s

Simulation results show that the early detection of fault can be achieved by the
controller/detector immediately and effectively when faults occur, although distur-
bance input, mode-dependent time-varying state delay, and parameter uncertainties
are present and the control loop is closed. The benefit of integrated fault detection and
control design of the system is that fault occurrence cannot be hidden by the control
action.

To illustrate the excellence of the proposed technique, it is compared with the exist-
ing method [10] in two cases; with and without state delay and parameter uncertainty.
Comparing the disturbance attenuation level values (γ1), as shown in Table 1, show
that the proposed approach is less conservative. It has a better disturbance rejection
capacity because the residual signal is less affected by the unknown input.

By comparing the minimum allowed average dwell time values in Table 1, the pro-
posed approach has more flexibility in the switching times, since it admits different
average dwell times for each subsystem. Note that since the compared paper did not
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Figure 5: (a). Generated residual signal. (b). Residual evaluation function.

Table 1: Comparison with the existing results

Method Delay Uncertainty Disturbance attenuation Average Dwell Average Dwell
level (γ1) time#1 time#2

[10] No No 0.91 12.307 12.307
This paper Yes Yes 0.1871 0.3176 1.3516
This paper No No 0.1644 0.3176 1.3516

consider state-space delay and parameter uncertainties, our results were reported with
and without state delay and parameter uncertainties.

5 Conclusion

The proposed MDADT switching strategy was less conservative and allowed lower and
as well different ADTs for each subsystem compared with the general ADT switching
method. The main objective of this paper was to propose a general framework for
IFDRC of linear continuous-time switching systems suffering from mode-dependent
time-varying state delay, parameter uncertainties, and input disturbance. Sufficient
conditions for IFDRC design were derived based on the MDADT technique. Multiple
Lyapunov-Krasovskii functions under the framework of mixed H∞/H−, and the fault
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detection filters and controllers were developed together. Finally, the proposed scheme
was applied to a switched model of an Electrical Circuit system, and the simulation
results indicated the effectiveness of the proposed technique.
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1 Introduction

Quadratic programming problems arise in a wide variety of scientific and engineering
applications including regression analysis, image and signal processing, parameter es-
timation, filter design, robot control, etc. See for example [3, 2, 40] and a study of
piecewise linear-quadratic programs by Cui et al. [12]. Optimization problems with
nonlinear objective functions are usually approximated by second-order (quadratic) sys-
tems and solved approximately by standard quadratic programming (QP) techniques
[29, 30]. In modeling many scientific problems, quadratic problems are obtained, such
as smoothing quadratic regularization methods [6], minimizing condition number [10]
and machine learning [19].

In recent years, convex QP has been studied by many researchers and many good
results have been obtained. For example, one can see [14, 16, 45, 48, 49] where several
methods for solving degenerate QP , convex quadratic bilevel programming, and convex
quadratic minimax problems have been proposed. A major difference between convex
and non-convex quadratic programming (NCQP) problems is that for the former any
local minimizer is also a global minimizer whereas the latter may have many local
minimizers. An analytic method for NCQP subject to a set of linear constraints is pre-
sented in [4, 8]. Jeyakumar et al. [23] establish Lagrange multiplier conditions for global
optimality of general non-convex quadratic minimization problems with quadratic con-
straints. They also obtain necessary global optimality conditions, which are different
from the Lagrange multiplier conditions for special classes of QPs (see [42, 43] for more
details). Moreover, Huang et al. [21] and Kong et al. [26] have used faster gradient-
free proximal stochastic methods to solve the non-convex non-smooth optimization.
QPs can also be solved indirectly using unconstrained optimization methods and op-
timization algorithms [34, 35, 46]. There are several direct methods to solve CQP
and NCQP , such as first-order methods [9], interior point algorithms [7], accelerated
gradient method [20] and combining stochastic adaptive cubic regularization [39].

The neural networks for solving mathematical programming problems were first
proposed by Tank and Hopfild [44, 17]. Their work has inspired many researchers to
investigate other neural network models for solving programming problems. One of the
efficient methods to solve CQP and NCQP is a recurrent neural network (RNN). The
main advantage of RNN to optimization is that they can solve optimization problems in
running time at orders of magnitude much faster than the most traditional optimization
algorithms [5, 50]. These networks have been used in many scientific applications, such
as complex-variable programming problems [28], classifiers with low model complexity
[38], and non-smooth constrained pseudo-convex optimization [47].

Xue and Bian [48] developed a project neural network for solving degenerate QP
problems with general linear constraints. In the theoretical aspects, the proposed Neu-
ral Network (NN) is shown to have complete convergence and finite time convergence.
Effati and Ranjbar [14] presented a new NN for solving CQP problems. This model
has a simple form, furthermore, it has a good convergence rate with a less number
calculation operation than the old models. Besides, Nazemi [37] has used a capable
NN for solving strictly CQP problems with general linear constraints. Nonetheless,
Malek and Hosseinipour-Mahani [31] in their paper demonstrated that the use of the
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RNNs to solve NCQP is efficient. In this work, based on a generalized KKT method,
a modified RNN model called M.RNN for a class of NCQP problems involving a so-
called Z-matrix has been proposed. By the study of the resulting dynamic system, it
is shown that under given assumptions, steady states of the dynamic system are stable
[1, 25].

There is similar research in the field of nonlinear and non-convex programming via
neural networks. Effati et al. [13] presented an efficient projection neural network for
solving bilinear programming problems. Also, Eshaghnezhad et al. [15] used a neu-
rodynamic model to solve the nonlinear pseudo-monotone projection equation and its
applications. Nonetheless, there are other types of numerical approaches to solving
optimization problems via neural networks. Mansoori and Effati [32, 33] applied a
parametric NCP-based recurrent neural network model to solve fuzzy non-convex op-
timization problems. Leung and Wang [27] proposed a neurodynamic method to solve
minimax and bi-objective portfolio problems.

In this paper, an RNN network is designed to solve the NCQP problems. We call
this network µRNN . µRNN is similar to M.RNN in reference [31]. The authors in [31]
could have designed the M.RNN more easily, thus reducing calculations and proofs.
Accordingly, we have designed an RNN as µRNN that is simple and highly efficient.
µRNN is stable in the sense of Lyapunov and has a high speed of convergence. Thus
µRNN not only solves CQP and NCQP , but also has the following advantages:

• µRNN has a simple structure, so it is easy to design and use.

• The convergence rate of µRNN is sometimes equal to the convergence rate of
M.RNN , and somtimes it is better.

In terms of run time, the µRNN network is similar to the M.RNN network. In some
problems where it is necessary to choose a small Rung-Kutta numerical method step
length, the run time increases in both methods (as in Example 2). But in many convex
and non-convex problems, the run time is about a few seconds.

2 Preliminaries

This section provides the necessary mathematical background used to study the pro-
posed method and its usage. We list some necessary notations and introduce some
necessary preliminary results in this section.

• ∥.∥ denotes the l2−norm on Rn (∥x∥ = (
∑n

i=1 x
2
i )

1/2) and ei denotes the column
vector with a 1 in the i-th coordinate and 0’s elsewhere.

• The space of all n×n symmetric matrices is denoted by Sn.

• For g : Rn→ R, ∇g(x) ∈ R and ∇2g(x) ∈ Rn×n stand for gradient and the Hessian
of g at x.

• The notation A ≽ 0 (A ≼ 0) shows that the matrix A is positive (negative) semi-
definite.
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• If there exists a non-zero vector x ∈ Rn such that xTAx < 0 then A % 0.

Consider the following smooth non-convex quadratic optimization problem.{
Min f (X)
s.t : gi(X) ≤ 0, i = 1,2, . . . ,m,

(1)

where f ,gi : Rn→ R are defined by

f (X) =
1
2
XTAf X + bTf X + cf , gi(X) =

1
2
XTAgiX + bTgi + cgi ,

and S0 = {X ∈ Rn|gi(X) ≤ 0, i = 1,2, . . . ,m} is the feasible set. We suppose that Af % 0,
and define Hf , Hgi for i = 1,2, . . . ,m by

Hf =
(
Af bf
bTf 2cf

)
, Hgi =

(
Agi bgi
bTgi 2cgi

)
. (2)

Definition 1. A matrix A ∈ Sn is called a Z-matrix if aij ≤ 0 for all i , j. Therefore
any diagonal matrix is a Z-matrix.

In this paper, the RNN will be designed based on the following statement.

Proposition 1. (Jeyakumar et al. [23]) For general non-convex quadratic program-
ming problem (1), let X∗ ∈ S0. If there exists λ = (λ1, . . . ,λm)T ∈ Rm

+ − {0} such that the
conditions 

(a) Af +
∑m

i=1λiAgi ⪰O,
(b) (Af x

∗ + bf ) +
∑m

i=1(λiAgix
∗ +λibgi ) =O,

(c)
∑m

i=1λigi(x∗) = 0,
(3)

hold, then X∗ is a global minimizer of (1).

Remark 1. In the problem (1) when m = 1 and the strict feasibility condition holds,
conditions (3) are necessary and sufficient conditions [24]. Also, for m > 1 the condition
(a) of (3) is just a sufficient (not necessary) global optimality condition [31].

Theorem 1. (Jeyakumar et al. [22]) For the non-convex quadratic problem (1), sup-
pose that Hf and Hgi , i = 1, . . . ,m are Z-matrices and the Slater condition holds, that
is, there exists X0 ∈ Rn such that gi(X0) < 0, i = 1, . . . ,m. Then a feasible point X∗ is a
globally optimal solution if and only if the conditions (3) hold.

Lemma 1. If A is a real square matrix, then:

XTAX = XTATX.

Proof. We know that any square matrix A can be written as [18]

A =
1
2
(A+A∗) +

1
2
(A−A∗) ≡ B+C,

where B = 1
2 (A+A∗) is the Hermitian part of A, and C = 1

2 (A−A
∗) is the skew-Hermitian

part of A. We have
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XTAX = XTBX +XTCX,

where XTCX = 0. Thus, if the matrix A is real,

XTAX =
1
2
XT (A+AT )X ⇒ XTAX = XTATX.

Corollary 1. Without loss of generality, in (1) assume that the matrices Af and
Agi , i = 1, . . . ,m are symmetric. If the matrix A in XTAX is not symmetric then we can
replace it with 1

2 (A+AT ).

Consider the following differential equation:

Ẋ(t) = f (X(t)), X(t0) = X0 ∈ Rn. (4)

The following classical result on the existence and uniqueness of the solution to (4)
holds.

Theorem 2. (Uniqueness and Existence) Assume that g is a continuous mapping
from Rn to Rn. Then for arbitrary t0 ≥ 0 and X0 ∈ Rn there exists a local solution X(t),
t ∈ [t0,τ) to (4) for some τ > t0. If g is locally Lipschitzian continuous at X0 then the
solution is unique, and if g is Lipschitzian continuous in Rn then τ can be extended to
∞.

Proof. See [11].

3 Recurrent Neural Network

Based on the optimization conditions (3), we design an RNN that converges to the
optimal solutions to the problem (1). Consider{ dX

dt = −Af X − bf − 1
2
∑m

i=1µ
2
i (AgiX + bgi ),

dµ
dt = diag (µ1, . . . ,µm).g(X),

(5)

where g(X) = (g1(X), · · · , gm(X))T and µ = (µ1, · · · ,µm)T . Assuming y = (XT ,µT )T and

∇g(X) = (∇gT1 (X), · · · ,∇gTm(X))T , ∇gi =
(
∂gi
∂x1

,
∂gi
∂x2

, · · · ,
∂gi
∂xn

)T
.

We call system (5), µRNN and it is summarized as follows

ẏ = Kφ(y), (6)

where
φ(y) =

(
−∇f (X)− 1

2
∑m

i=1µ
2
i ∇gi

diag (µ1, · · · ,µm)gT (X)

)
, y(t0) = y0, (7)

and K is an adjusted parameter. A sufficiently large K could accelerate the µRNN .
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Lemma 2. If An×n and Bm×m are negative definite, then the following matrix is negative
definite.

F =


An×n | Cn×m
−− −− −−
−CT

m×n | Bm×m


(m+n)×(m+n)

. (8)

Proof. For all X = (x1, · · · ,xn,xn+1, · · · ,xm+n)T we have:

XTFX =XT


A | C
− − −
−CT | B

X
= (x1, . . . ,xn)A


x1
...
xn

+ (xn+1, . . . ,xm+n)B


xn+1
...

xm+n


+ (x1, . . . ,xn)C


xn+1
...

xm+n

− (xn+1, . . . ,xm+n)C
T


x1
...
xn

︸                                                          ︷︷                                                          ︸
=0

≤ 0,

so the matrix F is negative definite.

For simplicity of our analysis, we let K = 1. An indication of how the neural
networks (6) and (7) can be implemented on hardware is provided in Figure 1.

Figure 1: A simplified block diagram for the neural networks (6) and (7).

Theorem 3. Let Ω∗ ⊂ Rn+m be the set of equilibrium points of the system (6). If
y∗ = (X∗T ,µ∗T )T ∈Ω∗ where µ∗ = (µ∗1, · · · ,µ∗m)T , and

Af +
m∑
i=1

µ∗2i
2

Agi ≽ 0,
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then X∗ is a global optimal solution of (1). Also, if Hf and Hgi , i = 1, . . . ,m are Z-
matrices and x∗ is a global optimal solution of (1), then there exists µ∗ ∈ R+ − {O} such
that (X∗T ,µ∗T )T is an equilibrium point of the µRNN .

Proof. Since y∗ is an equilibrium point of the µRNN ,

−Af X
∗ − bf −

1
2

m∑
i=1

µ2i (AgiX
∗ + bgi ) = 0,∀i = 1, . . . ,m;µigi(X

∗) = 0. (9)

Let λ∗i =
µ∗2i
2 , (9) satisfies assumptions (3), therefore X∗ is a global optimal solution

of (1). On the other hand, if Hf and Hgi are Z-matrices then by using Theorem 1,
conditions (3) are necessary and sufficient for the optimality of x∗. Therefore, if x∗ is
a global optimal solution of (1), then there exists λ = (λ1, . . . ,λm) ≥ 0, λ , 0 such that
conditions (3) hold. Substituting λi =

µ2
i
2 into (3), we have

(a1) Af +
∑m

i=1
µ2
i
2 Agi ⪰O,

(b1) (Af X
∗ + bf ) +

∑m
i=1

µ2
i
2 (AgiX

∗ + bgi ) =O,

(c1)
∑m

i=1
µ2
i
2 gi(X

∗) = 0.

(10)

Since for all X ∈Ω∗, we have gi(X) ≤ 0, µ ≥ 0, so there are two cases, one µi = 0 and
the other µi , 0. If µi = 0 then µigi(X) = 0, and if µi , 0, then µigi(X) = 0 is established
again (from condition (c1)). Thus (X∗T ,µ∗T )T is an equilibrium point of the µRNN .

4 Stability and Convergence Analysis

In this section, the stability and convergence properties of the µRNN are exactly an-
alyzed. It is clear that φ is continuously differentiable. Thus φ is locally Lipschitz
continuous in Rn+m with positive constant ∥∇φ∥ where ∇φ is the Jacobian matrix for
φ(y). So, by Theorem 2 the solution y(t), for t ∈ [t0,τ) to the µRNN , for some τ > t0
is unique as τ→∞.

Definition 2. ([25]) The equilibrium point y∗ is Lyapunov stable if, for each ϵ > 0,
there is δ > 0 such that if ∥y(t0)− y∗∥ < δ, then ∥y(t)− y∗∥ < ϵ, for all t ≥ t0.

Definition 3. ([41]) A set G is an invariant set for a dynamic system if every system
trajectory which starts from a point in G remains in G for all future times.

Theorem 4. (Local Invariant Set Theorem) Consider an autonomous system of
the form Ẋ = f (X), with f continuous, and let V (X) be a scalar function with continuous
first partial derivatives. Assume that

• for some l > 0, the region Ωl defined by V (X) < l is bounded.

• d
dtV (X) ≤ 0 for all X in Ωl .
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Let R be the set of all points withinΩl where d
dtV (X) = 0, M be the largest invariant

set in R. Then, every solution X(t) originating in Ωl tends to M as t→∞.

Proof. See [41].

Theorem 5. Let y∗ be an equilibrium point for (5) and D ⊂ Rn+m be a domain con-
taining y∗. Let V :D→ R be a continuously differentiable function such that

V (y∗) = 0, V (y) > 0, inD − {y∗}, (11)

dV
dt

(y) ≤ 0, inD, (12)

then, y∗ is stable. Moreover, if

dV
dt

(y) < 0, inD − {y∗},

then, y∗ is asymptotically stable.

Proof. See [25].

Theorem 6. If y = (XT ,µT )T ∈M⊂ Rn+m, X ∈ S0 and assume that

A = Af +
m∑
i=1

µ2i
2
Agi ≽ 0.

Then the Jacobian matrix ∇φ(y) of the mapping φ defined in (6) is a negative semi-
definite matrix for all y ∈M.

Proof. It can be proved that the Jacobian matrix of φ is

∇φ =
[
−Af −

∑m
i=1

µ2
i
2 Agi

]
(n×n)

|
[
−∇gT (x).diag (µ1, . . . ,µm)

]
(n×m)

− − −
[diag (µ1, . . . ,µm).∇g(x)](m×n) | [diag (g1(x), . . . , gm(x))](m×m)

 ,
where ∇φ is an (n +m) × (n +m) matrix. ∇φ is exactly in the form of matrix F in
Lemma 2. Since for any feasible point y = (XT ,µT )T we have gi(X) ≤ 0, i = 1, . . . ,m
and using the assumption and Lemma 2 we obtain that ∇φ is a negative semi-definite
matrix.

Theorem 7. Let the assumptions of Theorem 6 hold. If Ω∗ ⊂M⊂ Rn+m and S0 is the
feasible set of (1), then system (6) satisfies the following statements:

(i) Equilibrium points of (6) are stable in the sense of Lyapunov,

(ii) For all points y(t0) = (XT
0 ,µ

T
0 )

T ∈M where X0 ∈ S0 the trajectory of y(t) starting
from y(t0) tends to Ω∗ as t→∞.
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(iii) For all ŷ = (X̂T , µ̂T )T ∈Ω∗ there exists a trajectory y(t) with initial point y(t0) ∈M
converges to ŷ, where X̂ is a global optimal solution of problem (1).

Proof. (i). In this case, we prove that the equilibrium point is stable in the sense of
Lyapunov. Consider the Lyapunov function L :M→ R as

L(y) = ∥y − ŷ∥2, (13)

where ŷ ∈Ω∗, and y(t) is a trajectory obtained for system (6) starting from y(t0).
Taking the time derivative from (13) and using (6), we have

dL(y)
dt

= 2(y − ŷ).
dy

dt
= 2(y − ŷ)φ(y).

Now by using the mean value theorem, there exists ỹ between y and ŷ, such that

φ(y)−φ(ŷ) = ∇φ(ỹ)(y − ŷ).

By using Theorem 6 ∇φ(y) is negative definite, by multiplying both sides of the
above equation by (y − ŷ)T , we have

(y − ŷ)T (φ(y)−φ(ŷ)) = (y − ŷ)T∇φ(y)(y − ŷ).

Since the right side of the above equation is negative and φ(ŷ) = 0, we have

(y − ŷ)Tφ(y) ≤ 0 =⇒
dL(y)
dt

≤ 0.

(ii). To prove this part, we use Theorem 4. Note that system (6) is autonomous.
The function L :M→ R, as stated in (13), is a scalar function with continuous
first-order partial derivatives. For all l > 0, the following set

Ωl = {y ∈M|L(y) ≤ l},

is bounded and for all y ∈ inn(Ωl ), we have
dL(y)
dt ≤ 0 where inn(Ωl ) is the interior

of Ω(y). Now, Theorem 4 implies that every solution y(t) of (6) starting from an
arbitrary point belongs to M, converges to a set of M =Ω∗. It should be noted
that in this discussion, the two sets R and M in Theorem 4 are the same as Ω∗.

(iii). If y(t0) is a feasible point, then the trajectory y(t) obtained for the system of (6)
starting from y(t0) cannot be unbounded, otherwise, we have limk→+∞ ∥y(tk) −
ŷ∥2 = +∞ which leads to a contradiction with Lyapunov stability of system (6).
As a result limk→+∞ ∥y(tk) − ŷ∥2 = 0 or M > 0, if limk→+∞ ∥y(tk) − ŷ∥2 = 0, then
limk→∞ y(tk) = ŷ(t). If not, we have:

lim
k→+∞

∥y(tk)− ŷ∥2 =M > 0,

which implies that limk→+∞ y(tk) = ȳ, where ȳ ∈Ω∗ and ∥ȳ − ŷ∥2 =M. Therefore,
there is a trajectory {y(tk)}+∞k=1 that converges to an equilibrium point of system
(6). According to Theorem 3, each equilibrium point of the system (6) is a global
optimal solution of the problem (1). Therefore, the statement in item (iii) is true.

In fact, all RNNs are autonomous.
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Remark 2. In many problems, the attraction region of an equilibrium point is large,
so the system (6) can be stable by starting from outside the feasible set.

5 Numerical Examples

In this section, some experiments are given to illustrate the efficiency and good per-
formance of µRNN for solving optimization problems (1). The numerical testing was
carried out on a Dell laptab (2.1 GHz, 2.00 GB of RAM) with the use of MATLAB
(2008). The first three examples are for the non-convex problems and then the two
examples are written for the convex problems. The numerical results of the non-convex
examples are compared to the numerical results of Malk et al. [31] and convex examples
are compared with Nazemi [36, 37].

Example 1. Consider the following non-convex quadratic optimization problem [31,
49].

min 8x1x2 +3x22 +14x1 +12x2
s.t. 18x21 +8x22 +2x1 − 1 ≤ 0,

13x21 − 4x1x2 +8x22 +4x2 − 1 ≤ 0,
5x21 − 10x1x2 +5x22 +16x1 +18x2 − 1 ≤ 0.

(14)

By performing Network µRNN and starting from random initial points

y(t0) = [rand,rand,rand,rand,rand ]T ,

we obtain X∗ = (−0.21901076,−0.26801087)T and µ∗ = (2.00739048,0.0001376,0)T .
From λi =

µ
∗2
i
2 we have λ∗ = (2.014807306,0,0)T . We note that

A = Af +
1
2

3∑
i=1

µ∗2i Agi =
(
72.5330630160 8

8 38.236916895

)
≻ 0,

and det(A) = 2709.44 > 0. In the system (6) a sufficiently large K could accelerate the
µRNN . In other words, as the amount of K increases, the settling time of the system
decreases significantly. Figure 2 presents the state trajectories of network µRNN with
five random initial points and K = 1, K = 1000. According to the numerical results, it
can be said that the convergence rate of networks µRNN and M.RNN are equal.

Example 2. (Global solution for the CDT problem, [31]) Consider the following prob-
lem:

min f (d) = 1
2d

TBd + bT d
s.t. ∥AT d + a∥ ≤ θ,

∥d∥ ≤ δ,
(15)

where B ∈ Sn, A ∈ Rn×m(m ≤ n), b ∈ Rn, a ∈ Rm, θ > 0 and δ > 0. The problem
(15) comes from applying the successive quadratic programming method and the trust-
region technique to minimize a general function q(X) subject to h(X) = 0 (for the details
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Figure 2: The transient behavior of the µRNN with different initial points for Example 1, K = 1 left
side and K = 1000 right side.

see [31]). To solve the CDT problem (15) by the theory developed in this paper, we
replace (15) by:

min f (d) = 1
2d

TBd + bT d
s.t. g1(d) = ∥AT d + a∥2 −θ2 ≤ 0,

g2(d) = ∥d∥2 − δ2 ≤ 0.δ,
(16)

where for n =m = 2,

B =
(
−2 0
0 2

)
, A =

(
1 0
0 1

)
, a = (0,−6)T , b = (0,−6)T , δ = 5, θ = 5,

Hf =
(
B b
b 0

)
, Hg1 = 2

(
AAT Aa
(Aa)T ∥a∥2−θ2

)
, Hg2 =

(
In 0
0 −δ2

)
.

By performing network µRNN and starting from random initial points, we obtain

d∗I =
(
3.98163
3.00000

)
, µ∗I =

(
1.82558
1.82558

)
, (17)

and
d∗II =

(
−3.98163
3.00000

)
, µ∗II =

(
1.82558
1.82558

)
, (18)

are two different global optimal solutions for Example 2.
Note that

A = Af +
2∑

i=1

µ∗2i
2

Agi =
(
4.6654 0

0 8.6654

)
≻ 0.

Figure 3 presents the state trajectories of network µRNN with 2 random initial
points and K = 100.

Example 3. Consider the following non-convex programming problem ([31]).

min −3x21 + x22 +
3
2x

2
3 +2x24 +3x25

s.t. 1
4 (x

2
1 + x22 + x23 + x24 + x25 − 14) ≤ 0,

1
4 (x

2
1 + x22 + x23 + (x4 − 3)2 + x25 − 17) ≤ 0,

−x2x3 − 0.5x23 − 1.5x4 + x25 − 2.5 ≤ 0,
−2x2x3 +0.5x24 − 9x5 ≤ 0, −x2x3 − 9x5 ≤ 0.

(19)
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Figure 3: The transient behavior of the µRNN with different initial points for Example 2 for K = 100.

Using the network M.RNN , Malek and Hossinipour [31] obtained the optimal so-
lutions as follows

X∗ = (3.6051,0.0000,0.0000,1.0000,0.0556)T ,

X∗∗ = (−3.6051,0.0000,0.0000,1.0000,0.0556)T ,

with
λ∗ = λ∗∗ = (5.2840,6.7160,0.0000,0.0741,0.0000)T .

Now by using network µRNN , we obtain

x∗I =


3.606758

0
0

0.999630707
0.05558959

 , µ∗I =


3.249422
3.663398

0
0.3848944

0

 , (20)

and

x∗II =


−3.605471

0
0

0.999979
0.0555559

 , µ∗II =


3.251679
3.666151

0
0.384872

0

 . (21)

Moreover, we get

A =


18.014 0 0 0 0

0 26.014 −0.1481 0 0
0 −0.1481 27.0140 0 0
0 0 0 28.0881 0
0 0 0 0 30.0140

 . (22)
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In this problem, since Hf and Hgi , i = 1, . . . ,m are Z-matrices, we can conclude by
Theorem 1 X∗I and X∗II are two different global solutions of this problem. Figures 4 and
5 present the state trajectories of network µRNN with two random initial points and
K = 1, K = 300, K = 1300. According to the numerical results, it can be said that the
convergence rates of network µRNN are better than the network M.RNN .
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Figure 4: The transient behavior of the µRNN with different initial points for Example 3 for K = 1.
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Figure 5: The transient behavior of the µRNN with different initial points for Example 3, K = 300 left
side and K = 1300 right side.

To check the µRNN performance, we want to solve two examples for convex prob-
lems.

Example 4. Consider the following convex nonlinear optimization problem [36].

min x21 +2x22 +2x1x2 − 10x1 − 12x2
s.t. z1 +3x2 ≤ 8,

x21 + x22 +2x1 − 2x2 ≤ 3.
(23)

The exact solution is X∗ = (1,2)T . By performing the network µRNN and starting
from 5 random initial points we get

x∗ =
(
1.000075
2.000020

)
,

(
µ1
µ2

)
=

(
0.001533
1.414195

)
, (24)
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and note that

A = Af +λ1Ag1 +λ2Ag2 =
(
3.99994 2.0000
2.0000 5.999947

)
≻ 0. (25)

Figure 6 displays the transient behavior based on the network µRNN with 5 random
initial points. All trajectories of the network converge to X∗ = (1,2)T . Moreover, when
the initial point is chosen as an infeasible point, the trajectory of the network µRNN
still converges to X∗.
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Figure 6: Transient behaviors of y(t) = (XT ,µT )T of network µRNN with 5 various initial points in
Example 4 for K = 1 and K = 10.

Example 5. Consider the following convex nonlinear optimization problem [37]:
min 10x21 +2x22 +2x23 − 2(x1x2 +3x1x3 − x2x3)
s.t. −1 ≤ x2 − x1 ≤ 0,

−1 ≤ x3 − 3x1 ≤ 1,
1 ≤ x2 + x3 ≤ 2.

(26)

The first constraint is equivalent to (x2 − x1)(x2 − x1 +1) ≤ 0. Similarly, the constraints
of the problem (26) are equivalent to the following constraints.

x21 + x22 − 2x1x2 + x2 − x1 ≤ 0,
9x21 + x23 − 6x1x3 − 1 ≤ 0,
x22 + x23 +2x2x3 − 3x2 − 3x3 +2 ≤ 0.

Since the problem is convex, the unique exact solution is X∗ = (14 ,
1
4 ,

3
4 )

T . By performing
the network µRNN and starting from 4 random initial points we obtain

x∗ =


0.250452
0.248640
0.75135

 ,

µ1
µ2
µ3

 =

0.146195

0
1.999987

 . (27)

Note that

A = Af +
3∑

i=1

λiAgi =


5.02 −0.50 −1.50
2.00 5.99 2.01
−1.50 2.01 2.51

 ≻ 0, (28)

and det(A) = 8.128. Figures 7 and 8 show that the trajectories of the network µRNN
to solve the above problem with 4 random initial points and K = 15,120,1000, converge
to the optimal solution of this problem. It is seen that the proposed network converges
to the exact solution X∗ independent of the way that we may choose the starting points.
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Figure 7: The transient behavior of the µRNN with 4 initial points for Example 5 for K = 15.

0 0.2 0.4 0.6 0.8 1
−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Time

x
1
,x

2
,x

3

x
3

x
1
,x

2

K=120

0 0.05 0.1 0.15
−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Time

x
1
,x

2
,x

3 K=1000

x
3

x
1
, x

2

Figure 8: The transient behavior of the µRNN with 4 initial points for Example 5, K = 120 left side
and K = 1000 right side.

6 Conclusion

In this paper, we presented a recurrent neural network (µRNN ) for solving non-convex
quadratic problems based on the Lyapunov theory. This network is a modified M.RNN
and has a simpler structure compared to that. The capability of this network is equal
to and sometimes better than M.RNN . Finally, to show the efficiency of the proposed
network, some numerical examples (convex and non-convex) were presented.
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network simulation software, solving these equations by using the gradient method,
we propose a trust-region method to solve them, as the trust-region method is
newer than the gradient method and has well worked in mathematical problems.
To prove the effectiveness of our method, we made a comparison between our
proposed method and the well-known gradient method. The results show that the
trust-region method is convergent in all instances, but the gradient method diverges
when the dimension of nonlinear hydraulic equations of water distribution networks
increases. In addition, our results convince us that the solution obtained from the
trust-region method is more accurate compared to the gradient method. Thus,
using the trust-region method in solving the network equations can lead to a better
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1 Introduction

Head and flow regulation in water distribution networks (WDNs) is a significant con-
cern for water utilities. Effective head and flow control throughout pipe networks are
essential to ensure rational sufficient service levels to customers for daily fluctuating
demand patterns. Simulation models are applied to estimate the distribution of pipe
flow rates and residual nodal heads (pressures) within pipe networks, in which these
hydraulic parameters have to be computed for different loading and operating condi-
tions [3]. For finding head, flow, and also hydraulic analysis some nonlinear equations
have to be solved [15, 52].

There are many methods done to solve the nonlinear equations in WDNs [40]. An
iterative method for solving these equations was first proposed by Cross [12] (This
method was also used for solving gas network equations; see [8]). Cross proposed an
approach that is used to solve the equations Q, ∆Q, and H related to WDNs. The
number of calculations required for convergence in the Cross method depends on the
convergence criterion (accuracy of the solution), the initial solution, the flow rate of
the pipes, and also the resistance of the pipes (R).

Cross’s method [12] solves only one equation at a time with some assumptions, such
as ignoring the effect of adjacent loops. Martin and Peter [34] proposed the Newton–
Raphson method for solving nonlinear WDNs equations, which solves all equations
simultaneously. This method is used to solve flow and node equations. However,
their approach works better in solving node equations than flow equations. Shamir
and Howard [45] and Zarghamee [56] used the Newton–Raphson method for networks
with valves and pumps. They investigated the convergence conditions of the Newton–
Raphson method and the possibility of insolvable problems. In each iteration of the
Newton–Raphson method, in order to determine the correction of the pipe discharge
values, a linear equation system must be solved. This linear system is formed by the
Jacobian matrix in each iteration. Liu [30] modified the Jacobian matrix to a diagonal
matrix. He demonstrated that by using the diagonal matrix, the speed in solving the
linear equation is accelerated fast in each iteration. Moosavian and Jaefarzadeh [36]
illustrated that the approach proposed by Liu has two disadvantages. One of them is
the lack of convergence in large WDNs, and the other is high fluctuations to achieve
convergence. So, they suggested that some network pipes must be temporarily removed
during the analysis process. They also halved the amount of correction per repetition
to reduce fluctuations, but they increased the number of repetitions until the final
solution was reached; see [36]. It is also important how to choose the initial solution
in this method. If the wrong initial solution is chosen, then the Newton–Raphson
method diverges. There are more suggestions for improving the convergence of the
Newton–Raphson method. Most of these suggestions correct the pipe flow rates per
repetition (see [4, 14, 28, 29, 39, 43, 44, 46, 47]). Based on the Broyden method [9],
Tabesh [49] provided a relation for finding the correction rate of flow rate in each
iteration. Tanyimboh et al. [50] proposed a line search method in order to accelerate
the convergence.

Wood and Charles [53] used the linear theory method to solve flow equations. They
showed that their proposed method is too fast and independent of the initial solution.
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Also, Collins and Johnson [10] and Isaacs and Mills [22] used the linear theory for
solving node equations, which is usually better for solving flow equations than node
equations. Each iteration of this method assumes a value for the flow rate of the pipes
based on the flow rate obtained from the previous iterations. Using this hypothetical
value, a linear equation system that is approximately equivalent to a network equation
system is solved. During the convergence process of this method, fluctuations occur.
These fluctuations reduce the convergence rate of the linear theory method. Due to
these fluctuations, Nielsen [37] proposed using a combination of linear theory and the
Newton–Raphson method, so the initial solution of the Newton–Raphson method is
produced by linear theory. For the purpose of increasing the speed of convergence,
Bhave [6] provided a method for determining the hypothetical flow rates of each iter-
ation. He suggested using the hypothetical mean flow rate of mth and the flow rate
obtained in the mth repeat as the hypothetical flow rate of m+1.

The most common method currently used in many network simulation software,
such as EPANET, is the gradient method. Todini and Pilati [51] introduced this method
for WDNs. The gradient method finds the solution of the equations in each iteration
solving a linear equation system. Although more equations need to be solved in this
method, Todini and Pilati [51] have shown that this method is very computationally
robust. Powell [43] solved this algorithm by using Lagrange coefficients for optimization
problems with equality constraints. The gradient method is somewhat independent of
the initial solution, but if the initial solution is close to the final solution, then the
degree of convergence of this method is at least two [5]. See other works for solving
WDNs in [2, 7, 13, 18, 20, 21, 26, 24, 32, 33]. See the summary of literature review in
Table 1.

The trust region is a newer method compared to the gradient method. So far, the
trust-region method for solving equations of WDNs has not been investigated and we
use the trust-region method to solve WDN equations. The results show that the trust-
region method is more accurate in solving WDN equations compared to the gradient
method. So, the trust-region method can provide a better hydraulic analysis of WDN.
Here, we use the trust-region method for solving hydraulic equations in a WDN.

The rest of our work is organized as follows. In Section 2, we provide the necessary
definitions. We propose a trust-region method for solving flow equations in Section
3. In Section 4, we implement our proposed algorithm on several test problems and
compare them with the gradient method. Finally, conclusion will be resented in Section
5.

2 Preliminaries

WDNs are designed in different types. Serial networks, branching networks, looped
networks, and composite networks are among the types of WDNs. Here, we give some
basic definitions of WDNs.

Definition 1 (Node). [48] The point of intersection of several pipes, as well as the
starting and endpoints of each pipe, is called a node.
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Table 1: Survey of literature review

Names of authors Type of problem Solving methods
Cross’s method [12] Nonlinear WDNs equa-

tions
Iterative method

Martin and Peter [34] Nonlinear WDNs equa-
tions

Newton–Raphson method

Shamir and Howard [45] Nonlinear WDNs equa-
tions

Newton–Raphson method

Zarghamee [56] Nonlinear WDNs equa-
tions (Networks with
valves and pumps)

Newton–Raphson method

Liu [30] Nonlinear WDNs equa-
tions

Linearization approach

Moosavian and Jae-
farzadeh [36]

Nonlinear WDNs equa-
tions

Modified Liu’s method

Tabesh [49] Nonlinear WDNs equa-
tions

Iterative algorithm based on the
Broyden method

Tanyimboh et al. [50] Nonlinear WDNs equa-
tions

Iterative algorithm based on line
search method

Wood and Charles [53] Nonlinear WDNs equa-
tions

Linear theory method to solve flow
equations

Collins and Johnson
[10]

Nonlinear WDNs equa-
tions

Linear theory for solving node equa-
tions

Isaacs and Mills [22] Nonlinear WDNs equa-
tions

Linear theory for solving node equa-
tions

Nielsen [37] Nonlinear WDNs equa-
tions

Hybrid algorithm based on the
linear theory and the Newton–
Raphson method

Bhave [6] Nonlinear WDNs equa-
tions

Iterative algorithm for determining
the hypothetical flow rates of each
iteration

Todini and Pilati [51] Nonlinear WDNs equa-
tions

Gradient method

Powell [43] Nonlinear WDNs equa-
tions

Iterative algorithm by using La-
grange coefficients

Definition 2 (Consumption node). [48] The nodes from which water is removed are
called consumption nodes.

Definition 3 (Source node). [48] The nodes through which water enters the network
are called source nodes.

Definition 4 (Loop). [48] The closed environment that creates several interconnected
pipes is called a loop.

Each WDN consists of different components, such as storage tanks, pipes, valves,
pumps, and so on; see [48]. Each of these components can affect the head and flow.
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The characteristics of each of these components are described by the head-flow rela-
tionship in that component. For example, the head-flow relationship for network pipes
is obtained from the following relationship (see [48]):

hij =Hi −Hj = RijQij |Qij |n−1, (1)

where hij is the decrease of energy (hij shows the amount of head loss in the pipe
ij). Moreover, Qij and Rij represent the current passing through the pipe ij and the
resistance constant of the pipe ij , respectively. Also, Hi and Hj are equal to the head
in nodes i and j, respectively. The direction of water flow in the pipes of a distribution
network is always from more heads to fewer heads. When water is transferred from one
node to another through a pipe, its hydraulic energy is reduced due to friction [27].
This shows the decrease in energy in relation to (1), which is denoted by the symbol
hij . In other words, hij is equal to the amount of head loss in the pipe ij . Moreover, n
is the power of water flow, and to calculate it, we use the Hazen–Williams method. In
the Hazen–Williams method, the value of n is considered equal to 1,852, and the value
of Rij is obtained from the following equation:

Rij =
α.Lij

C1.852
HWij

.D4.87
ij

, (2)

where α is equal to 10.675 (in the metric system) and Lij , CHWij
, and Dij indicate the

length of the pipe ij (in meters), the Hazen–Williams coefficient of the pipe ij , and
the diameter of the pipe ij (in meters), respectively. The Hazen–Williams coefficient
depends on the characteristics of the pipe, such as the material, age, and so on, and it
is determined and announced by the pipe’s manufacturers [23].

If the head is specified at both ends of a pipe, then the value of Qij is calculated
based on (1) as follows:

Qij =


∣∣∣Hi −Hj

∣∣∣
Rij

(
1
n )

sgn(Hi −Hj ), (3)

where sgn is the sign function. For the hydraulic analysis, as well as determining the
parameters of a WDN, the nonlinear equations in the network components must be
solved. These equations are obtained according to the network components and using
the two basic laws of continuity and energy survival.

Definition 5 (Continuity rule). [48] According to this rule, the sum of the input
current values in each node is equal to the sum of the output current values from that
node. In other words, ∑

ij∈IJj

Qij


in

−

 ∑
ij∈IJj

Qij


out

= qj , for all j = 1, . . . ,NJ, (4)

where qj is the input or output flow rate of node j, IJj represents all the pipes connected
to node j, and NJ is the number of nodes in the network. Some of the equations
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obtained from this relation may not be independent. In fact, the number of independent
equations obtained from (4) is equal to the number of consumption nodes. Therefore,
(4) is not used for source nodes.

Definition 6 (Energy rule). [48] This rule is used for all loops in the distribution
network to write equations. According to this law, the total head loss inside a loop is
considered equal to zero, that is,∑

ij∈IJL

hij =
∑
ij∈IJL

RijQij |Qij |n−1 = 0, for all L = 1, . . . ,NL, (5)

where, IJL represents all loop pipes L and NL is equal to the number of network loops.
If the direction for water flow in the pipe is clockwise, then the head loss sign for that
pipe in (5) will be positive; otherwise, it will be negative (In the equations written in
terms of flow, the mentioned symbol is included in the coefficient of resistance of the
pipe).

Note: The direction of water flow in the pipes cannot be determined before solving
the network equations. For this reason, first, the direction of flow in the pipes is
hypothetically determined, and the network equations are written based on it. After
solving the equations, whenever the flow of a pipe is obtained as a negative number, it
means that the direction of flow in this pipe is assumed to be the opposite. However,
the amount of current is correct, and there is no need to solve the equations again.

According to Definitions 5 and 6, different equations can be written for the analysis
of WDNs, including Flow, node, ring equations, ∆H equations, and head-flow equations.
Here, we solve equations of the flow system. The number of flow equations is equal to
the number of pipes in the network, and the unknown of these equations is the flow
rate of the pipes. Flow equations are written by using both the laws of continuity
and energy. In the flow equations, the equations derived from the law of continuity
are all linear, and the equations derived from the law of energy are all nonlinear. By
combining (4) and (5), the system of flow equations is obtained.

Now, using the laws of continuity and energy, we write the flow equations for the
network in Figure 1 as follows:

Figure 1: A small sample of WDN [51].

Node 3 :Q1 −Q3 − 0.3 = 0,
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Node 4 :Q2 +Q4 −Q5 − 0.2 = 0,

Node 5 :Q5 +Q7 − 0.4 = 0, (6)
Node 6 :Q6 −Q65 − 0.1 = 0,

Loop I : 20Q2|Q2|n−1 − 30Q4|Q4|n−1 − 10Q3|Q3|n−1 − 40Q1|Q1|n−1 = 0,

Loop II : 40Q5|Q5|n−1 − 50Q7|Q7|n−1 − 20Q6|Q6|n−1 +30Q4|Q4|n−1 = 0.

By solving a system of equations (6), the flow rate of all network pipes is obtained.
Methods such as Cross, Newton-Raphson, linear theory, and Gradient have been used
to solve the equations of water supply networks. In this paper, the trust-region method
is used to solve these equations. We will explain more about this in the following
section.

3 Trust-Region Method for Solving the System of Flow Equations

As a kind of numerical method for solving nonlinear optimization problems, the trust-
region method has been widely studied in recent decades [55]. The trust-region method
was first used to solve unconstrained optimization problems by Powell [43], of which
the distance between the iteration points in the current iteration cycle and the cycle
before should be limited. In this method, by applying the Taylor-series expansion, a
quadratic model is used to approximate the objective function. It can be thought that
there is a neighborhood around the current iteration point within which we trust the
surrogate model. Such a neighborhood is called a trust region. The size of the trust
region is tuned by the performance of the algorithm in the previous search; see [38].
See other works [11, 16, 35, 54].

The equations of WDNs are nonlinear. So far, different methods have been proposed
to solve nonlinear equations; see [1, 17, 19, 25, 41]. One of the desirable and efficient
methods to solve the system of nonlinear equations is to use the existing methods in
optimization. In other words, solving the system of equations is equivalent to solving
an optimization problem. Therefore, instead of solving the system of equations, the
equivalent optimization problem can be solved. To use these methods, the system of
equations must first be turned into an optimization problem. Then, using the trust-
region method solves it.

In this section, first, we explain how to convert a system of equations into an
optimization problem and then propose a trust-region algorithm to solve it.

3.1 Converting the System of Equations into an Optimization Problem

In this section, we explain how to convert a system of equations to an optimization
problem. Consider the system of equations r(x) = 0, in which r : Rn → Rn is a vector
function as follows:
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r(x) =


r1(x)
...

rn(x)

 , (7)

where ri : Rn → R, for i = 1,2, . . . ,n, is the ith equation of the system r(x) = 0. The
following lemmas can be obtained easily.

Lemma 1. The vector x∗ is the solution to the system of equations r(x) = 0 if and only
if ||r(x∗)|| = 0.

Lemma 2. The vector x∗ is the solution to the system r(x) = 0 if and only if the optimal
solution to the problem min ||r(x)|| be zero.

Proof. Suppose that x∗ is the solution to r(x) = 0, based on Lemma 1, ||r(x∗)|| = 0. On
the other hand, ||r(x)|| is always positive, so, the solution to the problem min ||r(x)|| is
zero.
The converse of the theorem follows similarly.

Therefore, instead of solving the system of nonlinear equations, the equivalent op-
timization problem can be solved. If the solution to the optimization problem is zero,
then the system of equations will have a solution, and the solution is equal to the so-
lution to the optimization problem. Indeed if the solution to the optimization problem
is a nonzero number, then the system of equivalent equations will not have a solution.
The system of equations may also have more than one solution, in this case, the equiv-
alent optimization problem will have several optimal solutions. Hence, the following
optimization problem can be considered equivalent to solving the system r(x) = 0:

min
1
2
||r(x)||2. (8)

Now, considering the system of flow equations as r(Q) = 0, according to (8), we
have

min
Q∈Rn

1
2
||r(Q)||2. (9)

Problem (9) can also be written according to the flow equations as follows:

min
Q∈Rn

1
2


NJ∑
j=1

 ∑
ij∈IJj

Qij + qj


2

+
NL∑
L=1

 ∑
ij∈IJL

RijQ
n
ij


2 , (10)

where Rij is the constant of ijth pipe resistance constant and IJj and IJL, respectively,
represent the pipes connected to node j and the pipes in the L ring. Also, NJ and NL
are equal to the number of nodes and network pipes, respectively. Therefore, model
(10) is an unconstrained and nonlinear optimization problem. This model can be solved
by different optimization methods. Here, we use the trust-region method to solve (10).
In what follows, we describe this method.
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3.2 Trust-Region Method

Algorithms solving optimization problems usually start from an initial solution and
then improve the current point in each iteration. For this reason, these algorithms
are also known as iterative algorithms. The strategy of transition from one iteration to
another is a factor that distinguishes iterative algorithms. In general, iterative methods
are divided into two main categories [38]:

• Line search methods,

• Trust-region methods.

In the line search methods, first, the direction of movement is determined and then the
length of the step is decided. Indeed in the methods of the trust-region, first, the length
of the movement step is determined and then the direction is decided according to the
selected step length. We explain the trust-region method for solving the optimization
problem (9) assuming f (Q) =

1
2
||r(Q)||2 as follows.

Suppose that Qk is the flow rate in the kth iteration. In iterative methods for
solving optimization problems, Qk+1 is updated as follows:

Qk+1 =Qk + pk , (11)

where the vector pk is selected in such a way that the maximum improvement for the
problem objective function occurs. In each iteration of the trust-region method, for
finding pk , by using the Taylor series, an approximation of the objective function is
obtained as follows:

f (Qk + p) = fk + gTk p +
1
2
pT∇2f (Qk + tp)p, (12)

where fk = f (Qk), gk = ∇f (Qk), and t is a number in the range (0,1). The Jacobian
matrix (J) can be used as a suitable approximation instead of ∇f and ∇2f [38]. By
replacing ∇f = JTk rk and ∇2f = JTk Jk , a suitable approximation is obtained in each
iteration of the objective function of the problem. Also,

mk(p) = fk + pT JTk rk +
1
2
pT JTk Jkp =

1
2
||rk + Jkp||2, (13)

where mk(p) is an approximation of the function f (Q) around the point Qk . The
difference between the approximate function mk(p) and the function f (Qk +p) is equal
to O(||p||2). If the value of p is small, then the difference between the two functions will
be small. Therefore, in each iteration of the trust-region method, to find the suitable
direction, the following optimization problem must be solved:

min
p∈Rn

mk(p) = fk + pT JTk rk +
1
2
pT JTk Jkp s.t. ||p|| ≤ ∆k , (14)

where ∆k is the radius of the trust-region in the kth iteration. The value of ∆k should
be chosen such that mk(p) and f (Q) are approximately equal in this region. Moreover,
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pk is the solution of (14). In fact, pk is the direction in which the most reduction for
mk(p) occurs. As mentioned, if p is small, then the value of mk(p) and f (Q) will be
close to each other. If small ∆k with ||p|| ≤ ∆k is selected, then the two functions mk(p)
and f (Q) in this region behave similarly. Hence, for f (Q), the largest possible reduction
occurs by moving from the point Qk in the direction of pk . Therefore, in each iteration
of the trust-region method, instead of solving the main problem, problem (14) will be
solved.

As mentioned, choosing the radius of the trust region is important. If the perfor-
mance of the algorithm is good, then the radius of the region must be increased in order
to have a better speed of convergence. If the algorithm performance is poor, then the
trust region decreases for greater accuracy. The performance of the algorithm in each
iteration is determined by the following formula:

ρk =
f (Qk)− f (Qk + pk)
mk(0)−mk(pk)

=
||r(Qk)||2 − ||r(Qk + pk)||2

||r(Qk)||2 − ||r(Qk) + J(Qk)pk ||2
. (15)

If ρk = 1, then the approximate function mk and f will be closer to each other in
the existing area. In other words, if the value is closer to one, then the algorithm has
a better performance. The main steps of trust-region can be summarized by a pseudo
code as Algorithm 2 below.

Algorithm 2 Trust-region algorithm

Input: ∆̂ > 0, ∆0 ∈ (0, ∆̂), and η ∈ [0, 14 ).

1: For k = 0,1,2, . . . , do the following operations:

1-1 : Obtain the value of pk by solving (14).
1-2 : Calculate the value of ρk using relation (15).
1-3 : Find ∆k+1, using ρk by
1-3-1: If ρk <

1
4 , then ∆k+1 =

1
4∆k .

1-3-2: If ρk >
3
4 and ||pk || = ∆k , then ∆k+1 =min(2∆k , ∆̂); else ∆k+1 = ∆k .

1-4: Find Qk+1, using ρk and η by
1-4-1: If ρk > η, then Qk+1 =Qk + pk ; else Qk+1 =Qk .

Output: Qk and f (Qk).

The details of the steps associated with Algorithm 2 are described next.
The maximum trust-region radius, the trust-region radius for the first iteration, and η
should be given as input to the algorithm. The parameters of our proposed algorithm
are set by IRACE PACKAGE [31] to ensure fair space, ∆̂ = 0.9, ∆0 = 0.9 and η = 0.2.

In step 1-2, the optimal solution is obtained through an iterative process. For this
purpose, in each iteration in step 1-1, a quadratic approximation (14) of the original ob-
jective function (12 ||r(Q)||2) is calculated based on the solution of the previous iteration.
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Then by solving the updated equation (14), the previous iteration solution improves.
To solve equation (14), the Dogleg algorithm (The Dogleg algorithm is described be-
low) is used. In step 1-2, based on the solution obtained in step 1-1, the value of ρk
is calculated. A larger ρk (close to 1) indicates that the approximate function of (14)
and the original objective function are close to each other.

Based on the calculated ρk in step 1-3, the trust-region radius of the next iteration
is decided. Also, ρk < 1

4 indicates that the approximation obtained from step 1-1 is
not an appropriate approximation for the original objective function. In this case, in
order to increase accuracy, the trust-region radius becomes smaller. In addition, ρk > 3

4
indicates that the approximation obtained from step 1-1 is a very good approximation
for the original objective function. In this case, in order to increase the speed of
convergence, the trust-region radius increases. Moreover, 1

4 < ρk < 3
4 indicates that

the approximation obtained from step 1-1 is a normal approximation for the original
objective function. In this case, the trust-region radius does not change.

In step 1-4, a decision is made based on ρk whether or not to accept the current
iteration solution. Also, ρk < η indicates that the approximation obtained from step 1-1
is not a suitable approximation for the original objective function. Therefore, accepting
the solution obtained from the approximate function may complicate the convergence
process of the algorithm. For this reason, in this case, the solution obtained from step
1-1 will not be accepted. In this case, step 1-1 is repeated with the same approximation
function as the previous one, except that the trust-region radius is reduced in step 1-3.
Hence, it is expected that repeating step 1-1 will lead to a more accurate solution.

The parameters and variables of the proposed method for solving the equations of
the WDN are reported in Table 2.

Table 2: Parameters and variables of the proposed method for solving the equations of the WDN

symbol Type Expression
R Parameter The resistance constant of the pipe;
Q0 Parameter The initial flow of pipes (initial solution);
q Parameter The flow that exits (or enters) the network at each node;
∆0 Parameter The radius of the trust-region is the first iteration;
∆̂ Parameter Maximum radius of the trust-region;
η Parameter The value used to reject or confirm the solution to each iteration;
Q Variable The flow that passes through the network pipes.

3.3 Dogleg Algorithm

This section describes the Dogleg algorithm. The Dogleg algorithm first removes the
quadratic phrase of the objective function (14) (12pT J

T
k Jkp) and solves the following

linear optimization problem:

min
p∈Rn

fk + pT JTk rk s.t. ||p|| ≤ ∆k . (16)
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The solution obtained from the problem (16) is called psk . Since the objective
function of problem (16) is linear, it can be solved easily. We know that the value
of the objective function always decreases by moving in the direction −gk = −JTk rk .
Therefore, the lowest value of the objective function (16) is obtained for psk = −αJ

T
k rk ,

so that the higher α, the lower the value of the objective function (16). Given that in
problem (16) ||psk || ≤ ∆k , α value is equal to ∆k

||JTk rk ||
. Hence, the solution to problem (16)

is obtained from

psk = −
∆k

||JTk rk ||
JTk rk . (17)

Linearizing the objective function of problem (14) reduces the accuracy of the ob-
tained solution. For this reason, after calculating the solution to problem (16), the
Dogleg algorithm solves the following quadratic problem in order to increase accuracy:

min
τ≥0

mk(τp
s
k) s.t. ||τpsk || ≤ ∆k . (18)

The solution obtained from the problem (18) is called τk . Since the objective func-
tion (18) is a univariate quadratic function, solving problem (18) is very simple (Set
the differential of the function equal to zero and solve a simple equation). Accordingly,
the least value of the objective function (18) occurs for τk =

||JTk rk ||
3

∆kr
T
k Jk(J

T
k Jk )J

T
k rk

. According
to the constraints of problem (18), it must be ||τkpsk || ≤ ∆k . Since ||psk || = ∆k (according
to (17)), it must be τk ≤ 1. Thus τk is obtained from (19).

τk =min{1,
||JTk rk ||

3

∆kr
T
k Jk(J

T
k Jk)J

T
k rk
}. (19)

So, if τk < 1, then τkp
s
k is a better solution to the problem (14) compared to psk .

The τkp
s
k is called pck . and it obtains accordingly as follows.

pck = −τk(
∆k

||JTk rk ||
)JTk rk . (20)

If ||pck || = ∆k , then the Dogleg algorithm considers pk = pck as the approximation
solution to (14). If ||pck || < ∆k , then we provide another direction to calculate the
solution to (14) for increasing the convergence speed. To determine this direction, the
following problem must be solved unconstrained:

min
p∈Rn

mk(p) = fk + pT JTk rk +
1
2
pT JTk Jkp. (21)

The solution to the problem (21) is called p
j
k . Problem (21) is an unconstrained

quadratic problem. Therefore, to obtain p
j
k , it suffices to set the differential of the

objective function to zero (JTk rk +
1
2 J

T
k Jkp = 0 ). By solving this simple linear equation,

we have
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p
j
k = −(J

T
k Jk)

−1(JTk rk) = −J
−1
k rk . (22)

For finding the approximation solution to problem (14), the Dogleg algorithm uses
the combination of the two directions pck and p

j
k . The main steps of the Dogleg algorithm

can be summarized as Algorithm 3 below.

Algorithm 3 Dogleg algorithm

Input: Trust-region radius (∆k), Jacobian matrix (Jk) and Vector of transactions
(rk)

1: Calculate the value of pck using relation (20).

1-1: If ||pck || = ∆k , then set pk = pck .
1-2: else, do the following:
1-2-1: Calculate the value of pjk using relation (22).
1-2-2: Set pk = pck + τ(pjk − p

c
k).

1-2-3: Calculate the maximum value of τ ∈ [0,1] as ||pk || ≤ ∆k .

Output: Vector pk .

3.4 Convergence of the Proposed Method

In this paper, to solve equations of WDN, the optimization problem (10) is solved using
the trust-region method. problem (10) is an unconstrained optimization problem. So
if ∇(f (Q)) = 0, then Q will be the optimal solution. In [38], it proved that the gradient
sequence created in the trust-region method converges to zero (for η > 0). Hence,
to solve the problem (10) the trust-region method is convergent. In addition, the
convergence of the trust-region method in the general case has also been proved in [38].

4 Numerical Results

In the hydraulic analysis software of WDN, the use of the gradient method to solve
network equations is popular. Therefore, in this section, we compare the performance
of the proposed method with the gradient method using several numerical examples.
All executions are done on a notebook with characteristics of CPU: intel core i5 2520M
2.5GHz with 8 GB RAM under Windows 7 home premium in MATLAB R2017b soft-
ware. In the following, the gradient method for solving the equations of WDN is briefly
explained. Then, study examples are introduced, and finally, the performance of the
two methods of trust-region and gradient are compared in terms of accuracy and speed.
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4.1 Gradient Method

In order to hydraulically analyze a WDN, its hydraulic equations must be solved.
The gradient method is currently used in many popular commercial software, such as
WATERGEMS and EPANET to solve these equations. For solving the equations of
the WDN, the gradient method solves a linear equation system in each iteration. This
system includes two types of equations. The first type is continuity equations (4) that
do not need to be updated in each iteration. The second type is the below equations
(23), which must be updated in each iteration according to the solution of the previous
iteration.

Ht+1,oi −Ht+1,oj − (nRox |Qt,ox |n−1)Qt+1,x =(1−n)RoxQ
n
t,ox , x = 1, . . . ,NP , (23)

where, Ht+1,oi and Ht+1,oj represent the head in nodes i and j in the iteration of t +1,
respectively. Also, Rox indicates the resistance of the pipe and Qt,ox the pipe flow x in
the iteration of t. Thus the gradient method in each iteration forms a linear equation
system and then solves it. For more information, we refer the reader to [51].

4.2 Examples

In this section, some study examples are introduced.

Example 1. [49] Figure 2 shows a simple WDN. This network has no valve and pump
and also has two source nodes and four consumption nodes. The flow equation system
of this network has seven equations. This system includes four linear equations and
three nonlinear equations.

Figure 2: WDN of Example 1 [49].

Example 2. Figure 3 shows a WDN having two source nodes and four consumption
nodes. This network consists of four loops. The system of equations related to this
network consists of four linear equations and five nonlinear equations. Therefore, in
this example, the number of nonlinear equations is more than linear equations. The
resistance constant of the pipes of this network is reported in Table 3, and the amount
of harvest in the consumption nodes is reported in Table 4.
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Table 3: Constant resistance of network pipes of Figure 3

Pipe R Pipe R
1 20 6 10.7365
2 30 7 30
3 40 8 200
4 100 9 200
5 23.53

Table 4: Water withdrawal from network consumption nodes of Figure 3

Consumption node 2 3 4 5
Harvest rate 0 0.2 1.1590 0.7059

Figure 3: WDN of Example 2.

Example 3. [49] The WDN of Figure 4 consists of a pump and two spring nodes.
The flow equations of this network have eleven variables. These equations consist of
seven linear equations and four nonlinear equations. The pipe resistance constant of
this network is given in Table 5.

Figure 4: WDN of Example 3 [49].
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Table 5: Constant resistance of network pipes of Figure 3

Pipe R Pipe R
1 0.0072 7 68.5175
2 0.1202 8 16.8791
3 0.0801 9 102.7762
4 0.4329 10 102.7762
5 0.2886 11 0.3055
6 1.7573

Example 4. The WDN of Figure 5 consists of seventeen nodes, twenty pipes, and
four loops. The flow equations for this example have twenty variables. The amount of
discharge from the nodes of this network, as well as the resistance constant of its pipes,
is given in Table 6. The values of nodes 1 and 13 are 300 and 250, respectively.

Figure 5: WDN of Example 4.
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Table 6: Flow rate picked up and constant resistance of network pipes of Figure 5

Row Constant pipe resistance R flow rate picked up
1 40 *
2 10 0.7956
3 60 0.2089
4 60 0.3536
5 10 0.7716
6 10 0.5142
7 80 2.0484
8 120 0.1157
9 15 0.1726
10 12 0.0511
11 240 0.0931
12 80 0.2092
13 120 *
14 120 0.3559
15 10 0.8339
16 10 1.2614
17 20 0.1186
18 120 *
19 120 *
20 120 *

Example 5. The WDN of Figure 6 consists of sixty-three nodes, 110 pipes, and 48
loops. The flow equations for this example have 110 variables. The resistance constant
of the pipes related to this network is written on the pipes of Figure 6. The amount of
discharge from the nodes of this network is given in Table 7. The head of nodes 1 and
55 are 200 and 100, respectively.

Table 7: Flow rate picked up and constant resistance of network pipes of Figure 6

Row 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
flow rate picked up - 0.3 0.2 0.1 0.3 0.5 0.3 0.7 0.2 0.5 0.3 0.2 0.1 0.4 0.1 0.3 0.5 0.2 0.5 0.1 0.2

Row 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42
flow rate picked up 0.3 0.6 0.5 0.3 0.2 0.3 0.2 0.5 0.2 0.3 0.4 0.2 0.3 0.2 0.3 0.2 0.3 0.1 0.3 0.3 0.2

Row 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63
flow rate picked up 0.1 0.3 0.5 0.3 0.2 0.3 0.2 0.5 0.2 0.7 - 0.3 0.2 0.5 0.4 0.5 0.3 0.5 0.1 0.5 0.6

4.3 Examining the Trust-Region Method

In the following, we compare the trust-region method with the gradient method in
terms of convergence speed and accuracy. Table 8 shows the results of the trust-region
and gradient methods for Examples 1 to 5. In Table 4 the stopping criterion for both
methods is considered |f (Qk)− f (Qk−1)| < ϵ.
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Figure 6: WDN of Example 5.

Table 8: Comparison of trust-region and gradient methods

Convergence Example 1 Example 2 Example 3 Example 4 Example 5
Dimension 7 9 11 20 110
Gradient Time 0.018 0.011 0.020 0.023 -

Iteration 5 5 5 4 -
Accuracy 0.0054 2.52e − 05 60.2242 0.0961 Not converge

Trust-Region Time 0.052 0.032 0.043 0.045 1.49
Iteration 8 8 31 6 26
Accuracy 2.88e − 31 1.20e − 29 0.0224 5.87e − 28 9.85e − 27

By using the value of the objective function of problem (10), we can conclude that
if the value of the objective function of problem (10) is low then the accuracy of the
obtained solution is high. Hence table 8 compares the accuracy of the trust-region
method and the gradient method based on the objective function value of problem
(10). As can be seen, in Examples 1 to 4, the accuracy of the trust-region method is
much better than the gradient method. Example 5 is related to a relatively large water
distribution network. The gradient method does not achieve convergence in solving the
hydraulic equations of this network, but the trust-region method solves the equations
of this network with reasonable accuracy and implementation time.

EPANET software is a common software in the hydraulic analysis of WDNs. This
software uses the gradient method to solve network equations. For a more applied
comparison, the following network (Figure 7) was implemented in EPANET software.
Also, the hydraulic equations governing this network were solved by the trust-region
method.
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Figure 7: Implement a WDN in the EPANET software.

Table 9 compares the accuracy of the trust-region method with the accuracy of
solving equations by EPANET.

Table 9: Comparison of trust region and EPANET software

Method Solution accuracy Dimension
EPANET (Gradient) 0.0080 40

Trust-region 0.0010 40

As can be seen, solving the network equations using the trust-region method is more
accurate than the solution obtained from the EPANET software.

In general, more convergence and better accuracy are the advantages of the trust-
region method compared to the gradient method. Hence, using the trust-region method
compared to the gradient method can provide a better hydraulic analysis of a water
distribution network.

The gradient method has performed somewhat better in terms of convergence speed.
Therefore, changes in the method of trust-region to increase the speed of convergence
can be considered for future research.

5 Conclusion

Here, for solving nonlinear hydraulic equations, we proposed a trust-region method.
We solved some randomly generated test examples and made a comparative study
to show the effectiveness of our proposed algorithm with the gradient method. The
results showed that the trust-region method is more accurate than the gradient method,
and also, the results show that the gradient method can not be converged when the
dimensions of the problem become high, while the trust-region method solved these
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equations with suitable accuracy. Therefore, using the trust-region method can provide
a better hydraulic analysis of a WDN.
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1 Introduction

Currently, one of the most widely used parts of applied mathematics belongs to frac-
tional calculus. In recent years, this field has become an emerging position for science
and engineering researchers with a wide range of applications. The range of applica-
tions of fractional calculus is increasing rapidly, including in pharmacokinetics [32],
hyperchaotic system [30], radar-guided missile [36], quantum mechanics [20], stochastic
programming [7], control theory [23], and image processing [1]. Numerical methods
for solving fractional optimal control problems (FOCPs), on the other hand, have re-
ceived much attention in recent years due to their ease of use and flexibility. Increasing
the accuracy of these methods improves the results in practical applications, so the
development of more accurate methods is of interest to researchers. Direct and indi-
rect methods are the two main approaches in solving optimal control problems (OCPs)
and more recently FOCPs [26]. In the current paper, we use a direct method to solve
such problems. To use the direct method, a basic polynomial is needed to discretize
FOCP. Various methods are developed with different polynomials such as Legendre
[21], Jacobi [9], Bernstein [24], Boubaker [25] and Taylor polynomials [39]. Some other
works in solving FOCPs that have been done recently and are of high accuracy are
[3, 4, 15, 31, 37, 38]. Here, we use linear B-spline functions as basic polynomials [17].
Spline and B-spline polynomials were first introduced by Schoenberg in 1946 in his
landmark paper. In this article, he states the theoretical foundations for this issue
[28, 29, 34]. Due to the desirable properties of polynomial splines, they play a sig-
nificant role in numerical analysis and approximation theory. Lakestani et al. [18]
constructed the operational matrix of fractional derivatives using B-spline functions
and solved fractional differential equations with the help of this matrix. This matrix
was then used to solve various problems, including the problem of OCP in [11].

In numerical methods, sometimes an operational matrix of derivation [10, 11], and
sometimes an operational matrix of integration [6, 12], is used. We choose the oper-
ational matrix for Riemann-Liouville integration. We represent this matrix with the
equation.

IαΦM (t) ≈ IαΦM (t),

where Iα is the Riemann-Liouville integral operator of order α, Iα is the operational
matrix of fractional integration and the elements of ΦM (t) are B-spline basis functions.
We utilize this matrix to transform FOCPs into a nonlinear programming one and then
solve it by suitable algorithms. In this paper, the operational matrix of the Riemann-
Liouville fractional integral of B-spline functions are rewritten with the help of Laplace
transforms, then using this matrix and in the form of a new numerical method, the
fractional optimal control problem is solved. The results of the new numerical method
are compared with the results of the numerical methods described in [6, 13, 15, 21, 35].

The paper is organized as follows. First of all, in Section 2, some preliminaries
of fractional calculus and some necessary definitions of linear B-spline functions are
briefly reviewed. Details on the construction of the operational matrix of fractional
integration are reported in Section 3. The structure of the fractional optimal control
problems is stated in Section 4. The new numerical method is presented in Section 5.
In Section 6, the convergence of the proposed method is considered. In Section 7, we
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apply our numerical method to solve four examples. Finally, Section 8 completes this
paper with a brief conclusion.

2 Introductory Definitions

2.1 The Caputo Fractional Derivative and the Riemann-Liouville Integral
Operator

Definition 1. The Caputo fractional-order derivative is defined by [8]

Dαx(t) =
1

Γ(n−α)

∫ t

0

x(n)(τ)
(t − τ)α+1−n

dτ, n− 1 < α ≤ n, n ∈N, (1)

where α > 0 is the order of the derivative and n is the smallest integer not less than α.

Definition 2. The Riemann-Liouville fractional integral operator of order α is defined
by [8]

Iαx(t) =


1

Γ(α)

∫ t

0

x(τ)
(t − τ)1−α

dτ =
1

Γ(α)
tq−1 ∗ x(t), α > 0,

x(t), α = 0,
(2)

where ∗ indicates the convolution product.

The relationship between the Caputo derivative and Riemann-Liouville integral is
given in the following equation [8]

Iα(Dαy(t)) = y(t)−
n−1∑
k=0

tk

k!
y(k)(0), (3)

where n− 1 < α ⩽ n and y(k)(0) are the k-th order derivative of y(t) at t = 0.

2.2 Linear B-Spline Functions

A spline function of order n complies with a piecewise polynomial function of degree
n−1. In these functions, knots are the junction of the pieces. The B-spline is short for
base spline, first introduced by Isaac Jacob Schoenberg. These basic functions are semi-
orthogonal and have unique features that distinguish them for use in approximating
functions. One of the most important features of B-spline functions is the continuity
of themselves and their derivatives. An arbitrary function can be approximated by
a linear combination of B-spline functions [14]. Linear B-spline functions (the second
order) are as follows

ϕi,k(t) =


ti − k, k ≤ ti < k +1,

2− (ti − k), k +1 ≤ ti < k +2, k = 0, . . . ,2i − 2,
0, otherwise,

(4)
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with left-hand side boundary functions

ϕi,k(t) =

2− (ti − k), 0 ≤ ti < 1, k = −1,
0, otherwise,

(5)

and with right-hand side boundary functions

ϕi,k(t) =

ti − k, k ≤ ti < k +1, k = 2i − 1,
0, otherwise.

(6)

The relation between t and ti is ti = 2it [17].

2.3 Approximation by B-Spline Functions

To approximate an arbitrary function f (t) ∈ L2[0,1] through the B-spline functions,
first let i =M and then assume [18]

f (t) ≃
2M−1∑
k=−1

akϕM,k(t) = ATΦM (t), (7)

where
ΦM = [ϕM,−1(t),ϕM,0(t), . . . ,ϕM,2M−1(t)]

T , (8)
is a (2M +1)-vector of the basis function similar to (4), (5) and (6) as follows

ϕM,−1(t) =

2− (2
M t +1), 0 ≤ t < 1

2M ,

0, otherwise,
(9)

ϕM,k(t) =


2M t − k, k

2M ≤ t < k+1
2M ,

2− (2M t − k), k+1
2M ≤ t < k+2

2M ,

0, otherwise,

k = 0, . . . ,2M − 2, (10)

ϕM,2M−1(t) =

2
M t − (2M − 1), 2M−1

2M < t ≤ 1,

0, otherwise,
(11)

and
A = [a−1, a0, . . . , a2M−1]

T , (12)
with

ak = f (tk) , tk =
k +1
2M

, k = −1, . . . ,2M − 1, (13)

where the points tk are the collocation points [16, 17].
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3 The Operational Matrix of Fractional Integration

This operational matrix was first obtained in [27] that we rewrite with some little
changes. It is easy to see that the linear B-spline functions (9)-(11) can be written by

ϕM,−1(t) =
(
1− 2M t

)(
µ0(t)−µ 1

2M
(t)

)
, (14)

ϕM,k(t) =
(
2M t − k

)(
µ k

2M
(t)−µ k+1

2M
(t)

)
(15)

+
(
2− 2M t + k

)(
µ k+1

2M
(t)−µ k+2

2M
(t)

)
, k = 0, . . . ,2M − 2, (16)

ϕM,2M−1(t) =
(
2M (t − 1) + 1

)(
µ 2M−1

2M
(t)−µ1(t)

)
, (17)

where µa(t) is the unit step function defined by

µa(t) =

1, t ≥ a,

0, t < a.

By taking the Laplace transform from Equations (14)-(17) we get

L
{
ϕM,−1(t)

}
=
1
s

(
1+

2M

s

(
e−

s
2M
−1)) , (18)

L
{
ϕM,k(t)

}
=
2M

s2

(
e−

ks
2M − 2e−

(k+1)s
2M + e−

(k+2)s
2M

)
, k = 0,1, . . . ,2M − 2, (19)

L
{
ϕM,2M−1(t)

}
=
2M

s2

(
e−

(2M−1)s
2M − e−s

)
− e−s

s
. (20)

According to Equation (2), the fractional integration of linear B-spline functions
ϕM,k(t) of order α is

IαϕM,k(t) =
1

Γ(α)

(
tα−1 ∗ϕM,k(t)

)
,

therefore, we have
L

{
IαϕM,k(t)

}
=

1
sα
L

{
ϕM,k(t)

}
. (21)

From Equations (18)-(20) and Equation (23), we get

L
{
IαϕM,k(t)

}
=

2M

sα+2



(
s
2M − 1

)
+ e−

s
2M , k = −1,

e−
ks
2M − 2e−

(k+1)s
2M + e−

(k+2)s
2M k = 0,1, . . . ,2M − 2,

e−
(2M−1)s

2M −
(

s
2M +1

)
e−s, k = 2M − 1.

(22)

Taking the inverse Laplace transform of Equation (22), we get

IαϕM,k(t) =
2M

Γ(α +2)
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

(
t − 1

2M

)α+1
µ 1

2M
(t)−

(
t − α+1

2M

)
tα , k = −1,(

t − k
2M

)α+1
µ k

2M
(t)− 2

(
t − k+1

2M

)α+1
µ k+1

2M
(t)

+
(
t − k+2

2M

)α+1
µ k+2

2M
(t), k = 0,1, . . . ,2M − 2,(

t − 2M−1
2M

)α+1
µ 2M−1

2M
(t)

−
(
t − 1+ α+1

2M

)
(t − 1)αµ1(t), k = 2M − 1.

(23)

According to Equation (7), we expand IαΦM,k(t) by the linear B-spline functions as

IαϕM,k(t) �
2M−1∑
i=−1

skiϕM,k(t) = STk ΦM (t), (24)

where
ski = IαϕM,k

( i +1
2M

)
i, k = −1, . . . ,2M − 1, (25)

Sk is a (2M + 1)-vector and ΦM is the basis vector in Equation (8). Therefore, the
operational matrix of fractional integration is obtained as follows

IαΦM (t) � IαΦM (t). (26)

Using Equations (23)-(25), it is easy to see that Iα is a (2M + 1)× (2M + 1) matrix
given by

Iα =



0 η0 η1 η2 · · · η2M−1
κ ν1 ν2 · · · ν2M−1

κ ν1 · · · ν2M−2
. . .

. . .
...

κ ν1
κ


, (27)

where κ =
1

2MαΓ(α +2)
,

ηi = κ
[
(α − i)(i +1)α + iα+1

]
, i = 0,1, . . . ,2M − 1,

and
νi = κ

[
(i − 1)α+1 − 2iα+1 + (i +1)α+1

]
, i = 1,2, . . . ,2M − 1.

4 Problem Statement

This work aims to propose a new numerical method for approximating the solution of
the following FOCP:
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Min(Max) J(x,u) =
∫ 1

0
L(x(t),u(t), t)dt, (28)

s.t : Dαx(t) = f(x(t),u(t), t), (29)
x(k)(0) = xk , k = 0,1, . . . ,⌊α⌋, (30)
gj (x(t),D

αx(t),u(t), t) ≤ 0, j = 1,2, . . . ,w, (31)

where Dα = [Dα1 ,Dα2 , . . . ,Dαl ] is the fractional derivative operator with

ni − 1 < αi ≤ ni , ni ∈N, i = 1,2, . . . , l,

and

x(t) = [x1(t),x2(t), . . . ,xl(t)]
T ,

u(t) =
[
u1(t),u2(t), . . . ,uq(t)

]T
,

f = [f1, f2, . . . , fl ] .

Also, L, fi , and gj , i = 1,2, . . . , l, j = 1,2, . . . ,w are linear or nonlinear functions. In
addition, it should be noted that the elements of Equation (29) can be written as

Dαixi(t) = fi(x(t),u(t), t), i = 1,2, . . . , l. (32)

5 The Proposed Numerical Method

In this section, we use the linear B-spline functions to solve FOCP as given in Equations
(28)-(31). We expand Dαixi(t) in Equation (32) by the linear B-spline functions as

Dαixi(t) ≃ YT
i ΦM (t). (33)

By using Equations (3), (26) and (33), we have

xi(t) ≃ YT
i Iαi

ΦM (t) +
ni−1∑
k=0

tk

k!
x
(k)
i (0), (34)

where ni − 1 < αi ⩽ ni . The expansion of the second term on the right-hand side of
Equation (34) by the linear B-spline functions yields

xi(t) ≃ YT
i Iαi

ΦM (t) +AT
i ΦM (t) =

(
YT
i Iαi

+AT
i

)
ΦM (t), (35)

and by setting XT
i = YT

i Iαi
+AT

i , we get

xi(t) = XT
i ΦM (t). (36)

For the control variables, we obtain



Using the Integral Operational Matrix of B-Spline .../ COAM, 7 (2), Summer-Autumn 202284

uj (t) ≃UT
j ΦM (t). (37)

Let
Iα =

[
Iα1

,Iα2
, . . . ,Iαl

]
,

and

Φ̂M,l (t) = Il ⊗ΦM (t), (38)
Îα = Il ⊗Iα (39)
Φ̂M,q(t) = Iq ⊗ΦM (t), (40)

where Il and Iq are identity matrices of order l and q respectively and ⊗ is the Kronecker
product [19]. Now, by using Equations (38) and (40), we have

x(t) ≃ XT Φ̂M,l (t), (41)
Dαx(t) ≃ YT Φ̂M,l (t), (42)
u(t) ≃UT Φ̂M,q(t), (43)

where X, Y and A are vectors of order l(2M+1)×1, and U is a vector of order q(2M+1)×1,
given by

X =
[
XT
1 ,X

T
2 , . . . ,X

T
l

]T
,

Y =
[
YT
1 ,Y

T
2 , . . . ,Y

T
l

]T
,

A =
[
AT
1 ,A

T
2 , . . . ,A

T
l

]T
,

U =
[
UT
1 ,U

T
2 , . . . ,U

T
q

]T
.

Moreover, by using Equation (39), we obtain X = YÎα +A. To approximate the
objective function, we have two approaches, one related to when L(x(t),u(t), t) in (28)
is quadratic as

L(x(t),u(t), t) = ξT (t)Qξ(t) +uT (t)Ru(t)

and we have
J(x,u) =

∫ 1

0

(
ξT (t)Qξ(t) +uT (t)Ru(t)

)
dt, (44)

then by substituting Equations (41) and (43) in Equation (44) we get

J(x,u) =XT

(∫ 1

0
Φ̂M,l (t)Q[Φ̂M,l (t)]

T dt
)
X

+UT

(∫ 1

0
Φ̂M,q(t)R[Φ̂M,q(t)]

T dt
)
U. (45)

Equation (45) can be computed more efficiently by writing J as

J(x,u) =XT

(∫ 1

0
Q⊗ΦM (t)[ΦM (t)]T dt

)
X
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+UT

(∫ 1

0
R⊗ΦM (t)[ΦM (t)]T dt

)
U. (46)

Finally, J(X,U) can be rewritten as

J(X,U) = XT (Q⊗P)X+UT (R⊗P)U. (47)

Otherwise, in the case that L(x(t),u(t), t) in (28) is an arbitrary function, we calcu-
late it by a suitable Newton-Cotes numerical integration method [33] as

J(X,U) =
n∑
i=0

ωiL([Φ̂M,l (ti )]
TX, [Φ̂M,q(ti )]

TU, ti ), ti =
i
n
, i = 1,2, . . . ,n (48)

where the weight ωi is determined by

ωi =
∫ 1

0
li(t)dt,

and each li(t) is the Lagrange polynomial

li(t) =
n∏

j=0
j,i

t − τj
τi − τj

.

Finally, we approximate the dynamic system as follows.
Using Equations (41)-(43) the system constraints (29) and (31) become

YT Φ̂M,l (t) = f(XT Φ̂M,l (t),U
T Φ̂M,q(t), t), (49)

gj ([Φ̂M,l (t)]
TX, [Φ̂M,q(t)]

TU, t) ⩽ 0, j = 1,2, . . . ,w. (50)

We collocate Equations (49) and (50) at

tk =
k − 1
2M

, k = 1,2, . . . ,2M +1, (51)

as

YT Φ̂M,l (tk) = f(XT Φ̂M,l (tk),U
T Φ̂M,q(tk), tk), (52)

gj ([Φ̂M,l (tk)]
TX, [Φ̂M,q(tk)]

TU, tk) ⩽ 0, j = 1,2, . . . ,w. (53)

In this way, we were able to turn FOCP into a nonlinear programming problem
which can be stated as follows. Find X and U so that J(X,U) in Equations (47) or
(48) is minimized (or maximized) subject to Equations (52) and (53). To solve this
nonlinear programming problem, we use the NLPSolve command in Maple software,
which uses the sequential quadratic programming (SQP) method to solve NLP.
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6 Convergence of the Method

To check the convergence of the proposed numerical method, we first express the exis-
tence of the optimal solution in the form of Filippov’s existence theorem. Suppose the
usual set of augmented velocities defined by

(f ,L+) (x,U,t) := {(f (x,u, t) ,L(x,u, t) +γ)|u ∈U,γ ≥ 0} ⊂ Rn+1,

for all (x, t) ∈ Rn × [0,1]. Moreover let T ⊂ C stand for the set of all trajectories x that
can be associated with a control u such that the couple (x,u) satisfies all the constraints
of the problem FOCP has given in Equations (28)-(31).

Theorem 1. (Filippov’s existence theorem) Assume that U is compact, T is nonempty
and bounded in C, and (f ,L+)(x,U,t) is convex for all (x, t) ∈ Rn × [0,1]. Then problem
FOCP given in Equations (28)-(31) has at least one optimal solution.

Proof. Refer to [5].

Now we know that FOCP given in Equations (28)-(31) has at least one optimal
solution of the form (x∗,u∗). So, to show that the method is convergent, it is suf-
ficient ∥x − x∗∥ → 0 and ∥u − u∗∥ → 0 as M → ∞ where x and u are approximate
values obtained from the proposed numerical method and M is the parameter of
the method related to the collocation points. We consider a linear B-spline space
SM,τ = span{ϕM,−1,ϕM,0, . . . ,ϕM,2M−1} where ϕM,k , k = −1,0, . . . ,2M − 1 are B-spline
functions defined in Equations (4-6) also τ = (τj )

2M+1
j=1 where τj =

j−1
2M . Assuming that

hj = τj+1 −τj and h =maxj=1,...,2M+1hj , we have h = 1
2M . For an arbitrary function f we

consider the distance from f to S2,τ defined by

dist∞,[0,1](f ,SM,τ) = inf
g∈SM,τ

∥f − g∥∞,[0,1].

Theorem 2. Suppose that an arbitrary function f ∈ C3[0,1] is given. Then for the
linear B-spline space SM,τ

dist∞,[0,1](f ,S2,τ) ≤ Kh3∥D3f ∥∞,[0,1],

where K = 1
233! and D3f is the third derivative of the function f .

Proof. Refer to [22].

Now, according to h = 1
2M , by increasing the value of M sufficiently, we can bring

the values of the state and control variables closer to their optimal values.

7 Illustrative Examples

In this section, by solving numerical examples, we will clarify the steps of using the
proposed numerical method. We used the Maple 2015 program on a personal computer
to perform numerical calculations
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Example 1. We consider the following time-invariant FOCP from [2]

min J =
1
2

∫ 1

0
[x2(t) +u2(t)]dt, (54)

subject to the system dynamics

Dαx(t) = −x(t) +u(t), (55)

and the initial condition

x(0) = 1. (56)

The exact solution to this problem in the case α = 1 is

x̄(t) = cosh(
√
2t) + β sinh(

√
2t),

ū(t) = (1 +
√
2β)cosh(

√
2t) + (

√
2+ β)sinh(

√
2t),

where

β = −cosh(
√
2) +
√
2sinh(

√
2)

√
2cosh(

√
2) + sinh(

√
2)
≃ −0.979921727.

The optimal value of the performance index with the exact solution is J = 0.1929093.
Assume that x̃(t), ũ(t) and J̃(x,u) are the approximate values obtained from numerical
methods for the state, control, and objective functions respectively. Then the error is
given by

Ex =max
i

(|x̄(ti )− x̃(ti )|),

Eu =max
i

(|ū(ti )− ũ(ti )|),

EJ = |J̄ − J̃ |,

where ti =
i+1
2M , i = −1, . . . ,2M − 1. Figure 1 demonstrates state and control variables

obtained by our numerical method for M = 8 and different values of α. Figure 2 shows
the logarithmic graphs of MAEs (Maximum Absolute Errors) of x(t), u(t) and J for
α = 1 and different values of M. Given these figures, the convergence of the method
can be deduced. Tables 1 and 2 show the absolute errors of the approximate optimal
state x̃(t) and the absolute error of the optimal control ũ(t) respectively. Table 3 shows
the approximate value of the performance index J̃ and its error with the exact value of
J̄ .
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Figure 1: State x(t) and control u(t) functions for Example 1.

Figure 2: Logarithmic graphs of MAEs for Example 1.
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Table 1: The absolute errors of the approximate optimal states for Example 1

Method of [15] Method of [35] Method of [13] Presented method
t for N = 5 for N = 5 for M = 8 for M = 8

0.1 2.11× 10−5 6.90× 10−7 1.44× 10−6 3.52× 10−6

0.2 9.71× 10−6 3.62× 10−6 1.36× 10−6 1.86× 10−6

0.3 4.08× 10−7 1.97× 10−6 1.23× 10−6 1.40× 10−6

0.4 5.76× 10−7 2.58× 10−6 1.01× 10−6 1.74× 10−6

0.5 5.66× 10−6 4.46× 10−6 2.92× 10−7 4.89× 10−7

0.6 9.25× 10−6 1.65× 10−6 7.79× 10−7 1.08× 10−6

0.7 8.35× 10−6 2.80× 10−6 7.85× 10−7 3.67× 10−7

0.8 4.36× 10−6 3.49× 10−6 6.71× 10−7 2.44× 10−7

0.9 2.59× 10−6 1.22× 10−6 5.32× 10−7 5.24× 10−7

Table 2: The absolute errors of the approximate optimal controls for Example 1

Method of [35] Method of [15] Method of [13] Presented method
t for N = 5 for N = 5 for M = 9 for M = 9

0.1 1.90× 10−5 6.74× 10−6 1.26× 10−6 1.56× 10−6

0.2 5.01× 10−6 3.17× 10−6 4.68× 10−6 7.33× 10−7

0.3 1.46× 10−5 5.92× 10−7 4.49× 10−6 4.37× 10−7

0.4 1.47× 10−5 7.10× 10−7 1.23× 10−6 4.51× 10−7

0.5 1.25× 10−6 2.01× 10−6 7.31× 10−6 3.20× 10−7

0.6 1.07× 10−5 2.71× 10−6 1.19× 10−6 7.20× 10−8

0.7 1.27× 10−5 2.11× 10−6 3.83× 10−6 1.57× 10−7

0.8 7.62× 10−6 8.59× 10−7 3.68× 10−6 1.74× 10−7

0.9 1.74× 10−5 8.93× 10−8 1.15× 10−6 5.36× 10−8

Table 3: The approximate values and their errors with exact values of J̄ for Example 1

Method of [35] Presented method

N J̄ EJ = |J̄ − J̃ | M J̄ EJ = |J̄ − J̃ |

2 0.1926605504081 2.48× 10−4 5 0.192909340640602 4.25× 10−8

3 0.1929127052722 3.41× 10−6 6 0.192909300753628 2.66× 10−9

4 0.1929092715551 2.65× 10−8 7 0.192909298259509 1.66× 10−10

5 0.1929092982262 1.33× 10−10 8 0.192909298103643 1.04× 10−11

6 0.1929092980936 6.15× 10−13 9 0.192909298093859 6.59× 10−13

Example 2. Consider the following fractional optimal control problem that was intro-
duced in [21] and also was studied in [6]

Min J =
∫ 1

0

(x(t)− t2)2 +
u(t) + t4 − 20t

9
10

9Γ( 9
10 )

2
dt,
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subject to the dynamic constraints

D1.1x(t) = t2x(t) +u(t),

x(0) = ẋ(0) = 0.

The exact solution to this problem is given by

x̄(t) = t2,

ū(t) =
20t

9
10

9Γ( 9
10 )
− t4,

J̄ = 0.

The exact and approximate values of the state and control variables are illustrated
in Figure 3, and their errors are plotted in Figure 4. The logarithmic graphs of MAEs
of state and control variables and performance index are shown in Figure 5. In Table
4, the approximate values of the performance index J for different values of M, are
presented. Also, these values are compared with similar methods in [6, 21]. According
to Table 4, the presented method is more accurate than the existing methods.

Figure 3: The values of x(t) and u(t) obtained by M = 8 for Example 2.
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Figure 4: The values of errors of x(t) and u(t) obtained by M = 8 for Example 2.

Figure 5: Logarithmic graphs of MAEs for Example 2.
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Table 4: Approximate values of J for Example 2

Methods Parameters of J(x,u)
method

Method of [21] (m = 3,n = 4) 6.0753× 10−6
(m = 4,n = 5) 1.67255× 10−6
(m = 5,n = 6) 5.91532× 10−7
(m = 7,n = 8) 1.21966× 10−7
(m = 8,n = 9) 7.03371× 10−8

Method of [6] N = 4 4.76932× 10−6
N = 5 1.47243× 10−6
N = 6 5.37825× 10−7
N = 8 1.06099× 10−7
N = 9 5.44304× 10−8

The present M = 4 1.72145571012670767× 10−6
method M = 5 1.26295831601775329× 10−7

M = 6 1.10567794682908139× 10−8
M = 7 1.57143831079185382× 10−9
M = 8 1.26073358425454064× 10−10

Example 3. Consider the following FOCP [21]

Min J =
∫ 1

0

[
exp(t)

(
x(t)− t4 + t − 1

)2
+
(
1+ t2

)u(t) + 1− t + t4 − 8000t
21
10

77Γ
(
1
10

)
2 ]

dt,

subject to the dynamic system

D1.9x(t) = x(t) +u(t), t ∈ [0,1],

and the boundary conditions

x(0) = 1, ẋ(0) = −1.

The exact solution is given by

x̄ = 1− t + t4,

J̄ = 0.

In Figure 6, the exact and approximate values of the state variable and approximate
value of the control variable with M = 8 are illustrated. Moreover, we plotted the error
value of x(t) in Figure 7. The MAEs of state vector x(t) and performance index J are
plotted in Figure 8.

Example 4. In this example, we present a problem involving a two-dimensional state
variable and an inequality constraint
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Figure 6: The values of x(t) and u(t) obtained by M = 8 for Example 3.

Figure 7: The values of errors of x(t) obtained by M = 8 for Example 3.

min J =
1
2

∫ 1

0
u2(t)d t,

subject to
Dα x1(t) = x2(t),

Dα x2(t) = u(t),

x1(t) ≤ 0.1,

x1(0) = x1(1) = 0,

x2(0) = −x2(1) = 1.

The exact values of the control variable for α = 1 are
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Figure 8: Logarithmic graphs of MAEs for Example 3.

Table 5: Approximate values of J for Example 3

Methods Parameters of the J(x,u)
method

The method of [21] m = n = 3 8.93768× 10−6
m = n = 4 5.42028× 10−7
m = n = 5 6.77757× 10−8
m = n = 7 2.84624× 10−9
m = n = 8 8.22283× 10−10

The present M = 4 1.80165706993258757× 10−5
method M = 5 1.12585635458861543× 10−6

M = 6 7.02177422426594986× 10−8
M = 7 4.12444733804727959× 10−9
M = 8 1.92637108047034916× 10−10

u∗(t) =


200
9 t − 20

3 , t ∈ [0,0.3],
0, t ∈ [0.3,0.7],
−2009 t + 140

9 t ∈ [0.7,1] .

Figure 9 shows the exact and approximate states and control variables obtained by
the proposed method for M = 8 and α = 1.
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Figure 9: State functions x1(t) and x2(t) and control function u(t) for Example 4.

8 Conclusion

In this paper, we presented a numerical method with an emphasis on better accuracy
than similar tasks. In this method, we used B-spline functions, and the distinguishing
feature of this work is the use of a fractional integral operational matrix in solving the
FOCPs. We managed to turn FOCP into NLP with the help of this matrix. Using
several numerical examples, we were able to show the high efficiency, and accuracy of
the proposed method. In addition, by increasing the value of M, the accuracy of the
method increases, and in cases where there is an exact solution, the approximate value
converges to the exact solution, and also the error is reduced. For future research,
more accurate approximations can be achieved by extending the basic functions for
approximation.
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have attracted the attention of politicians to the supply chain of agricultural products.
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design of a two-echelon supply chain network of shrimp in Golestan province is investigated.
The objective is to minimize the total cost associated with fixed opening and operating
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Also, this study involves deciding on the amount of inputs purchased by each company
and determining the best mode of transport. To characterize and solve this problem, we
developed a mixed-integer programming (MIP) model that solves with GAMS software. The
results show that with the implementation of the MIP model, the total costs of the chain
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1 Introduction

One of the most fundamental and essential challenges of the present and future is the
issue of food and food security. Nearly 800 million people in the world’s population are
currently hungry or suffering from severe malnutrition. The growing world population
and the growing need for protein require optimal solutions in providing food resources.
Of the four billion tons of food consumed by humans, 97 percent comes from 3 to
5 percent of the land level, which can be cultivated, but from 71 percent of the land,
which is the sea, only 3 percent of human food is supplied. Given the global constraints
of agriculture and livestock, humans must increase aquaculture [1]. In recent years,
uncontrolled fishing in the Caspian Sea, the Persian Gulf, and the Oman Sea has
resulted in drastic decreases in the reserves of these water resources. The expansion of
aquaculture farms not only has contributed to the development of a sustainable source
of food for the country but also has been highly effective in the preservation of species
that are endangered for whatever reason. Today, seafood and related products have
been known for job creation and earning foreign exchange [23]. The high nutritional
value of shrimp, on the one hand, and the demand of global markets, on the other
hand, has caused shrimp production to play a special role in aquatics. Shrimp as a
well-known, rich, and sought-after seafood, is generally obtained from either marine
environments or aquaculture [16]. According to the acceptable efficiency of the shrimp
industry in the world and its hidden talents in Iran, actions have been taken to utilize
shrimp farms in the country [7]. In 2018, about 10 percent of the country’s aquatic
production has been allocated to shrimp products [10]. Shrimp farming, in addition to
currency, in border areas is effective in eliminating smuggling, increasing the security of
areas, protecting border residents, creating jobs, and preventing migration of villagers
[9]. Therefore, the development of the shrimp industry and related industries has
favorable economic consequences [5]. In addition to the reproduction of this product,
its distribution, domestic sales, and exports are very important. In 2018, 47.9 thousand
tons of shrimp were produced in the country, of which 31.8 tons, equivalent to 66
percent, were exported. Also, the total export revenue of fishery products (caviar,
shrimp, and types of fish) is reported to be 528.3 million dollars, of which shrimp
exports account for 159 million dollars, about 30 percent of the total export revenue of
total aquatic products [10].

Today, due to the size of global markets and the existence of some major social and
economic differences between countries and consumer groups, the use of a principled
method to identify or so-called determine and prioritize export target markets is one
of the requirements to achieve an export leap [12]. Consequently, designing and opti-
mizing the shrimp supply chain network can help governments, investors, and active
parties to satisfy market demands, and to overcome obstacles in the supply chain, and
in general, can boost the performance of the whole chain [16]. Traditional supply chain
practices may be under revision due to issues related to food security [2]. To keep up
with the changes occurring in agricultural supply chains, all parties involved must be
considered. So, planning models will become of increasing importance to suppliers,
farmers, intermediaries, and final distributors of agricultural commodities. Planning
tools for each of these people must become increasingly refined to drive extra costs out
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of the value chain [22]. The above highlights reveal the need to pay attention to the
shrimp supply chain. The supply chain is a network of facilities and distribution options
for the procurement of materials; the transformation of materials into intermediate and
finished products; and the distribution of these finished products to customers. The
Agri-food supply chain comprises all the stages that food products go through, from
production to consumption. These activities include inputs, production, conversion,
processing, packaging, warehousing, transportation, cross-docking, distribution, mar-
keting, and consumption [11]. In other words, the Agri-food supply chain network
is typically a multi-echelon supply chain network with multiple products, including
four stages: primary production, production of semi-products by plants, production
of finished products, and distribution. Decisions on determining the optimal number,
location, and capacity of the production companies, product type produced by each
company, selecting transportation mode and the corresponding amount of items ship-
ping from supplier to the company, between two companies, and from companies to
distribution centers are made given the market demand, such that the total costs are
minimized [26]. The existence of diverse activities causes supply chain planning issues
to exhibit a multilevel decision-making network structure. Therefore, it is necessary to
optimize the economic flow from input suppliers to manufacturing companies and then
to consumers [11].

In this paper, the shrimp supply chain is presented, which reveals the innovation
of the present study. It should be noted that shrimp, unlike fish, can be grown only
in special conditions and places, and therefore its proper location to supply consumer
demand, can play a significant role in the reduction of costs. In Section 2, the literature
review on the supply chain is reviewed. In Section 3, the problem model is presented
with emphasis on the mixed integer programming (MIP) method. Due to the NP-
hardness of supply chain problems and the large-sized data in the real world, meta-
heuristics such as genetic algorithm and particle swarm optimization have been widely
used. However, as well as in other optimization problems, the solution technique of
MIP models can be employed in supply chain problems. In Section 4, we show the
computational results, and conclusions are provided in Section 5.

2 Literature Review

According to a review of the research literature mentioned below, the use of mathemat-
ical models and operations research tools for agricultural planning is not a new concept.
Instead, optimization models for applications in crop planning can be found since the
early 1950s, even in a tenuous way. This solution technique became more widespread
during the decade of 1980, with growing interest in the 1990s [2]. Ayoughi et al. (2022)
in [4] presented a stable multi-objective model of location, inventory, and supply chain
routing under conditions of uncertainty and using a passive defense approach. Param-
eters such as demand, cost of setting up the facility and cost of maintaining inventory
were considered uncertain and in the form of triangular fuzzy numbers. The results of
validation showed that the proposed model was valid and feasible, and the proposed
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algorithm was also valid and converged to the optimal solution. Mosallanezhad et al.
(2021) in [16] considered Shrimp Supply Chain (SSC) as a set of distribution centers,
wholesalers, shrimp processing factories, markets, shrimp waste powder factories, and
shrimp waste powder market. In this paper, a mathematical model was proposed for
the SSC, whose aim was to minimize the total cost through the supply chain. The SSC
model was NP-hard and was not able to solve large-size problems. Therefore, three
well-known meta-heuristics accompanied by two-hybrid ones were exerted. Moreover,
a real-world application with 15 test problems was established to validate the model.
Finally, the results confirmed that the SSC model and the solution methods were effec-
tive and useful to achieve cost savings. Salehi and Jabarpour (2020) in [20] discussed a
multi-objective model for multi-period location-distribution-routing problems consider-
ing the evacuation of casualties and homeless people and fuzzy paths in relief logistics.
Some parameters were considered uncertain, including demand, the capacity of vehi-
cles and time. What distinguishes humanitarian logistics from ordinary logistics is that
under critical conditions, the relief supply chain must act at high speed and aim to pre-
serve human lives. While under ordinary circumstances, the supply chain operates at
the lowest cost according to the schedule. In this paper, the small sample size problem
solved by the GAMS software was solved by these algorithms, which showed the high
efficiency of the algorithms in obtaining efficient responses. Tabrizi et al. (2017) in [23]
presented a bi-level optimization modeling for the perishable food supply chain. They
designed a warm-water-farmed fish supply chain in Iran. This study aimed to maxi-
mize the profitability of farms based on the meta-heuristic particle swarm optimization
method. The results showed the efficiency of the proposed model in solving the real
problems of the perishable food supply chain.

A review of previous studies indicates that supply chain network design has been
considered in various issues. Some authors have addressed the issue of location-
allocation ([4], [15], [19]-[24]). Some studies have developed these models by considering
multiple echelons [17] and multiple products [21]. Also, considering uncertain param-
eters in the optimization problems (such as demand) is another popular extension of
the classical supply chain network design [24]. Closed-loop supply chain design ([3],
[8]-[21]) and sustainable supply chain design [25] are two other popular areas in sup-
ply chain literature. In addition, considering specific products such as dangerous and
perishable products [18], pricing decisions [3], designing resilience supply chains [19],
competitive networks [6], selecting transport modes and integrating them with other
decisions chains [22] and considering quantity discounts to reduce costs [11] are the
topics that have become very popular in the literature of supply chain network design
in recent years. This article designs a mathematical modeling and optimization struc-
ture that focuses on a two-echelon shrimp supply chain network. To the best of our
knowledge, no prior study involving mathematical modeling for the shrimp supply chain
network design considers transportation issues and quantity discounts simultaneously.
The main goal of this model is to minimize the total cost.
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3 Problem Definition and Modeling

Golestan province, with its potential areas for aquaculture, is considered as one of
the important centers of the fisheries industry in the country. In 2018, this province,
after Hormozgan and Bushehr provinces with 5.4 percent had the highest production
of saltwater-farmed shrimp. Also, 3.7 percent of the number of farms and about 11
percent of the area of shrimp farms in the country are active in this province [10].
Gomishan Shrimp Farming Complex is the only potential complex in this province
that, according to the climatic conditions of the region, is considered as one of the
most important sectors of development in this province to produce protein materials
and create employment. In 2011, the Gomishan Complex started operating with 70
hectares of useful area and a production of 140 tons of shrimp. At present, the first
phase of the shrimp farming complex with 50 20-hectare farms is operating under the
supervision of 13 companies [13]. Shrimp caught from these farms are supplied to
domestic and foreign markets after processing. Before the outbreak of coronavirus, the
countries like China, Vietnam, Emirates, Hong Kong, Oman, and Spain were the main
export destinations for shrimp from Golestan province. Figure 1 shows the network
structure of a two-echelon supply chain of farmed shrimp, where level (1) is between
the input suppliers and the shrimp breeders, and level (2) is between the breeders and
the consumers.

Figure 1: Network structure of a two-echelon supply chain.

In this study, it is assumed that (1). The inputs required for shrimp farming are
provided by two groups of domestic and foreign suppliers. Domestic inputs such as
water, labor, and larvae are provided by the first group and imported inputs such as
fertilizers, vitamins, supplements, disinfectants, and food are provided by the second
group (s = 1,2). It should be noted that among the inputs, feed and released larvae
account for 65 and 20 percent, respectively, and play an important role in creating the
total cost of this product [10]; so the capacity of suppliers has been assessed on this
basis. (2). The processing operation is done inside the complex and by the producers.
(3). Consumers of this product are wholesalers who can be divided into three groups;
within-province (α), within-country (β) and abroad (γ) (i = 1,2,3). The position of
consumers and suppliers of inputs is clear. (4). All the facilities considered in this
network have a certain capacity and demand. (5). Each shrimp farming company
serves only one group of consumers (single-sourcing strategy). (6). Each company can
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refer to any of the suppliers to buy the required inputs (multiple-sourcing strategy).
(7). Both transportation modes cannot be used simultaneously for products and raw
material transmissions between levels. In other words, only one of the available modes
can be selected for transporting goods from suppliers to companies or from companies
to consumers (m = 1,2). The first mode of transportation cannot be used when the
total quantity of carried raw material from supplier to companies is less than CV 1 or
the total quantity of carried products from a farm to a consumer is less than CV 2.
(8). The costs of purchasing and transporting inputs are reserved for suppliers. Input
suppliers usually offer price discounts to encourage companies to buy larger quantities
of inputs. Therefore, the existence of a discount creates an incentive for producers to
reduce the cost of each unit of production by buying more. The amount of the discount
affects the amount of the order and the amount of the order also affects the mode of
transportation.

In this study, suppliers sell their inputs based on an All-Unit discount strategy. In
this strategy, a price reduction is applied to all purchased units. Different breakdown
points are also introduced by suppliers. We use a piecewise linear purchasing and trans-
portation cost between suppliers and farms. Let Qsk denote the amount of materials
carried from supplier s to farm k. We assume that there are | ls | purchasing price
segments (price breakdown points) for carrying products and BPsls is the quantity of
lths breakdown point in each supplier. Therefore, we have | ls | -1 price intervals in total.
If we consider Psls as the unit purchasing and transportation price of raw materials
in (ls − 1)th interval of supplier s, then the total purchasing and transportation cost
associated with the purchase between supplier s and company k is as follows:

csk =



0, csk = 0,
Ps2 ∗Qsk , 0 < Qsk ≤ BPs1,
Ps3 ∗Qsk , BPs1 < Qsk ≤ BPs2,
...

...
Psls ∗Qsk , BPsls−1 < Qsk ≤ BPsls ,
Ps|ls | ∗Qsk , BPs|ls |−1 < Qsk ≤ BPs|ls |,

(1)

where Ps1 > Ps2 > . . . > Ps | ls |. Figure 2 demonstrates an example of total cost according
to all-unit discount and piecewise linear cost function.

The following questions are asked to formulate the problem.
1. Where should shrimp companies be established among the potential places?

2. Which of the modes of transportation should be used to transfer input from
suppliers to companies and from companies to consumers?

3. How much input should be purchased from suppliers?
To answer the above questions, the mixed integer programming method is used,

which shows the general form of the MIP model in equation (2):

min ctx + dty
s.t. Ax +By ≤ b

x ≥ 0, x ∈ X ⊂ Rn, y ∈ {0,1}q
(2)
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Figure 2: All-unit discount cost function.

where x is a vector of n continuous variables, y is a vector of q variables of 0 and
1, c and d are parameter vectors, A and B are coefficient matrices with proportional
dimensions and b is the source vector. The objective function of the present problem is
to minimize the total costs of the shrimp supply chain, including fixed and variable costs
of constructing ponds and startup companies, fixed and variable costs of transportation
modes, and the cost of purchasing inputs. Also, there are 20 limitations in the model
that guarantee the assumptions of the problem. We note that we represent parameters
in the model in upper case and decision variables in lower case. The following notation
is used for our proposed model:

• Sets:

I : The set of consumers indexed by i = 1,2, . . . , |I |,

K : The set of potential companies indexed by k = 1,2, . . . , |K |,

S: The set of potential suppliers indexed by s = 1,2, . . . , |S |,

ls: The set of price break-down points for each supplier s indexed by ls =
1,2, . . . , |Ls |,

TM: The set of transportation modes indexed by m = 1,2.

• Parameters:

Di : Product demand from consumer i,

C2
k : Maximum capacity of company k,

C1
s : Maximum capacity of supplier s for raw material,

Nmax: Maximum number of companies which can be established,

U : Utilization rate of raw material per unit of the product,

Fk : Annual fixed cost for opening and operating in company k,
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CV 2: Upper limit for changing transportation mode in the second echelon
(company-consumer),

CV 1: Upper limit for changing transportation mode in the first echelon (supplier-
company),

C2
km: Fixed cost of providing transportation mode m for each company k,

C1
sm: Fixed cost of providing transportation mode m in each supplier s,

Gkim: Variable cost of products transportation from company k to consumer i
via transportation mode m,

Psls : Unit purchasing and transportation cost of raw material in supplier s and
lths price interval,

BPsls : Quantity of break-down point ls in supplier s,

M: A big real positive number.

• Decision variables:

zk = 1 if company k is established, and 0 otherwise.

rki = 1 if company k serves consumer i, and 0 otherwise.

V 1
skm = 1 if transportation mode m is used for transporting raw material from

supplier s to company k, and 0 otherwise.

V 2
kim = 1 if transportation modem is used for transporting products from company

k to consumer i, and 0 otherwise.

yskls = 1 if purchasing and transportation price of raw materials from supplier s
to company k is in the lths price interval of supplier s except the (|Ls |)th interval
due to the problem’s assumptions, and 0 otherwise.

We have |ls | breakdown points. Then, the total number of intervals would be
|ls | − 1 and we should assume ysk |ls | = 0 because of this fact.

Xskls ∈ [0,1] continuous variable between 0 and 1 for determining purchased raw
material from supplier s to company k in the lths price interval of supplier s.

tcskls ≥ 0 continuous variable for determining the total purchasing and transporta-
tion cost of raw material shipped from supplier s to company k whose quantity
falls within the lths and (ls − 1)th breakdown points of supplier s. ls ∈ LS shows
price breakdown points of supplier s; therefore, the number of related price inter-
vals is ls -1 and the quantity of the first break-down point and its related costs is
zero.
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We present our MIP model for the two-echelon supply chain network design with
transportation mode selection and all-unit quantity discount as follows:

min
∑
k

FkZk +
∑
k

∑
i

∑
m

(A2
km +GkimDi )V

2
kim

+
∑
s

∑
k

∑
m

A1
smV

1
sm +

∑
s

∑
k

∑
ls

tcskls (3)

s.t.
∑
k

rki = 1 ∀i = 1 (4)

U
∑
I

Dirki ≤ C2
kZk ∀k ∈ K (5)

U
∑
I

Dirki ≤
∑
S

∑
ls

BPslsXskls ∀k ∈ K (6)∑
k

∑
ls

BPslsXskls ≤ C1
s ∀s ∈ S (7)∑

k

Zk ≤Nmax (8)

tcsls ≥ (BPslsXskls +BPs,ls−1Xskls−1)Psls
−M(1− yskls−1)∀s ∈ S,k ∈ K, ls ∈ LS |ls > 1 (9)

Xskls ≤ yskls ∀s ∈ S,k ∈ K, ls ∈ LS |ls = 1 (10)
Xskls ≤ yskls + yskls−1 ∀s ∈ S,k ∈ K,ls ∈ LS1 < ls < |ls | (11)
Xskls ≤ yskls−1 ∀s ∈ S,k ∈ K, ls ∈ LS |ls = |ls | (12)
|ls |−1∑
ls=1

yskls−1 ∀s ∈ S,k ∈ K (13)∑
ls

Xskls = 1 ∀s ∈ S,k ∈ K (14)

∑
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Dirki ≤M
2∑

m=1

V 2
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CV 2 −Dirki ≤M(1−V 2
kim) ∀k ∈ K,i ∈ I ,m = 2 (19)∑

m

V 2
kim ≤ 1 ∀k ∈ K,i ∈ I (20)
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∑
ls

tcskls ≥ 0 ∀s ∈ S,k ∈ K,ls ∈ LS (21)

Xskls ∈ [0,1] ∀s ∈ S,k ∈ K, ls ∈ LS (22)
ZK , rki ,V

2
kim,V

1
skm, yskls ∈ 0,1∀k ∈ K,i ∈ I ,m ∈ TM,ls ∈ LS (23)

Function (3) shows the objective function of the model whereby minimizes the total
costs of companies including fixed opening and operating, fixed and variable costs of
transportation, and purchasing costs of raw materials. Constraint (4) indicates that
each consumer must be assigned to one of the companies. Constraint (5) ensures that
demand allocation does not exceed the capacity limits. Constraint (6) ensures that
the total output of each company is less than its total input. Constraint (7) ensures
that buying raw materials does not exceed the capacity limits. Constraint (8) ensures
that the number of open facilities does not exceed Nmax. Constraint (9) computes
the total purchasing and transportation cost of raw material shipped from supplier s to
company k whose quantity has been located between lths and (ls−1)th breakdown points.
tcsk1 = 0 because the first break-down point is always zero. Constraint sets (10)-(14)
determine the price interval of the purchased raw materials. The way price intervals
are calculated is by the piecewise linear function and the linear composition method.
More specifically, constraints (10)–(12) determine the portion of each breakdown point
in the quantity of the shipped raw materials and constraint. Constraints (10)–(12)
refer to the first and last breakdown points where there aren’t any other defined price
intervals before and after them, respectively (ls starts from 1 which refers to the first
breakdown point in Xskls or the first interval in yskls . So, we have | ls | -1 intervals in
total). Constraint (11) covers the intervals between the first and last break-down points.
Constraint (13) ensures that this quantity can only belong to one interval. Constraint
(14) ensures that the sum of the portions related to the beginning and the end points
of each interval must be 1 according to the linear composition method. Constraint
(15) ensures that only one of the transportation modes can be utilized to connect the
company to the consumer. Constraint (16) ensures that the first mode of transportation
cannot be used when the total quantity of shipped raw material from a supplier to a
company is less than CV 1. Constraint (17) ensures that only one of the transportation
modes can be utilized to connect a company to a consumer. Constraint (18) ensures
that only one of the transportation modes can be utilized to connect a supplier to a
company. Constraint (19) ensures that the first mode of transportation cannot be used
when the total quantity of shipped products from a company to a consumer is less
than CV 2. Constraint (20) ensures that only one of the transportation modes can be
utilized to connect the supplier to the company. Finally, constraint sets (21) to (23)
place restrictions on the nature of our variables. The complexity of our MIP model
in the presence of binary variables for the transportation model selection and order
quantity is in the order of O(max[KIM,SKLs]). The exclusion of these two factors
from our MIP model leads to a model with the size complexity of O(max[KI,SK ]).
A higher number of binary variables makes a MIP model more difficult to solve due
to the number of branching operations required to ensure their integrality. Thus, our
problem, in the presence of these two new practical features, is a much more difficult
optimization problem than when we do not consider them.
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4 Computational Results

As mentioned before, MIP can solve only small instances of the problem in some cases.
We need substantially higher computational times to solve the MIP model on the
medium and large instances of the problem because the size of the MIP grows quickly
as the number of binary and continuous variables in the model increases (i.e., up to 2n
branching operations are needed for n binary variables). Since the 1970s, researchers
have realized that the complexity of many hard optimization problems can be miti-
gated if a few complicating constraints are removed and their satisfaction is separately
ensured by other heuristic or optimization techniques. The removed set of complicating
constraints is therefore dualized, producing a Lagrangian problem that is mostly easy
to solve. Therefore, in our study, we used CPLEX solver and GAMS software to solve
the MIP model (3 consumers (i), 13 companies (k), and 2 suppliers (s)), first. The com-
putational time is 0.08 seconds. The result showed high-quality solutions that can be
found within fractions of the time needed when commercial optimization software was
applied directly to the MIP model. In the following, consumers’ demand and capacities
of all facilities are given in Table 1.

Table 1: Consumer demands and capacities of all facilities

i Di (Ton) k Fk (Million Rial) k C2
k (Ton) S C1

s (Ton)
1 5 1 1106 1 948 1 196
2 35 2 1250 2 812 2 248
3 102 3 1103 3 474

4 1117 4 550
5 2150 5 761
6 1198 6 842
7 1377 7 931
8 1450 8 522
9 1108 9 500
10 1118 10 550
11 1123 11 775
12 2118 12 560
13 1103 13 769

We consider an upper bound of 3 for the number of companies that can be estab-
lished and assume that one final product consists of 2 units of raw materials. Each
supplier offers 4 breakdown points for its purchasing and transportation costs. Two
types of transportation modes can be used for shipping raw materials and final products
but the second type of transportation mode which contains discounts is forbidden for
them if the quantity is lower than 400 and 200 units respectively. The cost of providing
these transportation modes is given in Table 2.

Finally, unit purchasing and transportation cost of raw materials and variable cost
of product transportation are given in Tables 3 and 4.

The results of the model show that to achieve the minimum cost, companies with
numbers 1, 2, 7, 9, 11, and 12 must serve the consumers of the group (α) and (β) and
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Table 2: Fixed cost of providing each transportation mode in companies and suppliers (Million Rials)

Transportation mode (m)
1 2

1 130 150
2 125 148
3 114 140
4 112.5 132.5
5 50 73
6 125 151

Company (k) 7 62.5 82.5
8 62.5 85.5
9 100 126
10 125 145
11 100 123
12 125 151
13 100 120

Supplier (s) 1 1256 1600
2 1400 1100

Table 3: Breakdown points in each supplier and unit purchasing and transportation cost

Breakdown Points (ls) 1 2 3 4
Supplier 1 BPsls 0 230 460 751

Psls 0 17 11 4
Supplier 2 BPsls 0 430 517 920

Psls 0 13 5 2

Table 4: Variable cost of transportation from company k to consumer i via mode m (Million Rials)

company (k) Consumer 1 (α) Consumer 2 (β) Consumer 3 (γ)
m = 1 m = 2 m = 1 m = 2 m = 1 m = 2

1 0.8 1.2 1.5 2.1 15.6 17.8
2 0.6 0.9 1 1.8 11.8 14.3
3 0.6 0.9 1 1.8 11.8 14.3
4 0.4 0.7 0.8 1.3 9.8 13.8
5 0.5 0.8 0.9 1.9 10 14
6 0.8 1.2 1.5 2.1 15.6 17.8
7 0.8 1.2 1.5 2.1 15.6 17.8
8 0.7 0.9 1.2 2 11.1 17
9 0.8 1.2 1.5 2.1 15.6 17.8
10 0.6 0.9 1 1.8 11.8 14.3
11 0.5 0.8 0.9 1.9 10 14
12 0.8 1.2 1.5 2.1 15.6 17.8
13 0.4 0.7 0.8 1.3 9.8 13.8

other companies serve the consumers of the group (γ). In addition, all products should
be carried from companies to consumers by transport mode 1 except when carrying
products from companies with numbers 3, 5, and 10 to consumers of the group (γ).
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Also, all companies receive their inputs through transport mode 1, and only companies
5 and 10 receive their required inputs from supplier 2 and through transport mode 2.
Table 5 summarizes the results of the MIP model.

Table 5: The amount of supplied demand by shrimp farming companies in Golestan province

company (k) The demand of target market (percentage)
α β γ

1 0 0.9 0
2 54 0 0
3 0 0 0.002
4 0 0 0.002
5 0 0 0.002
6 0 0 0.007
7 0 0.8 0
8 0 0 0.007
9 23 0 0
10 0 0 0.023
11 23 0 0
12 0 0.3 0
13 0 0 0.01

Total 100 2 0.053

As Table 5 shows, shrimp farming companies in Golestan province will be able to
supply 100 percent of the needs in the province by implementing the MIP model. In
addition, 2 percent of the products will be sent to the domestic market to supply the
demand of other provinces. Also, 85 percent of the province’s products are exported,
which supplies 0.053 percent of global market demand. It should be noted that currently
the companies under study supply 100, 1.48, and 0.03 percent of the needs of target
markets, respectively. Also, with the implementation of this model, the total costs of
the supply chain will reach 125874.100 million Rials, which is nearly 20 percent less
than the current cost.

5 Conclusions and Future Works

In recent years, due to the increase in production of the fisheries sector, international
markets, and changes in customers’ desires, the seafood business has been astoundingly
developed. In many countries, seafood constitutes the most critical part of people’s
daily diet. Shrimp products are desirable seafood among many populations, and rep-
resent a significant amount of food intake in different societies. Shrimp products are
either caught in a marine environment like seas and rivers or farmed in aquaculture
systems. So, designing a proper supply chain network for shrimp production can offer
many benefits for decision-makers, organizations, factories, or even markets to improve
the functionality of the supply chain. Thus, this paper introduced a mathematical
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model for the shrimp supply chain to retrieve the desirable goals of optimizing the
total cost of the whole network. To solve this problem, we developed a mixed-integer
program, which was able to solve our small problem to optimality. To evaluate this
model, two performance measures were considered: the optimality gap (GAP) and the
relative percentage deviation (RPD). In this paper, the mean of GAP and PRD were
obtained as zero, which indicated the proper performance of the MIP model in finding
the feasible solution to the problem. In this paper, we considered a two-echelon supply
chain, where level (1) was between the suppliers and the producers and level (2) was
between the producers and the consumers; so we prefer that future researches consider
other sectors like distribution centers, wholesalers, retailers and so on. Also, future
research may need to cover social, environmental, and economical aspects and include
them in terms of constraints in the model. Moreover, in real-world settings uncertainty
and ambiguity are common for different aspects of the supply chain network especially
the demand of markets. For future considerations, the model can be formulated as a
stochastic model under the uncertain conditions of demands and other important pa-
rameters. Finally, the performance of other exact techniques, including the logic-based
Benders decomposition algorithm can be examined for the current work.
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1 Introduction

Fuzzy numbers are often used to represent and calculate parameter uncertainties in the
procedure of mathematical modeling. Therefore, the analysis and calculation of linear
systems with fuzzy numbers are principal in fuzzy mathematics. In recent decades,
extensive research has been done in the field of fuzzy mathematics and its utilizations
[5, 6, 10, 13, 15, 20, 24, 27, 32, 33, 34].

Friedman et al. have presented an embedding approach to solving general fuzzy
linear systems [22]. Asady et al. have investigated solving general fuzzy linear systems
and have developed a method to solve an m × n fuzzy linear system [16]. Iterative
methods have been proposed to solve fuzzy systems in [2, 3, 7, 8].

The method of Buckley and Qu has been extended to fuzzy systems in the form of
A1X + b1 = A2X + b2, where A1,A2, b1 and b2 are fuzzy matrices with fuzzy numbers.
The classical solution seeks a fuzzy vector X that fulfills the system equation providing
the exact equality between the fuzzy vectors X and b. In general, the solution to the
system A1X + b1 = A2X + b2 is not identical with that of the system AX = b. However,
in the case where the matrix A = A1 −A2 is non-singular, their solutions are identical.
Consequently, the system A1X+b1 = A2X+b2 has been transformed into the fully fuzzy
linear system AX = b, where A = A1 −A2 and b = b2 − b1, and has been solved using a
new algorithm [19, 29]. In addition, a nonlinear programming method has been utilized
to solve fuzzy linear systems [30].

In 2012, the algebraic solution of fuzzy linear systems has been investigated based
on interval theory [11]. In [14, 17, 18], fuzzy systems have been solved using linear
programming problems, and in [21, 25, 28], fuzzy system-solving methods with the
input of complex numbers have been proposed.
Recently, Abbasi et al. have defined new arithmetic operations for fuzzy numbers
[4]. Then, fuzzy equations have been solved using these defined arithmetic operations
[1, 12].

Solving fuzzy linear systems has been extensively studied in recent decades, and
many researchers have utilized the conventional extension principle. This principle
defines the standard fuzzy arithmetic, which can lead to inaccurate solutions since
it does not consider all the accessible information. Despite reasonable solutions for
these methods, they are sometimes complicated with numerous and long techniques
and considerable computation. These challenges and problems in solving fuzzy linear
systems motivated us to propose a more efficient method. For this purpose, we have
studied solving fully fuzzy and dual fuzzy linear systems using Transmission-Average
(TA)-based fuzzy operations proposed in [4] and have proposed an analytical Cramer
method to solve these systems, which is a more effective method compared to common
methods and requires less computation.

The structure of the paper is as follows. In Section 2, the required preliminaries
are presented. In Section 3, the fuzzy Cramer method is used to solve systems of the
form ÃX̃ = B̃ and ÃX̃ + B̃ = C̃X̃ + D̃. In Section 4, numerical examples are presented to
show the effectiveness of the proposed method. Finally, the conclusion ends the paper
in Section 5.
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2 Basic Definitions

Definition 1. [23] Let A be a fuzzy set in R (A =
{
(x,µA(x)) |x ∈ R

}
). Then,

i) A is called normal if there exists an x ∈ R such that µÃ(x) = 1. Otherwise, A is
subnormal,

ii) The support of A, denoted by supp(A), is the subset of R whose elements all have
non-zero membership grades in A. In other words, supp(A) {x ∈ R|µA(x) > 0

},
iii) An α-level set (or α-cut) of a fuzzy set A in R is a non-fuzzy set denoted by Aα

and defined by

Aα =
{{
x ∈ R | µÃ(x) > 0

}
, α > 0,

cl (supp(A)) , α = 0,
(1)

where cl (supp(A)) denotes the closure of the support of A.

Definition 2. Let Ã be a Normal, Convex, and Continuous (NCC) fuzzy set on the
universal set U. Then, it can be defined from [26]:

ac
(
Ã
)
=
1
2

(
mincore

(
Ã
)
+maxcore

(
Ã
))
.

Definition 3. [26] A fuzzy number Ã is called a pseudo-triangular fuzzy number if its
membership function µÃ(x) is given by

µÃ(x) =


lÃ(x), a ⩽ x ⩽ a,
rÃ(x), a ⩽ x ⩽ a,
0, otherwise,

where lÃ(x) and rÃ(x) are non-decreasing and non-increasing functions respectively. The
pseudo-triangular fuzzy number Ã is denoted by the quintuplet Ã = (a,a,a, lÃ(x), rÃ(x)),
and the triangular fuzzy number by the senary (a,a,a,−,−).

Definition 4. [26] A fuzzy number Ã is called a pseudo-trapezoidal fuzzy number if
its membership function µÃ(x) is given by

µÃ(x) =


lÃ(x), a ⩽ x ⩽ a1,
1, a1 ⩽ x ⩽ a2,

rÃ(x), a2 ⩽ x ⩽ a,
0, otherwise,

where lÃ(x) and rÃ(x) are non-decreasing and non-increasing functions, respectively.
The pseudo-trapezoidal fuzzy number Ã is denoted by the senary Ã = (a,a1, a2, a, lÃ(x), rÃ(x)),
and the trapezoidal fuzzy number Ã is indicated by the senary Ã = (a,a1, a2, a,−,−).

Definition 5. [12] Consider two pseudo-triangular fuzzy numbers:

Ã = (a,a,a, lÃ(x), rÃ(x)) , B̃ =
(
b,b,b, lB̃(x), rB̃(x)

)
),
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with the following α-cut forms:

Ã =
⋃
α

Aα , Aα =
[
Aα ,Aα

]
, B̃ =

⋃
α

Bα , Bα =
[
Bα ,Bα

]
.

In what follows, fuzzy arithmetic operations are defined based on TA:

Ã+ B̃ =
⋃
α

(
Ã+ B̃

)
α
,

(
Ã+ B̃

)
α
=

[
a+ b
2

+
(
Aα +Bα

2

)
,
a+ b
2

+
(
Aα +Bα

2

)]
,

(2)

Ã− B̃ =
⋃
α

(
Ã− B̃

)
α
,

(
Ã− B̃

)
α
=

[
a− 3b
2

+
(
Aα +Bα

2

)
,
a− 3b
2

+
(
Aα +Bα

2

)]
,

(3)

Ã.B̃ =
⋃
α

(
Ã.B̃

)
α
,

(
Ã.B̃

)
α
=



[(
b
2

)
Aα +

(a
2

)
Bα +

(
b
2

)
Aα +

(a
2

)
Bα

]
, a > 0, b > 0,

[(
b
2

)
Aα +

(a
2

)
Bα +

(
b
2

)
Aα +

(a
2

)
Bα

]
, a > 0, b < 0,

[(
b
2

)
Aα +

(a
2

)
Bα +

(
b
2

)
Aα +

(a
2

)
Bα

]
, a < 0, b < 0,

[(
b
2

)
Aα +

(a
2

)
Bα +

(
b
2

)
Aα +

(a
2

)
Bα

]
, a < 0, b > 0,

(4)

Ã−1 =
⋃
α

(
Ã−1

)
α
,
(
Ã−1

)
α
=

[ 1
a2

Aα ,
1
a2

Aα

]
, (5)

Ã.B̃−1 =
⋃
α

(
Ã.B̃−1

)
α
,

(
Ã.B̃−1

)
α
=



[( 1
2b

)
Aα +

( a

2b2

)
Bα +

( 1
2b

)
Aα +

( a

2b2

)
Bα

]
, a > 0, b > 0,

[( 1
2b

)
Aα +

( a

2b2

)
Bα +

( 1
2b

)
Aα +

( a

2b2

)
Bα

]
, a > 0, b < 0,

[( 1
2b

)
Aα +

( a

2b2

)
Bα +

( 1
2b

)
Aα +

( a

2b2

)
Bα

]
, a < 0, b < 0,

[( 1
2b

)
Aα +

( a

2b2

)
Bα +

( 1
2b

)
Aα +

( a

2b2

)
Bα

]
, a < 0, b > 0.

(6)
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Definition 6. [4] Consider two pseudo-trapezoidal fuzzy numbers:

Ã = (a,a1, a2, a, lÃ(x), rÃ(x)) , B̃ =
(
b,b1, b2, b, lB̃(x), rB̃(x)

)
,

with the following α-cut forms:

Ã =
⋃
α

Aα , Aα =
[
Aα ,Aα

]
, 0 ⩽ α ⩽ 1,

B̃ =
⋃
α

Bα , Bα =
[
Bα ,Bα

]
, 0 ⩽ α ⩽ 1,

B1 = [b1, b2] A1 = [a1, a2] .

Let
φ =

a1 + a2
2

, ϕ =
b1 + b2

2
.

In what follows, fuzzy arithmetic operations are defined based on TA:

Ã+ B̃ =
⋃
α

(
Ã+ B̃

)
α
,

(
Ã+ B̃

)
α
=

[
ϕ +φ

2
+
(
Aα +Bα

2

)
,
ϕ +φ

2
+
(
Aα +Bα

2

)]
,

(7)

Ã− B̃ =
⋃
α

(
Ã− B̃

)
α
,

(
Ã− B̃

)
α
=

[
ϕ − 3φ

2
+
(
Aα +Bα

2

)
,
ϕ − 3φ

2
+
(
Aα +Bα

2

)]
,

(8)

Ã.B̃ =
⋃
α

(
Ã.B̃

)
α
,

(
Ã.B̃

)
α
=



[(φ
2

)
Aα +

(
ϕ

2

)
Bα +

(φ
2

)
Aα +

(
ϕ

2

)
Bα

]
, ϕ > 0,φ > 0,

[(φ
2

)
Aα +

(
ϕ

2

)
Bα +

(φ
2

)
Aα +

(
ϕ

2

)
Bα

]
, ϕ > 0,φ < 0,

[(φ
2

)
Aα +

(
ϕ

2

)
Bα +

(φ
2

)
Aα +

(
ϕ

2

)
Bα

]
, ϕ < 0,φ < 0,

[(φ
2

)
Aα +

(
ϕ

2

)
Bα +

(φ
2

)
Aα +

(
ϕ

2

)
Bα

]
, ϕ < 0,φ > 0,

(9)

Ã−1 =
⋃
α

(
Ã−1

)
α
,
(
Ã−1

)
α
=

[
1
ϕ2Aα ,

1
ϕ2Aα

]
, (10)
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Ã.B̃−1 =
⋃
α

(
Ã.B̃−1

)
α
,

(
Ã.B̃−1

)
α
=



[(
1
2φ

)
Aα +

(
ϕ

2φ2

)
Bα +

(
1
2φ

)
Aα +

(
ϕ

2φ2

)
Bα

]
, ϕ > 0,φ > 0,

[(
1
2φ

)
Aα +

(
ϕ

2φ2

)
Bα +

(
1
2φ

)
Aα +

(
ϕ

2φ2

)
Bα

]
, ϕ > 0,φ < 0,

[(
1
2φ

)
Aα +

(
ϕ

2φ2

)
Bα +

(
1
2φ

)
Aα +

(
ϕ

2φ2

)
Bα

]
, ϕ < 0,φ < 0,

[(
1
2φ

)
Aα +

(
ϕ

2φ2

)
Bα +

(
1
2φ

)
Aα +

(
ϕ

2φ2

)
Bα

]
, ϕ < 0,φ > 0.

(11)

Definition 7. [4] Let FC(R) be a set of pseudo-geometric fuzzy numbers defined on a
set of real numbers. Then, for each Ã there exists 0Ã such that

Ã+0Ã = 0Ã + Ã = Ã, Ã− Ã = 0Ã,

for Ã = (a,a,a, lÃ(x), rÃ(x)), we have:

0Ã = (a− a,0, a− a, lÃ(x + a), rÃ(x + a)) , (12)

and for Ã = (a,a1, a2, a, lÃ(x), rÃ(x)), we have:

0Ã =
(
a−ϕ, a1 − a2

2
,
a2 − a1

2
, a−ϕ, lÃ(x +ϕ), rÃ(x +ϕ)

)
. (13)

Definition 8. [4] Let Ã and B̃ be two NCC fuzzy sets. Then,

Ã � B̃ if and only if ac
(
Ã
)
= ac

(
B̃
)
.

3 The Proposed Method

Definition 9. Let Ã =
[
ãij

]
and B̃ =

[
b̃ij

]
, 1 ⩽ j, j ⩽ n be fuzzy matrices. It is said that

Ã � B̃, if:
∀ 1 ⩽ j, j ⩽ n, ac

(
ãij

)
= ac

(
b̃ij

)
.

Definition 10. Let Ã =
[
ãij

]
, 1 ⩽ j, j ⩽ n be a fuzzy matrix. The corresponding zero

matrix is shown by OÃ and can be defined as follows:

OÃ =


0ã11 0ã12 · · · 0ã1n
0ã21 0ã22 · · · 0ã2n
...

...
...

...
0ãn1 0ãn2 · · · 0ãnn

 ,
where 0ãij , 1 ⩽ i, j ⩽ n is determined based on (12) and (13).
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Lemma 1. If Ã, B̃ and C̃ are fuzzy matrices, then:

i. Ã− Ã �OÃ,

ii. Ã+OÃ � Ã,

iii. Ã.B̃ = B̃.Ã,

iv. Ã.B̃+ Ã+ C̃ � Ã.
(
B̃+ C̃

)
.

Definition 11. The determinant of a 2 × 2 fuzzy matrix Ã =
(
ã11 ã12
ã21 ã22

)
is shown by

|Ã| and is defined by
|Ã| = (ã11.ã22)− (ã12.ã21) . (14)

Definition 12. Let Ã =
[
ãij

]
n×n

. The (i, j)-minor of Ã, which is the determinant of the
matrix of Ã formed by deleting the i-th row and j-th column of Ã, is denoted by M̃ij .

Example 1. Consider the following fuzzy matrix:

Ã =


(−4,1,2,−,−) (5,6,7,−,−)

(
1,2,4,

(
1− (x − 2)2

) 1
2 ,

(
1− 1

4 (x − 2)
2
) 1
2

)
(1,2,3,−,−) (6,6,7,−,−) (1,2,3,−,−)
(−4,1,2,−,−) (4,5,7,−,−) (−7,2,3,−,−)

 .
The (3,1)-minor of Ã is obtained as:

M̃31 =

(5,6,7,−,−)
(
1,2,4,

(
1, (x − 2)2

) 1
2 ,

(
1− 1

4 (x − 2)
2
) 1
2

)
(6,6,7,−,−) (1,2,3,−,−)

 .
Definition 13. Consider the fuzzy matrix

Ã =


ã11 ã12 · · · ã1n
ã21 ã22 · · · ã2n
...

...
...

...
ãn1 ãn2 · · · ãnn

 .
The (i, j) element of the cofactor matrix of Ã is shown by Ãij and is defined as follows:

Ãij = (−1)i+j |M̃ij |.

Example 2. Consider the matrix Ã of Example 1. Using Definitions 11 to 13 and the
TA-based arithmetic operations (2) to (6), it is obtained:

Ã13 =
(
−21
4
,4,8,−,−

)
.
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Definition 14. (Expansion method for calculating the determinant of an n × n fuzzy
matrix). Consider the fuzzy matrix

Ã =


ã11 ã12 · · · ã1n
ã21 ã22 · · · ã2n
...

...
...

...
ãn1 ãn2 · · · ãnn

 .
The determinant of the matrix can be evaluated by expanding each row or column of
the matrix. For example, by expanding on the first row, we have:

|Ã| = ã11.Ã11 + ã12.Ã12 + · · ·+ ã1n.Ã1n. (15)

Example 3. Consider the matrix Ã of Example 1. From (15), and (2) to (6), it can
be achieved that:

|Ã| =
⋃
α

[
−60
16
− 1
2

√
1−α2 +

28
16

α,
29
16
− 61
16

α +
17
32

√
1−α2

]
.

Definition 15. The fuzzy matrix Ã is called singular, if |Ã| � 0|Ã| and is called non-
singular, if ac

(
|Ã|

)
, 0.

Definition 16. The following system
ã11 ã12 · · · ã1n
ã21 ã22 · · · ã2n
...

...
...

...
ãn1 ãn2 · · · ãnn



x̃1
x̃2
...
x̃n

 =

b̃1
b̃2
...
b̃n

 , (16)

is called a fully fuzzy vector system and is denoted by ÃX̃ = B̃, where Ã =
[
ãij

]
, 1 ⩽ i,

j ⩽ n is a known n×n fuzzy matrix, B̃ =
[
b̃i
]
is a known n×1 fuzzy vector, and X̃ = [x̃i ]

is an unknown n× 1 fuzzy vector.

Properties of the fuzzy determinant

• If two rows or two columns of a fuzzy matrix Ã are equal, then |Ã| � 0|Ã|.

• In a fuzzy matrix Ã, if for ith row and jth column, j = 1,2, . . . ,n, there is ãij � 0ãij ,
then |Ã| � 0|Ã|.

• For any fuzzy square matrix Ã, we have |Ã| � |ÃT |.

• If two rows or two columns of a fuzzy matrix Ã are switched and the obtained
(or resulting) matrix is called B̃, then |B̃| � |Ã|.
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• In a fuzzy matrix Ã =
[
ãij

]
, if we have ãij � 0ãij for each i, j = 1,2, . . . ,n, then

|Ã| = [0,0].

Example 4. Consider the fuzzy matrix

Ã =
((
0,4,6,−,1− 1

4 (x − 4)
2
) (

0,4,6,−,1− 1
4 (x − 4)

2
)

(−3,−2,−1,−,−) (−3,−2,−1,−,−)

)
,

in which the first and second columns are equal. From (14), it can be found that

|A| =
⋃
α

[
−2+2α − 2

√
1−α,6− 6α

]
,

and as a result, |Ã| � 0|Ã|.

The Fuzzy Cramer method: The solution to the fuzzy system (16) obtained using
the fuzzy Cramer method is achieved as follows:

x̃j =
|Ãj |
|A|

, j = 1,2, . . . ,n, (17)

in which Ãj is determined by substituting B̃ in the jth column of Ã.

Theorem 1. If a fuzzy matrix Ã is non-singular, then the Cramer method always has
a fuzzy solution for the fuzzy system (16).

Definition 17. The following system
ã11 ã12 · · · ã1n
ã21 ã22 · · · ã2n
...

...
...

...
ãn1 ãn2 · · · ãnn



x̃1
x̃2
...
x̃n

+

b̃1
b̃2
...
b̃n

 =

c̃11 c̃12 · · · c̃1n
c̃21 c̃22 · · · c̃2n
...

...
...

...
c̃n1 c̃n2 · · · c̃nn



x̃11 x̃12 · · · x̃1n
x̃21 x̃22 · · · x̃2n
...

...
...

...
x̃n1 x̃n2 · · · x̃nn

+

d̃1
d̃2
...
d̃n

 , (18)

is called the dual fully fuzzy system and can be shown as ÃX̃+B̃ = C̃X̃+D̃ by considering
Ã =

[
ãij

]
n×n

, B̃ =
[
b̃i
]
n×1

, C̃ =
[
c̃ij

]
n×n

and D̃ =
[
d̃i

]
n×1

. It is assumed that the matrix
A−C =

[
aij

]
−
[
cij

]
is non-singular.

Now, the goal is to solve ÃX̃ + B̃ = C̃X̃ + D̃. Therefore, we have:

ÃX̃ + B̃− B̃ = C̃X̃ + D̃ − B̃.

Using Lemma 1, (i) and (ii), we have:

ÃX̃ � C̃X̃ + D̃ − B̃.

Adding −C̃X̃ to both sides of the above equation and using Lemma 1, (i) and (ii), it is
obtained:

ÃX̃ +
(
−C̃

)
X̃ � D̃ − B̃.

Moreover, using Lemma 1,(iv), we achieve:
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(
Ã− C̃

)
X̃ � D̃ − B̃. (19)

Finally, the solution for the fuzzy system (19) is obtained as follows using the fuzzy
Cramer method:

x̃j =

∣∣∣∣∣(Ã− C̃)
j

∣∣∣∣∣∣∣∣∣(Ã− C̃)∣∣∣∣ x̃j =
⋃
α

(
x̃j

)
α

(20)

in which
(
Ã− C̃

)
j
is determined by substituting the elements of D̃−B̃ in the j-th column

of Ã− C̃.

Theorem 2. If the matrix
(
Ã− C̃

)
is non-singular, the dual fully fuzzy system (20)

has a fuzzy solution.

4 Numerical Examples

Example 5. Consider the following system of linear equations.(
(−4,1,2,−,−) (4,7,8,−,−)
(2,4,6,−,−) (6,6,7,−,−)

)(
x̃
ỹ

)
=

(
(1,5,7,−,−)
(1,2,3,−,−)

)
. (21)

Using the arithmetic operations (2) to (6), the fuzzy Cramer method (17) and
determinant definition (14), we obtain:

x̃ =

∣∣∣∣∣∣
(
(1,5,7,−,−) (4,7,8,−,−)
(1,2,3,−,−) (6,6,7,−,−)

)∣∣∣∣∣∣∣∣∣∣∣∣
(
(−4,1,2,−,−) (4,7,8,−,−)
(2,4,6,−,−) (6,6,7,−,−)

)∣∣∣∣∣∣
=

(
−2142
1936

,−16
22

,− 801
1936

,−,−
)
,

ỹ =

∣∣∣∣∣∣
(
(−4,1,2,−,−) (1,5,7,−,−)
(2,4,6,−,−) (1,2,3,−,−)

)∣∣∣∣∣∣∣∣∣∣∣∣
(
(−4,1,2,−,−) (4,7,8,−,−)
(2,4,6,−,−) (6,6,7,−,−)

)∣∣∣∣∣∣
=

(1128
1936

,
18
22

,
27445
21296

,−,−
)
,

which is shown in Figure 1.

Example 6. Consider the following dual fuzzy system:
1 2 −1
3 0 5
−2 4 1



x̃1
x̃2
x̃3

+


(−2,0,1,1,−,−)(
1,2,4,6,x − 1,

(
1− 1

4 (x,−4)
2
) 1
2

)
(−2,0,2,4,−,−)

 =

2 0 −3
1 −2 0
6 1 −1



x̃1
x̃2
x̃3

+

(
1,2,7,9,

(
1− (x − 2)2

) 1
2 ,

(
1− 1

4 (x − 7)
2
) 1
2

)
(−3,−2,1,3,−,−)
(−2,0,1,1,−,−)

 .
(22)
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Figure 1: The fuzzy solution to Example 5.

Example 6. Consider the following dual fuzzy system:
1 2 −1

3 0 5

−2 4 1



x̃1

x̃2

x̃3

+


(−2, 0, 1, 1,−,−)(

1, 2, 4, 6, x− 1,
(
1− 1

4(x,−4)2
) 1

2

)
(−2, 0, 2, 4,−,−)

 =


2 0 −3

1 −2 0

6 1 −1



x̃1

x̃2

x̃3

+


(
1, 2, 7, 9,

(
1− (x− 2)2

) 1
2 ,
(
1− 1

4(x− 7)2
) 1

2

)
(−3,−2, 1, 3,−,−)

(−2, 0, 1, 1,−,−)


(21)

Using (18) and the difference (7), we obtain:


−1 2 2

2 2 5

−8 3 2



x̃1

x̃2

3̃3

 ∼=


(
5
2 , 3, 7, 8,

(
1− (6− 2x)2

) 1
2

)(
−5,−9

1 ,−
3
2 ,−

1
2 , 2x+ 10,

(
1−

(
x+ 3

2

)2) 1
2

)
(
−13

4 ,−
5
4 ,

1
4 ,

5
4 ,

x
2 + 13

8 ,
5
4 − x

)


Finally, using the fuzzy Cramer method (16), fuzzy determinant (14), and
arithmetic operations (6) to (10), the solution to the dual fuzzy system (21)
is obtained as follows:

x̃1 =

∣∣∣∣∣∣∣∣∣∣

(
5
2 , 3, 7, 8,

(
1− (6− 2x)2

) 1
2 ,
(
1− (x− 7)2

) 1
2

)
2 2(

−5,−9
2 ,−

3
2 ,−

1
2 , 2x+ 10,

(
1−

(
x+ 3

2

)2) 1
2

)
2 5(

−13
4 ,−

5
4 ,

1
4 ,

5
4 ,

x
2 + 13

8 ,
5
4 − x

)
3 2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−1 2 2

2 2 5

−8 3 2

∣∣∣∣∣∣∣∣
=
⋃
α

[
7523

4224
+

36

4224
α+

12

4224

√
1− α2,

8551

4224
− 88

4224
α+

88

4224

√
1− α2

]
,

Figure 1: The fuzzy solution to Example 5.

Using (19) and the difference (8), we obtain:


−1 2 2
2 2 5
−8 3 2



x̃1
x̃2
3̃3

 �


(
5
2 ,3,7,8,

(
1− (6− 2x)2

) 1
2

)
(
−5,−91 ,−

3
2 ,−

1
2 ,2x +10,

(
1−

(
x + 3

2

)2) 1
2
)

(
−134 ,−54 ,

1
4 ,

5
4 ,

x
2 +

13
8 , 54 − x

)


.

Finally, using the fuzzy Cramer method (17), fuzzy determinant (15), and arith-
metic operations (7) to (11), the solution to the dual fuzzy system (22) is obtained as
follows:

x̃1 =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(
5
2 ,3,7,8,

(
1− (6− 2x)2

) 1
2 ,

(
1− (x − 7)2

) 1
2

)
2 2(

−5,−92 ,−
3
2 ,−

1
2 ,2x +10,

(
1−

(
x + 3

2

)2) 1
2
)

2 5(
−134 ,−54 ,

1
4 ,

5
4 ,

x
2 +

13
8 , 54 − x

)
3 2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−1 2 2
2 2 5
−8 3 2

∣∣∣∣∣∣∣∣
=

⋃
α

[7523
4224

+
36

4224
α +

12
4224

√
1−α2,

8551
4224

− 88
4224

α +
88

4224

√
1−α2

]
,

x̃2 =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−1

(
5
2 ,3,7,8,

(
1− (6− 2x)2

) 1
2 ,

(
1− (x − 7)2

) 1
2

)
2

2
(
−5,−92 ,−

3
2 ,−

1
2 ,2x +10,

(
1−

(
x + 3

2

)2) 1
2
)

5

−8
(
−134 ,−54 ,

1
4 ,

5
4 ,

x
2 +

13
8 , 54 − x

)
2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−1 2 2
2 2 5
−8 3 2

∣∣∣∣∣∣∣∣



A Cramer Method for Solving Fully Fuzzy Linear .../ COAM, 7 (2), Summer-Autumn 2022126

=
⋃
α

[
−8069
8448

+
35

2112
α − 11

132

√
1−α2,−4595

8448
− 21
2112

α +
61

1056

√
1−α2

]
,

x̃3 =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−1 2

(
5
2 ,3,7,8,

(
1− (6− 2x)2

) 1
2 ,

(
1− (x − 7)2

) 1
2

)
2 2

(
−5,−92 ,−

3
2 ,−

1
2 ,2x +10,

(
1−

(
x + 3

2

)2) 1
2
)

−8 3
(
−134 ,−54 ,

1
4 ,

5
4 ,

x
2 +

13
8 , 54 − x

)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−1 2 2
2 2 5
−8 3 2

∣∣∣∣∣∣∣∣
=

⋃
α

[
−14367
4224

+
35

4224
α − 64

4224

√
1−α2,−13936

4224
− 20
4224

α +
70

4224

√
1−α2

]
,

which is shown in Figure 2.

Example 7. Consider the following fuzzy system:

(−1,1,3,−,−)
(
1,2,4,

(
1− (x − 2)2

) 1
2 ,

(
1− 1

4 (x − 2)
2
) 1
2

)
(1,3,6,−,−)

(−2,−2,2,−,−)
(
3,4,5,

(
1− (x − 4)2

) 1
2 ,5− x

) (
4,7,9, 13 (x − 4),

(
1− 1

4 (x − 7)
2
) 1
2

)
(2,3,5,−,−) (2,6,8,−,−)

(
8,9,10,x − 8,

(
1− (x − 9)2

) 1
2

)


x̃1x̃2
x̃3



=


(2,4,7,−,−)(

1,2,6,
(
1− (x − 2)2

) 1
2 ,

(
1− 1

16 (x − 2)
2
) 1
2

)
(3,6,8,−,−)

 .
(23)

Assuming:

Ã =


(−1,1,3,−,−)

(
1,2,4,

(
1− (x − 2)2

) 1
2 ,

(
1− 1

4 (x − 2)
2
) 1
2

)
(1,3,6,−,−)

(−2,−2,2,−,−)
(
3,4,5,

(
1− (x − 4)2

) 1
2 ,5− x

) (
4,7,9, 13 (x − 4),

(
1− 1

4 (x − 7)
2
)) 1

2

(2,3,5,−,−) (2,6,8,−,−)
(
8,9,10,x − 8,

(
1, (x − 9)2

) 1
2

)


,

we have ac
(
|Ã|

)
= 0 (because

∣∣∣∣∣∣∣∣
1 2 3
−2 4 7
3 6 9

∣∣∣∣∣∣∣∣ = 0), that is, the coefficient matrix of the

system is singular, and the system (23) does not have a fuzzy solution.

Example 8. Suppose you want to calculate the approximate prices of pistachios and
almonds in 1390, while you know that one of your colleagues bought about 1 kg (1̃ =
(0,1,2,−,−)) of pistachios and about 2 kg (2̃ = (1,2,4,−,−)) of almonds this year at
a price of about 10 tomans (1̃0 = (8,10,11,−,−)), and your other colleague bought
about 3 kg (3̃ = (2,3,5,−,−)) of pistachios and about 4 kg (4̃ = (3,4,7,−,−)) of almonds
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Figure 2: The fuzzy solution to Example 6.

Example 8. Suppose you want to calculate the approximate price of pista-
chios and almonds in 1390, while you know that one of your colleagues bought
about 1 kg (1̃ = (0, 1, 2,−,−)) of pistachios and about 2 kg (2̃ = (1, 2, 4,−,−))
of almonds that year at a price of about 10 tomans (10̃ = (8, 10, 11,−,−)),
and your other colleague bought about 3 kg (3̃ = (2, 3, 5,−,−)) of pistachios
and about 4 kg (4̃ = (3, 4, 7,−,−)) of almonds that year at a price of about
24 tomans (24̃ = (22, 24, 25,−,−)). (Shopping malls had incentive packages
for shoppers). Now, considering the approximate price of pistachios as x̃ and

Figure 2: The fuzzy solution to Example 6.

this year at a price of about 24 tomans (2̃4 = (22,24,25,−,−)). (Shopping malls had
incentive packages for shoppers.) Now, considering the approximate price of pistachios
as x̃ and the approximate price of almonds as ỹ, we form the following fuzzy system:{

1̃.x̃ + 2̃.ỹ = 1̃0,
3̃.x + 4̃.ỹ = 2̃4.

(24)

Using the fuzzy Cramer method (17), fuzzy determinant (14), and TA-based arith-
metic operations (2) to (6), the solution to the fuzzy system (24) is obtained:

x̃ =

∣∣∣∣∣ (8,10,11,−,−) (1,2,4,−,−)
(22,24,25,−,−) (3,4,7,−,−)

∣∣∣∣∣∣∣∣∣∣(0,1,2,−,−) (1,2,4,−,−)
(2,3,5,−,−) (3,4,7,−,−)

∣∣∣∣∣ =
(
−37
8
,4,

75
8
,−,−

)
,
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ỹ =

∣∣∣∣∣(0,1,2,−,−) (8,10,11,−,−)
(2,3,5,−,−) (22,24,25,−,−)

∣∣∣∣∣∣∣∣∣∣(0,1,2,−,−) (1,2,4,−,−)
(2,3,5,−,−) (3,4,7,−,−)

∣∣∣∣∣ =
(
−3,3, 15

2
,−,−

)
.

That is, the price of pistachios was about 4 tomans (4̃ =
(
−378 ,4, 758 ,−,−

)
), and the price

of almonds was about 3 tomans (3̃ =
(
−3,3, 152 ,−,−

)
).

5 Conclusion

An analytical method for solving a system of fuzzy linear equations is the Cramer
method. We can find some limitations in the methods used in the literature. The
methods based on arithmetic operations using the extension principle and α-cuts have
problems in subtraction and division operations, as well as problems in attaining mem-
bership functions for the operators and also the dependence effect in the fuzzy arith-
metic operations. Therefore, in this paper, using TA-based fuzzy arithmetic, which is
more realistic than other arithmetic operations, we solved a fuzzy system by a Cramer
method, which does not have the limitations of the other methods presented by e.g.,
Allahviranloo et al. or Radhakrishnan et al. In other words, the proposed method was
used for all fuzzy systems such as the fully fuzzy and the dual fuzzy systems with all
numbers such as quasi-triangular and quasi-trapezoidal numbers as inputs and calcu-
lates all the solutions of the fuzzy systems, including non-negative and non-positive
solutions. Finally, using the proposed method and assuming that the 1-cut coefficient
matrix of the fuzzy system is non-singular, the fuzzy system always contains a fuzzy
solution.
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