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Abstract
The space layout is very essential in building design development and can significantly influence the energy performance of 
the built environment. Space layout design, which occurs during the early stages of scheme conception and design develop-
ment, is one of the most important tasks in architectural design. This systematic literature review focused on the investigation 
of space layout and perimeter design variables on the energy performance of the buildings and the study of major energy 
performance indicators, such as lighting, ventilation, heating, and cooling load considering climatic factors. The Scopus 
database was used for a thorough investigation of the publications using space layout relevant keywords to study building 
energy performance. About 55 primary articles were assessed based on the impact of different variables concerned with 
space layout design mainly building perimeter variables on the energy performance of the building. From the review, we 
can conclude that by enhancing the perimeter design variables and spatial configuration substantial amount of energy can be 
saved. The orientation of the building, climate occupancy, and building form have a major role in the energy consumption 
investigation. According to the study, hospitals consumes more energy due to specific functional requirement than other 
buildings, and studies on the spatial configuration of the hospital is comparatively less where further studies can consider 
this issue along with the combination of multiple performance indicators. Well-configured space layout design may prevent 
unreasonable energy consumption and enhance the overall sustainability of the building and contribute to climate change 
mitigation.
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Abbreviations
ASHRAE  American Society of Heating, Refrigerating 

and Air-Conditioning Engineers
CO2  Carbon dioxide
DHW  Domestic hot water
ECBC  Energy conservation building code
EPB  Energy performance of the building
EPI  Energy performance indicator
HVAC  Heating ventilation and air conditioning
kWh/m2  Kilo watt-hour/square meter
SLR  Systematic literature review
WWR   Window to wall ratio

Introduction

Globally buildings consume 30–40% of total energy and 
emit 30% of  CO2 [1, 2]. Worldwide energy consumption 
increased by approximately 2–3%, twice the average rate 
of growth since 2010, owing to a strong global economy as 
well as increased cooling and heating energy requirements 
[3]. The building sector is responsible for about 55% of the 
global electricity use [4]. The buildings like schools, res-
taurants, hotels, hospitals, museums, and others with a wide 
variability of uses and energy requirements, i.e., lighting, 
heating, ventilation, air-conditioning (HVAC), domestic hot 
water (DHW), refrigeration, food preparation, etc. Economic 
and population growth raises the demand for services in the 
field of healthcare, education, culture, hospitality, etc. along 
with its energy consumption [5]. Buildings have a lot of 
potential for energy efficiency, but there are some special 
regulations and acts that must be followed to achieve this. 
To achieve energy efficiency, appropriate design solutions 
should be established related to the causes that influence 
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the energy performance of the building (EPB). Climate, 
architectural form, construction materials, and enclosure 
are some of the elements that need to be considered, as 
well as overall equipment efficacy, building occupancy, and 
occupant behavior patterns. Modern energy efficiency tech-
nologies are largely focused on improving building envelope 
performance, efficient lighting systems, water conservation, 
renewable resource adaptation, intelligent control systems, 
HVAC, and so on. A combination of excellent architectural 
and energy system design, as well as efficient operations 
and maintenance post occupancy, determines the amount of 
energy utilized. Many countries have implemented energy-
saving policies and standards, and energy conservation in 
architectural design is a significant factor [6]. According to 
the 2015 report by US Department of Energy, it is indeed 
important to remember that different climates will almost 
certainly require different designs and equipment and that 
the performance and value of any component technology 
are dependent on the system for which it is used. The rate 
of energy needs and the physical comfort of the users are all 
commonly linked. The building and its design, in combina-
tion with the surrounding environment, have a substantial 
effect on the energy system adopted and its related efficiency.

Influence of architectural space layout 
on the energy performance of the building

Architecture involves the design, construction, and concep-
tion of built space. Architects design and develop structures 
that are complex systems with a variety of architectural ele-
ments. From the user’s perspective, many factors of environ-
mental ability, legibility, and imageability, such as structured 
space and building typology, as well as the intimate interac-
tion between inside and outside space, are required to inter-
pret building layouts. The building design is a complicated 
process in which crucial decisions about the building’s vari-
ous systems are made at an early stage [7]. Any building’s 
usage with a combination of architectural design, includ-
ing geometry and materials, can have a significant impact 
on its environmental behavior [8]. Due to shifting interior 
and external walls, the layout boundary can also be one of 
the design variables of the space layout design with a non-
fixed boundary. Changing space layout variables proved a 
reduction in the annual final energy consumption [9]. It has 
also been demonstrated that most of the existing unneeded 
space in buildings results from oversized public access and 
waiting rooms, as well as incorrect hallway design, unnec-
essary passages, oversized spaces, and increased service 
areas such as washrooms, offices, service areas, and others. 
Unacceptable height, place, and shape values for a building 
can lead to ineffective space use, resulting in wastage of 
space and added energy and material consumption [10]. The 

energy-efficient spatial configurations include effective volu-
metric variation in spaces along with strategic positioning of 
windows, and the use of elements such as window shades, 
and shaded courtyards to reduce direct solar radiation as well 
as reduce mechanical energy consumption. Well-thought-out 
layout design may avoid unnecessary energy consumption to 
enhance the overall sustainability of the building and con-
tribute to climate change mitigation [11]. Gracia et al. [12] 
concluded appropriate infrastructure planning turns out to 
be a key element in meeting energy efficiency requirements 
where they investigated that an optimal building layout or 
efficient building design reduces energy consumption due 
to heating and air conditioning systems. Zhang et al. [13] 
tested by modifying many passive design characteristics of 
the buildings to maximize the daylight, energy, and ther-
mal performance of three classic types of classrooms in the 
north of China. There are a less number of research con-
ducted that focuses on space planning and the ways space 
layout influences energy performance. Musau et al. [14, 15] 
found the possible influences of typical mixed, closed, and 
open layouts and their space utilization on the energy per-
formance of the laboratories and office buildings. The study 
was conducted at all occupancy levels to conclude the best 
combination of different layout configurations that helps to 
achieve a reduction in the floor area as well as its energy 
consumption. Bano et al. [16] investigated the placement of 
service rooms with minimal openings as thermal buffering 
on the west side and decreasing the surface-area-to-volume 
ratio as a design strategy to regulate the heat gain and, as a 
result, reduce the cooling load in six office buildings located 
in India's composite climate. They also determined that 
locating the service core all along the exterior provides for 
natural ventilation and sunlight. Du et al. [17] experimented 
with the effect of spatial layout on energy performance by 
creating 11 office layout variants and evaluating them for 
three different climatic zones to determine the day illumi-
nation effect through the design and execution of shading 
devices. The study used dynamic simulation and suggested 
future investigation of the influence of neighboring struc-
tures on natural ventilation systems related to air pressure, 
air velocity, and air direction. Effective space arrangement 
designs also resulted in a 65% reduction in lighting and a 
10% reduction in heating and cooling demand. Shahzad et al. 
[18] analyzed energy use by comparing standard cellular 
plans to open office plans and discovered that the cellular 
plans had higher energy consumption. Gärtner et al. [19] 
by using three distinct HVAC systems with four different 
control zoning schemes, investigated the influence of a flex-
ible workspace layout design on thermal comfort and energy 
demand in a contemporary open-plan office space using 
dynamic thermal simulation. Zhang et al. [20] investigated 
the different spatial configurations such as a single-sided 
covered corridor type, a single-sided open corridor type, 
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and a double-sided corridor type school. The study found 
that the double-sided enclosed corridor type was the best 
option due to its high energy performance and that the one-
side covered corridor type concluding was the least suitable 
due to its relatively decreased visual comfort quality for the 
cold climate. Short et al. [21] recommended a feasible over-
all design approach as well as more detailed configurations 
for specific space types to empower clients and architects 
to execute low-energy ventilation and cooling strategies. 
Aldawoud [22] studied that atrium shape is a significant 
component to consider from a design and energy efficiency 
standpoint, primarily affecting the building’s heating and 
cooling loads. The overall space layout is always associ-
ated with space characteristics such as measurements, space 
form, internal partitions and openings, function allocation, 
boundary characteristics such as building form and orienta-
tion, enclosure design space properties such as functional 
requirements such as heating, cooling, ventilation, and light-
ing, and these are all integrated based on EPB. It is nec-
essary to use integrated design approaches that go beyond 
functional requirements to enhance the passive potential of 
different areas for a variety of environmental requirements 
across varied activities [14]. We can observe the multiple 
variables related to the space layout effect from the research 
of Delgarm et al. [23] where they evaluated with the help 
of simulation-based multi-objective optimization, the influ-
ences of specific architectural elements of a standard room 
on the energy consumption of buildings in four different 
climatic regions in Iran and it was discovered that using 
optimized spatial configuration for each climatic condition 
can save a significant amount of energy. The study looked 
at the impact of various building spatial design aspects such 
as building orientation, details of overhang, shading, win-
dow size, glazing, and wall material qualities on building 
energy usage in four different Iranian climates. Lavy et al. 
[24] found an incremental examination of simplified core 
building forms, daylighting controls, and 9 layout variants 
based on the shape (length and breadth ratio), the number 
of floors, window to wall ratio (WWR) of 40% along with 
external overhangs and their impact on the building exterior, 
as well as building orientation using simulation method of 
US military hospitals.

The research on the influence of architectural space layout 
on EPB is very less compared to the research on energy-
efficient design considering various approaches with related 
variables or parameters of architectural space layout like 
geometry/form, envelope, façade, windows, and shading 
devices. Along with these variables, geographic locations 
and climate for different building typologies also investi-
gated energy performance through various methodologies 
and for different occupancy rates. From past analysis, much 
research has been conducted exclusively on other design 
objectives like safety, wayfinding, logistics, connectivity, 

functional performance, etc. than energy performance. 
Because of the solar gain and solar exposure of the areas, 
the spatial arrangement determines the thermal and day-
lighting properties of a building. As a result, tools aimed at 
early design should consider the spatial configuration of the 
building as a component of energy-related aspects [7]. The 
novelty of this systematic literature review (SLR) highlights 
the influence of building design variables on the energy per-
formance of various building typologies. The various energy 
indicators of buildings mainly cooling, and heating load, 
lighting, and ventilation are comprehensively investigated.

The main objective of this SLR is to identify the most 
significant space layout-related variables on the EPB along 
with effective methodology as well as gap identification in 
this field to direct further research. Because an SLR is a 
synthesis of previous research to answer specific questions, 
it aids researchers in synthesizing a large amount of evi-
dence by explaining differences between studies and pro-
viding direction for future research or directing researchers 
to use a scientific approach in their studies. The questions 
that are subjected to framework and scientific investigation 
in SLRs can pave the way for more research by looking into 
the consistency and generalizations of data in building EPB 
in connection to space layout, particularly in hospitals. It is 
indeed useful for generating hypotheses that may be empiri-
cally tested [25].

The research questions are as below

1. What are the main aspects that are considered in the 
study on the EPB in association with architectural space 
layout and building perimeter parameters?

2. What are the different space layouts and perimeter vari-
ables influencing the EPB?

3. What are the different methodologies that are used to 
investigate the energy performance in association with 
architectural space layout along with building perimeter 
aspect?

Methodology

This SLR aims to identify crucial areas where more sci-
entific research is needed, with an emphasis on the EPB. 
The concerns investigated in SLR through meticulous 
and scientific analysis may open the path for additional 
research by examining the consistency and generality of 
data in the field of EPB, particularly in hospitals. It is 
also useful for generating hypotheses that may be tested 
empirically. A literature review was undertaken to deter-
mine the impact of variables of spatial configurations on 
EPB, as well as different approaches and performance 
metrics, along with interconnection between the vari-
ous objectives. We used the terms influence of “Space 
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layout on EPB”, “Simulation-based EPB”, and “influ-
ence of space layout variable on EPB” in our search. A 
literature review was undertaken to determine the impact 
of space layout variables on EPB, as well as different 
approaches and performance metrics, as well as the inter-
connection between the various objectives. The Scopus 
database was used to find papers published during the 
period 2006–2021 and approximately 4300 records were 
retrieved in the beginning using the defined keywords and 
the number of publications kept increasing year wise as 
shown in Fig. 1.

The number of works of literature was decreased to 
579 articles after excluding grey literature, extended 
abstracts, presentations, book chapters, keynotes, non-
English language papers, and inaccessible publications. 
Only 186 articles remained for the main body reading 
from the selected abstracts. 140 of them were evaluated 
for EPB concerning space layout and its perimeter vari-
ables, and these articles were downloaded for additional 
screening. There are 128 articles considered for quality 
assessment. In the end, 55 papers met all the inclusion 
criteria considered in this SLR from selected journals that 
are having a greater number of articles in the context of 
the subject area (Fig. 2).

The review papers concentrated on typologies other 
than residential buildings in the final exclusion step in 
the interest of improving global comparisons [27]. The 
structure of the paper includes the beginning introduc-
tion, where the description of the space layout and EPBs 
are elaborated. The next four parts of the paper discussed 
determining factors for space layout on the EPB, space 
layout and its related variables on EPB, performance 
indicators, methodologies involved in the investigation 
of space layout variables, and sample design details dur-
ing the investigation of the EPB. Then, the entire study 
analysis and conclusion with potential areas for future 
investigation are formulated in this review paper.

Inclusion criteria for articles

Articles on investigating the EPB of buildings of various 
typologies in connection to various space layout variables 
and energy performance indicators, as well as the various 
approaches used in the research, were included. For this 
systematic literature evaluation, only research publications 
with an impact factor of greater than 2.0 from the Scopus 
database were chosen. Impact factor calculation of journal 
as shown in the equation below.

IS = On average, the articles of the Journal. x = Year of cal-
culation, y = Previous year.

Exclusion criteria for articles

The articles concentrating exclusively on thermal comfort, 
construction related, the impact of environmental factors, 
and Net-zero building theory, and older than 2006 articles 
are excluded in this review article. The conference papers, 
book chapters, thesis reports along with review articles are 
excluded. The articles from the journal had an impact factor 
of less than 2.0 and articles from other than Scopus data-
bases are not considered for this paper.

Quality assessment

The selection of reliable and quality papers related to the 
identification of topics is a very big challenge in the SLR. 
Even though there is no standard methodology or process to 
select high-quality papers, journals with clear context and 
methodologies and value addition to the body of knowledge 
on the energy performance of buildings are considered for 
the review along with an impact factor of more than 2.0 
(Fig. 3).

ISx =
Citations − x + Citations − y
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Fig. 1  Publication trend from 2006 to 2021 on EPB based on search criteria. Source: Scopus database
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Data extraction

• Determining factors for space layout influencing EPB.
• Space layout and perimeter-related variables on energy 

performance.
• EPB indicators like total building energy performance, 

natural ventilation, heating, and cooling load, etc.
• Methodologies on an investigation of energy perfor-

mance along with simulation software.

The typical format for reviewing each article included the 
following parts: Authors, year of publication, journal with 
impact factor, geographic location, and climate zone of the 
study, building typology, keywords, focus area, methodol-
ogy, variables, software used, performance indicator, sample 
design, a summary of the study as mentioned in Tables 1 
and 2.

General characteristics of reviewed 
literatures

A. The keywords, “space layout”, “Energy”,” Buildings”,” 
Simulation”, and” Efficiency” are repeated in most of 
the reviewed papers. Thermal comfort, optimization, 
office, cooling, ventilation, and daylight also occurred 
repeatedly by many authors along with performance, 
consumption, etc.

B. Building typology- The search result shows many 
researchers focused on office buildings that had very 
basic functional parameters, and researchers discovered 
an ideal model to experiment and analyze the impact of 
space layout configurations and space boundary parame-
ters and then the emphasis on hospital buildings (Fig. 4).

C. From the identified review papers, we can analyze that 
a major part of publications from Europe followed by 
Asia. The major Number of publications country-wise 
are from China.

Determining factors for space layout 
to influence the energy performance 
of the building

Before moving on to the full review, it’s critical to under-
stand how the space layout parameters of the building can 
influence the EPB. There are several determining factors to 
decide the influence of space layout variables on the perfor-
mance of energy. Orientation of the building and windows, 
layout configurations, shading details, window-to-wall ratio, 
glazing details along with climate and occupancy are the 

more prominent variables from the reviewed works of lit-
erature which significantly affect the total energy demand 
including heating, cooling, lighting, and ventilation along 
with thermal comfort and visual comfort.

Occupancy

Many studies ignored the effects of user activity on EPB by 
employing constant or inevitable occupancy inputs, which 
frequently result in differences between simulated and 
actual building performance, as well as the simulated set-
ting becomes less realistic to real-world conditions. Because 
inhabitants, not buildings, are the principal users of energy, 
correct integration of technology and human elements may 
influence the design and functioning of low-energy struc-
tures [73]. Space layout, usage patterns, and system control 
approach defined during the design stage will differ once 
the buildings start functioning and result in energy ineffec-
tiveness [15]. Space layouts also influence occupant behav-
ior, such as whether they attend an activity or change the 
environment where the activity takes place. Varied occu-
pancy levels have variable internal gains as well as different 
comfort requirements, such as the overall quantity of ven-
tilation. Furthermore, diverse functions have varying levels 
of comfort requirements. Different comfort requirements 
among functions have an impact on overall energy usage 
[7]. The annual energy utilization of the building are all can 
be predicted by occupancy. Interior space design and control 
for diverse occupancy patterns must be carefully studied, as 
their effects on energy consumption may have a consider-
able impact on the use of office ventilation in a building. 
Buildings often have multiple zones, including heat transfer 
and balancing between them. Loads in one zone may esca-
late due to the varying thermal conditions of neighboring 
zones induced by occupant diversity [50]. These buildings 
may house a variety of activities with different operating 
hours, functional requirements, and occupancy patterns, 
all of which might affect their efficiency [73]. García Sanz-
Calcedo et al. [35] predicted the direct proportionate cor-
relation between the number of users in a Medical Clinic, 
its floor space, and the yearly energy usage of the building. 
Musau et al. [15] proposed an integrated planning strat-
egy that goes beyond functional requirements to maximize 
the passive potential of varied spaces and activities for a 
variety of environmental needs. The strategy also showed 
users, systems organization, and activities are the determi-
nant factors of energy performance by demonstrating the 
wide differences in per capita loads with space utilization 
intensity across activity spaces as well as layout options. 
Rajagopalan and Elkadi [44] studied the energy perfor-
mance of three medium-sized hospitals in Victoria, Australia 
that is only operational during the day to find variances in 
energy use between different functional sections within the 
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at
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 fl
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r o
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 b
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° f
or

 b
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ra
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at
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 c
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ra
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at
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 c

lo
se

d,
 a

nd
 

m
ix

ed
 la

yo
ut

s, 
or

ie
nt

at
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 p
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s o
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 m
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l d
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ra
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 c
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l o
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at
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l p
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at
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 c
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 c
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f o
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-
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g 

pa
ra

m
et

er
s, 

or
ie

nt
at

io
n,

 w
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 p
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m
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w
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 c
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 c
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f o
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at
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 p
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 d
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 c
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p-
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. D
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 p
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 p
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 c
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 p
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at
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at
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l c
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 c
ou

rty
ar

d 
str

uc
tu

re
 p

er
fo

rm
s 

be
tte

r i
n 

te
rm

s o
f 

en
er

gy
 e

ffi
ci

en
cy

 
th

an
 th
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in

g 
en

er
gy

 si
m

-
ul

at
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 p
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 c
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 c
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t o
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 b
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 c
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 re
du

ce
d 

by
 

lo
w

er
in

g 
th
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e 

fa
ça

de
 tr

ea
tm

en
t 

w
ith

ou
t s

ol
ar

 
sh

ad
in

g,
 w

ith
 fi

xe
d 

an
d 

dy
na

m
ic

 so
la

r 
sh

ad
in
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studied hospitals in comparison to available benchmarks. 
Paula Morgenstern et al. [54] concluded that as per defined 
benchmarks, various departments of hospitals consume dif-
ferent amounts of electrical energy, with inpatient wards, 
day care clinics along with other departments having lower 
average usage intensities than high electricity usage areas of 
hospitals such as operating rooms, laboratories, and imaging 
and radiotherapy departments. Yang et al. [30] introduced 
a framework for quantifying the energy implications of 
building-level occupancy diversity, using building informa-
tion modeling to stipulate building shapes, HVAC system 
configurations, and spatial data as inputs for computing.

Daylighting

Daylighting is a passive approach for improving energy per-
formance and visual comfort without incurring high instal-
lation and operating costs [74]. Daylighting is seen as a key 
component of space identity and space quality [75]. Also, an 
efficient sustainable strategy to improve the EPB [76]. Light-
ing constitutes a significant portion of building energy con-
sumption [77]. Insufficient natural daylight in the space and 
reliance on artificial lighting systems during the daytime waste 
more energy [63]. Building shape or geometry, along with 
primary design factors such as window design, shading design, 
roof design, façade design, building shape design, and so on, is 
one of the most impactful design decisions on daylighting to be 
considered in the early design stage [68]. An atrium, windows, 
and openings are potentially a major source of daylight for 
buildings and offer other environmental benefits in terms of 
solar gain, reduced energy losses, and natural ventilation [63]. 
According to Du et al. [17], the effect of daylighting can be 
explained by the different layouts including courtyards, atrium, 
the form of the buildings that impart different levels, and an 
appropriate space layout combined with the glazing design/
orientation, window design and the positioning of interior par-
titions. Optimizing space layout design may greatly reduce 
energy demand, particularly lighting requirements. Further-
more, the impact of space layouts on EPB varies depending 

on the environment. The maximum daylight is set around the 
windows on the edge of the space, while it becomes minimal 
as we move deeper into the interior and far from the windows. 
As a result, approaches to enhance the depths of space with the 
use of daylight are required [63]. The width-to-depth ratio is a 
vital room geometry factor that affects the interface of isother-
mal interior walls and outer walls, but also the dispersion of 
sunshine throughout the interior space of a room. The extent of 
the perimeter wall of the room determines the surface exposed 
to heat transmission through the façade and the amount of 
daylight. The depth of a room defines the amount of daylight 
penetration inside the building. Due to the large area of its 
exterior wall, a wide and shallow space with proper sunlight 
and light dispersion has a lot of heat reception and dissipation. 
A narrower and deeper chamber receives less sunlight, but 
it also receives less heat due to the small area of its exterior 
wall [42]. Norbert Harmathy et al. [53] studied to enhance the 
indoor illumination quality, an improved building envelope 
model emphasizing the perimeter of the building was created 
utilizing a multi-criterion optimization process and identi-
fied the most efficient window-to-wall ratio (WWR), window 
geometry, and glazing parameters. The design and control of 
a shade system are heavily influenced by climatic conditions 
and daylight availability. The shading device’s location, char-
acteristics, and control have a big impact on the natural light-
ing and thermal performances of peripheral office areas. The 
shading features and control have a direct impact on lighting 
electricity usage [29]. Omar et al. [63] investigated the circum-
stances of interior daylight and the energy performance of the 
library at Beirut Arab University using various architectural 
factors such as space depth, window size, exterior angle of 
obstruction as well as glazing visible transmittance. Also pro-
posed the daylighting designs based on hollow prismatic light 
guides in space design. Pilechiha et al. [70] present a method 
for assessing the effectiveness of view in office spaces while 
keeping energy efficiency and daylighting in mind, allowing 
for a window design optimization framework. Zhang et al. 
[13] investigated different spatial configurations to enhance 
daylight illuminance and reduce visual discomfort through an 

Fig. 4  Building typologies 
investigated in reviewed articles  
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optimization process for a school building in China to prove 
that double-sided corridors are best compared to single-sided 
corridors for the study area located in the cold region.

Natural ventilation

By integrating openings with an appropriate space arrange-
ment, fresh air is provided to the rooms as needed. A func-
tion that needs more ventilation, such as a facility room, 
can be located near the windward external wall, whereas a 
function that demands less ventilation, such as a storage or 
equipment room, can be located near the leeward external 
wall. Slight changes in cloud cover, wind speed, and direc-
tion would have an impact on the availability of daylight and 
natural ventilation, which appear to be the most important 
aspects influenced by internal space arrangement [14, 15]. 
The following factors influence natural ventilation efficiency: 
climates, window opening schedule, building material, built 
area, and the number of building occupants in a building 
plan. Optimized window designs help to improve energy 
efficiency and thermal comfort in naturally ventilated struc-
tures [78]. According to Du et al. [7] changing the placement 
and size of buffer spaces, such as a courtyard, solar chimney, 
atrium, and light-well, has a significant impact on natural 
ventilation within buildings. The building with better space 
connection and integration has a higher natural ventilation 
velocity. The potential for natural ventilation is extreme in 
hot-dry and warm humid climates during all periods of the 
year [60]. Schulze and Eicker [39] determined that there is 
a need for regulating opening methods to avoid overcooling 
of rooms as well as provide sufficient fresh air during the 
heating season. Regulated natural ventilation was compared 
to mechanical ventilation and cooling for the assessment 
of cooling energy conservation. According to the simula-
tion results, properly created natural ventilation systems 
save between 13 and 44 kWh/m2 of cooling net energy per 
year for the 3 places Stuttgart, Turin, and Istanbul. Short 
et al. [21] created, cataloged, and aggregated environmental 
design propositions for clinical as well as non-clinical space 
types into a typical plan module, their energy performance 
along with the ventilation modeled to conclude that 70% 
of the gross floor area of small to medium-sized healthcare 
buildings could have passive ventilation and hybrid ventila-
tion approach might serve an additional 10% of net floor 
area.

Control of the heating, cooling, ventilation, 
and lighting system

Different space layouts are suitable for different types of 
control for space heating, space cooling, ventilation, and 
lighting systems [7]. HVAC systems are required under 
various climatic circumstances to create a suitable indoor 

thermal environment for occupants, equipment, and devices 
[79, 80]. Room geometry, window type, and positioning 
may significantly affect the air-flow rate and the cooling 
effect [81]. Previous research has shown that proper shade 
design and control, combined with simultaneous control of 
electric lighting and HVAC mechanisms, can substantially 
decrease peak cooling capacity and energy usage for light-
ing and cooling whilst still maintaining good thermal and 
illuminance for interior conditions [29]. The size, number 
of rooms /floors, building type, and intended usage of the 
facility all influence the type of HVAC system employed in 
a structure [46]. Buildings consume energy for hot water, 
cooling, heating, lighting, services, and equipment, and a 
significant portion of this consumption can be minimized by 
using passive design principles [33]. According to statistical 
regression research by Shilei Lu et al. [55], the proportion 
of the air condition area that accounts for the ground floor 
area is significantly associated with the standardized energy 
utilization intensity of the HVAC system.

Influencing variables related to space layout 
on the energy performance of the building

We can see from a prior study that it is very difficult to iso-
late the influence of space layout on EPB without consider-
ing the geographic location, climate, space occupancy data, 
and functional/environmental requirements [7]. Most of the 
studies merged other design aspects with the layout of the 
room (Fig. 5). Other design variables that influence EPB 
are discovered through their interactions with space layouts, 
allowing the impact of space layouts to be examined. Aspect 
ratio, direction, usage, climate, material, and other architec-
tural factors, for example, have varying influences on energy 
performance [78].

Geographic location and climate

The amount of solar radiation and mean outdoor tempera-
ture that a building is exposed to influence the climate. The 
climate also influences the quantity of energy required for 
heating and cooling, as well as the amount of energy used 
for lighting [82]. The unique characteristics of the natural 
environment, such as the amount of sun, wind, and local 
vegetation can have a significant impact on building design 
and energy efficiency. Energy fluctuation due to space plan-
ning and usage considerations is site-specific, hence its 
importance varies depending on the building environment. 
This means that, in addition to standard building design cri-
teria, space planning solutions along with perimeter details 
are targeted at enhancing energy performance by respond-
ing to their contexts [14]. One of the key aspects of spatial 
layout design concepts to reduce building energy use is the 
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correlation of a local climate with both the shape and ther-
mal efficiency of the building [48]. The environment has a 
significant impact on the selection of appropriate building 
technology, such as cooling systems and high-efficiency 
appliances. Also where natural ventilation is used, thermal 
comfort should be accomplished with low building energy 
usage [82]. For different kinds of buildings in different 
regions, there is a clear disparity in power consumption per 
unit at the proposed site because temperature conditions in 
different places fluctuate greatly [57]. Bawaneh et al. [64] 
found that the geographic context has a significant impact 
on heating energy, with varied energy usage in hospitals in 
different parts of the United States. Hospitals in the United 
States have an average annual energy concentration of 738.5 
kWh/m2, which is greater than similar reported statistics in 
European countries. In California, the energy consumption 
of healthcare complexes along with universities, schools, 
and accommodations through the study of monthly electric 
and natural gas usage invoices, as well as the total cost of 
energy usage data, were collected to examine the energy 
intensity. Guo et al. [65] proposed different design criteria 
that match the climate adaptation concept to attain unity in 
energy usage and indoor thermal comfort level. González 
et al. [62] concluded that the kind of management, the avail-
able bed number, the Gross Domestic Product (GDP), or 
the climatic circumstances, had a more direct impact on 
annual energy consumption than the geographic location. 
Several studies have also revealed that selecting an adequate 
WWR value is especially important in hot climates because 
a WWR value outside of the optimal range results in the 
biggest rise in energy consumption [52].

Form and orientation

The shape of a building has an impact on its energy use. 
Low-energy architecture necessitates careful articulation of 
a building's shape and forms to reduce energy use. Tradition-
ally as a thumb rule, in passive solar building design, the 
form and orientation are important factors for overall energy 

efficiency in a building [83]. For most geometric factors, the 
subtropical climate has the largest difference between the 
ideal and worst solution, whereas the tropical climate has 
the least difference. Building orientation, shape, plan depth, 
and window-to-wall ratio have the greatest impact on EPB. 
The influence of plan shape on building energy consumption 
is largest in sub-tropical climates and lowest in temperate 
climates and tropical climates [84]. The ecological impact 
of courtyard buildings is directly influenced by their orienta-
tion. A courtyard's spatial structure can help regulate solar 
heat. Furthermore, a courtyard's natural ventilation system 
regulates convective heat transfer [85]. The ellipse was dis-
covered to be the optimal plan form in all climates. It is the 
most efficient form in temperate and subtropical climates 
and the second most efficient shape in tropical temperatures 
after the octagon. Furthermore, the “Y” form is the least 
efficient in all climates [30]. In typical architectural prac-
tices, geometry factors are specified by a building's form, 
type, structural, and HVAC systems [42]. Building and 
fenestration geometry characteristics, when combined with 
other fenestration elements such as shading, room geom-
etry, energy-efficient glazing, and adaptable building sys-
tems, will dramatically cut overall energy consumption to 
improve building energy performance. Aksoy [28] The influ-
ence of building form and orientation on heating demand 
has been thoroughly researched, and the results show that 
structures with a square shape have more advantages, and 
the ideal orientation angles for buildings with shape factors 
of 2/1 and 1/2, respectively, are 0° and 80°. When different 
geometries are employed, there will surely be differences in 
the form coefficient and energy utilization. Susorova et al. 
[42] observed through energy simulations using Energy 
Plus, that the impact of geometry parameters comprising 
room width to depth ratio, window orientation, and WWR 
on BEP in a commercial office structure in various tem-
perature zones. The study found that geometrical consid-
erations had a considerable impact on energy usage in hot 
and cold climate zones, but only a little impact in moderate 
climates in the United States. Pilechiha et al. [70] presented 

Fig. 5  The major variables 
considered for the investigation 
of EPB in reviewed articles
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a novel multi-objective method to change the room shape 
to meet the lighting and view criteria specified according to 
the optimization model and building performance standards. 
By using virtual reference buildings. Zheng Yang et al. [50] 
proposed a framework that was consistent across different 
building geometries, different building layouts, and different 
diversities, and discovered that the increased complexity of 
building geometries, the greater the influence of diversity 
on HVAC system energy efficiency. Building orientation is 
a significant design consideration, mainly regarding solar 
radiation and wind. In predominantly cold regions, build-
ings should be oriented to maximize solar gain whereas in 
hot climates the orientation should encourage to reduce the 
heat gain inside the building.

Building envelope

Building envelopes, which distinguish the indoor and exte-
rior environments, and especially building façades play an 
important role in energy conservation in buildings. The ther-
mal barrier that separates the internal and exterior environ-
ments is largely made up of façades [86].The external and 
interior walls, windows, and roofs of a structure, as well 
as its function and location, are referred to as “building 
envelope” [87]. Building envelopes have been utilized for 
a variety of purposes over time. Control of physical envi-
ronment variables (temperature, light, noise, rain, moisture, 
air infiltration, etc.), structural support for the structure, 
fire safety, security, energy conservation, and aesthetics are 
among these roles [88]. The design of building envelope 
parameters has a significant influence on building energy-
saving design and hospital spatial layout [89]. The building 
envelope is critical in reducing heat gains and controlling the 
amount of energy required for space cooling. Several studies 
have been undertaken to assess and make recommendations 
on the impact of various building envelope factors on energy 
performance. Window details, insulation properties of the 
wall and roof, color, the finish of exterior surfaces, and shad-
ing details of surfaces and windows are the main building 
envelope features that influence cooling demand and ther-
mal comfort along with lighting and ventilation in hospitals. 
The type of fenestration employed in a structure has a big 
impact on energy efficiency and occupant comfort in health-
care buildings and influences determining overall energy and 
cooling usage in the building [7]. Several studies investi-
gated the design of an energy-efficient façade while consid-
ering the environment, building type, and physical properties 
of glass and framing material such as visible transmissions, 
solar heat gain coefficients, and thermal conductivity. In con-
ventional architectural methods, geometry factors are often 
established by a building's form, type, structural, and HVAC 
systems. Because the form, orientation, and enclosure of a 
building can influence its energy consumption, it is critical 

to make objective energy-saving and daylighting decisions 
when determining its form, orientation, and enclosure [42]. 
Ascione et al. [38] by examining medium-sized healthcare 
amenities in Mediterranean climates, suggested that refur-
bishing the building envelope improved indoor thermal con-
ditions in all relevant HVAC systems. Because the maximum 
external insulation enhances the shell's thermal capacity, the 
improved envelope would undoubtedly result in better inter-
nal conditions in terms of a more stable microclimate. Hanan 
M. Taleb [49] did a detailed examination of annual EPB for 
the case study and used a computer simulation to explore 
EPB shortfalls that define as a 'base case,' and then com-
pared to modified building envelops that included unshaded, 
exterior wall retrofitting, cool roof, new glazing, and green 
roofs. Hatice Sozer [33] demonstrated that proper thermal 
insulation, glazing type, and shading components can help 
to limit heat transfer through the building envelope. This 
research reveals that precise building envelope design can 
considerably aid in achieving heating and cooling targets and 
improving the building's energy performance. Reduced cool-
ing thermal energy consumption improved thermal comfort, 
and appropriate daylighting should all be goals of an effi-
cient hospital building envelope design [90]. The building 
envelope determines the energy exchange between the out-
door environment and indoor spaces and hence governs the 
overall EPB [33]. William et al. [66] using building simula-
tions, looked at the impact of building envelopes on HVAC 
and overall energy usage in commercial buildings of Egypt. 
Ma et al. [57] stated that the air conditioning system, light-
ing density, and building envelope are the main factors influ-
encing energy consumption according to the orthogonal test. 
After researching the effects of shadings, window types, and 
so on, Poirazis et al. [32] determined that during the occu-
pancy stage, highly glazed single-skin buildings are likely to 
consume more energy, and the increase was reduced to 15% 
while maintaining an acceptable level of thermal comfort 
when compared to a typical reference building with a per-
centage window to external wall area. Zahiri and Altan [48] 
implemented to have a significant improvement in indoor 
air temperatures, passive design strategies such as south and 
south-east orientation, thermal mass, thermal insulation in 
walls and roofs, as well as side fins and overhangs as solar 
shading devices, as well as all-day ventilation for a school 
building. Passive envelope design solutions also increase 
indoor environmental quality, allowing users to function 
better and reducing the need for mechanical systems. Wang 
et al. [45] investigated in a moderate-size reference office 
structure, the effects of window opening systems on building 
functioning for many types of ventilation systems, includ-
ing natural ventilation, mixed-mode ventilation, and classic 
Variable air volume systems. The results of using the Energy 
Plus building performance simulation tool revealed the ben-
efits of window opening systems on energy use and comfort, 
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as well as HVAC, resulting in energy savings of 17–47% 
in varied regions throughout the summer. A computerized 
simulation was employed in the case study to investigate 
power outages. Meanwhile, the energy consumption of a 
new building skin was compared to that of a new building 
skin using ASHRAE (American Society of Heating, Refrig-
erating and Air-Conditioning Engineers) based parameters to 
limit heat gain, such as sunshade, retrofitting outside walls, 
cool surrounding roofs, and new windows, and green towers. 
Bayoumi et al. [60] investigated the relationship between the 
amount of window opening and energy use in two hot cli-
mate office environments particularly on certain days of the 
year. Rajagopalan et al. [44] assessed by dividing the enve-
lope area by volume, and the compactness ratio to compare 
the energy loss against HVAC system operation. The degree 
of compactness determined how much heat is gained and 
lost via the envelope. Zahiri et al. [48] developed an optimal 
design solution for secondary school buildings to improve 
the indoor thermal conditions, which included all-day natu-
ral ventilation, the installation of side fins and overhangs, 
and the use of thermal mass and thermal insulation in the 
external walls, and roof, as well as the orientation through 
dynamic building thermal simulation.

Windows are one of the most important aspects of a 
building's design. Windows are frequently a significant com-
ponent of the exterior appearance of the building, whether 
there are little perforated openings in the facades or a total 
glass curtain wall. Windows are inseparable parts of the 
building’s envelope. They represent the source of daily light, 
provide visual contact with the environment and provide 
ventilation and natural cooling [91]. The amount of energy 
consumed through heating, cooling, or lighting in a building 
is mainly influenced by its window systems [92]. Windows 
can be thought of as thermal holes for a building in terms 
of energy use. As a result, window design and selection 
must include both aesthetics and serviceability [93]. Win-
dows influence the energy needs of a building in four ways: 
heat conduction, solar radiation conduction, air conduction, 
and daily light transmission. That influence also depends 
on the characteristics and orientation of windows, climate 
conditions of the building’s location, solar radiation, and 
the building’s heating and cooling systems. Energy losses 
through the window can be minimized by careful and ade-
quate design, both of a window as a whole and its elements 
[94]. Appropriate window orientation and careful design of 
a window as a whole along with its different elements also 
help to restrict solar radiation gains and losses, reduce the 
frequency with which mechanical ventilation is used, and 
so lower energy expenses [95]. Windows and other glazed 
spaces are the most vulnerable to heat gain or loss of all the 
elements in the building envelope. Windows in general, are 
the weakest parts of the building elements which act as a 
bridge to allow the outdoor condition to be transferred into 

the indoor space [96]. The room's air velocity and flow are 
moderated by the size, shape, and orientation of the open-
ings; a tiny input and big outlet improve the room's airflow 
velocity and distribution. Glazed openings also allow natural 
light to enter a structure. The important components of a 
window that govern requirements of heat gain and loss, ven-
tilation, and daylighting are the glazing systems and shading 
devices [29]. Most of the reviewed articles investigated the 
energy performance of the hospitals by considering window 
details as one of their important variables which includes 
window size [23, 67], WWR [17, 44], window opening 
grade [53], window orientation, and geometry [24, 42, 52], 
etc. Norbert Harmathy et al. [53], optimized the building 
envelope model using a multi-criterion optimization meth-
odology to determine efficient WWR, window geometry, 
and glazing parameters to enhance the indoor illumination 
quality. Mohannad Bayoumi et al. [60] explored the relation-
ship between the window opening grade and energy savings 
in a one-sided window opening in two hot environments, 
one humid and one arid. Cesari et al. [67] by examining 
four distinct orientations in four Italian cities, the energy 
performance of nine different glazing systems was examined 
concerning a typical size opening with a 25% WWR and a 
floor-to-ceiling window with a 77% WWR. The optimized 
WWR for each of the major orientations was observed in 
four locations, covering the mid-latitude area from temper-
ate to continental climates by integrated thermal lighting 
simulations, coupled with a sensitivity analysis for an office 
building with a single corridor that the total energy use 
may increase in the range of 5–25% when the worst WWR 
configuration is adopted by using integrated thermal and 
lighting simulations. Wang et al. [45] in a medium-sized ref-
erence office building evaluated the effects of window opera-
tion on building performance for several types of ventilation 
systems, including natural ventilation, mixed-mode ventila-
tion, and conventional variable air volume (VAV) systems.

The shading device's location, characteristics, and control 
have a big impact on the natural lighting and thermal effi-
ciency of peripheral space. To combine daylighting require-
ments with the need to limit solar gains, shading must be 
considered an integral aspect of facade system design for 
every building [29]. The major goal of utilizing shading 
devices is to keep direct sunlight from reaching the exterior 
walls and windows. Overhangs, fins, blinds, and shading of 
neighboring buildings and far obstructions are all examples 
of shading [48]. Several factors must be addressed when 
designing glazed facades with shading devices in any build-
ing, including the building type, natural light perspective, 
and latitude. Shade device types are influenced by build-
ing form and orientation in particular. The type of shading 
device utilized influences the level of ideal daylight, thermal 
comfort, and visual comfort [97]. Tzempelikos et al. [29] 
used a connected lighting and thermal simulation module to 
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calculate the simultaneous impact of glazing area, shading 
device attributes, and shading control on building cooling 
and lighting requirements in peripheral spaces including 
examination of window-to-wall ratio and shading charac-
teristics. The simulation results show that, depending on cli-
mate patterns and orientation, when an integrated approach 
for the control system of mechanized shading is used in 
connection with easily controlled electric lighting systems, 
substantial reductions in energy consumption for cooling 
and lighting could be accomplished in perimeter spaces. Du 
et al. [17] simulated office building variants in three dif-
ferent climates with two situations, without a shading sys-
tem and with an exterior screen to evaluate the final energy 
consumption concerning lighting, heating, and cooling load 
The simulation findings demonstrated that the geographical 
arrangement of produced variants and the huge difference 
in energy needs in different climates had the largest impact 
on lighting demand when the shading device was used as 
an independent variable. Nielsen et al. [34] investigated 
the three types of facades i.e., without solar shading, with 
fixed and dynamic solar shading along with various win-
dow orientations and heights. To evaluate the total energy 
demand for heating, cooling, lighting, and daylight factors 
of the building. Compared to fixed solar shading, dynamic 
solar shading significantly increased the quantity of daylight 
available, emphasizing the importance of using dynamic as 
well as integrated simulations early design stage to make 
educated decisions about the façade. Alejandro Prieto et al. 
[61] explored the effectiveness of passive cooling strategies 
considering envelope parameters like windows and shad-
ing devices in commercial buildings from warm climates 
through the statistical analysis and simulation process. 
Waleed Khalid Alhuwayil et al. [58] researched the energy 
usage of a multi-story hotel structure in a hot and humid 

environment using various external shading schemes When 
compared to the base scenario, the findings showed that the 
proposed retrofit plan with external shading and self-shading 
effectively eliminated a large amount of the energy demand, 
and the investment was cost-effective due to the short pay-
back period.

Building energy performance indicators

Several studies focused on single and multi-performance 
indicators or energy efficiency with thermal comfort, light-
ing, ventilation, along with HVAC load in healthcare struc-
tures. There are some research focused solely on energy per-
formance or thermal performance or daylighting or natural 
ventilation and many others are focused on multiple param-
eters including energy demand, thermal comfort, and indoor 
environmental quality (Fig. 6). Thermal performance and 
energy consumption together got investigated mainly by con-
sidering window details along with orientation, and shading 
devices as variables [69, 72, 80]. There are many other indi-
cators along with main performance indicators like energy 
consumption, heating, and cooling, lighting load like airflow, 
average indoor daylight factor, daylight factor, equipment 
load, external conduction gain, gas consumption, indoor air 
quality, indoor air temperatures, and indoor environmental 
quality. According to the international standard ISO 50006-
2014 [98], “an EPI (Energy Performance Indicator) is a 
value or measure that quantifies energy efficiency, energy 
use, and energy use performance in facilities, systems, pro-
cesses, and equipment” [99]. The energy performance indi-
cator is noted as EPI, which is stated in kWh/  m2/year. The 
EPI is calculated by dividing the yearly energy expended by 
a building in kilowatt-hours by the gross floor area in square 

Fig. 6  Energy performance 
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meters of the building. Numerous energy performance indi-
cators are used to describe building performance, and they 
differ in terms of the boundary at which they are monitored, 
and the contributions used for their calculation [16]. Regard-
ing the calculation period, most studies calculated the energy 
use for the whole year, for only some seasons and peak days 
for different building typologies located in the various cli-
matic zone [7]. Single rooms, zone-wise, or entire buildings 
were investigated through case studies or through developing 
a simulation model to calculate the EPB. Nielsen et al. [34] 
calculated the total energy demand, heating load, cooling 
load and lighting load, and daylight factors of office build-
ings by investigating shading details as a variable through 
simulation. Also, we can find from works of literature that 
opening details, orientation, and climatic factors play a 
major role in heating, cooling, lighting, and ventilation load 
which directly influence thermal comfort and total energy 
consumption of the buildings [49, 52, 67]. The thermal per-
formance of the building was investigated by considering 
window detailing in terms of size, geometry, orientation, 
and glazing parameters in different climatic parameters to 
achieve a significant result [14, 51].

Methodologies considered for investigating 
the EPB

There are several different methodologies are considered to 
study the EPB concerning different space layout variables 
and performance indicators of different building typologies 
as well as the climatic zone (Fig. 7).

Most of the research in this area was conducted using 
experimental or simulation techniques, sometimes combin-
ing both as needed. There 25 studies are based on building 
energy Simulation method [14, 15, 19, 22, 23, 29, 31, 33, 
34, 37, 39, 40, 42, 45, 46, 48, 50, 51, 53, 58–60, 66, 67] and 
out of 10 research 7 number of literatures are combined 
building energy simulation method with other methodolo-
gies like statistical analysis, optimization and case study 
method [24, 32, 41, 49, 52, 63, 65]. The 6 studies are based 
on case studies [16, 38, 44, 54, 69, 71], and 9 studies [35, 

36, 43, 55–57, 61, 62, 64] employed a statistical analysis of 
the energy performance investigation.4 number of studies 
are exclusively based on multi-objective optimization [20, 
47, 68, 70]. A detailed analysis of annual EPB for the case 
buildings was performed using a computerized simulation 
to explore energy performance shortcomings as a base case 
[49]. Building geometry, space layout, the grouping of 
rooms in thermally homogeneous zones, building orienta-
tion, building construction, thermal properties of all building 
components, building usage, internal loads and schedules 
for lighting, occupants, and equipment, HVAC system type 
and operating characteristics are some of the input data 
required for energy simulation of buildings [100]. In recent 
years, thermal dynamic simulation has been widely 
employed in the design phase to assess the appropriateness 
of the intended project to thermal and energy performance 
objectives. This simulation assumes that the findings accu-
rately represent the actual behavior of the buildings. A com-
parison of site measurements and numerical simulation 
results is required to demonstrate this idea [101]. Guo et al. 
[65] employed a mixed-method approach evaluation as well 
as intensive computer simulations to discover the ideal 
design approaches within the energy as well as thermal com-
fort constraints. Five separate benchmark geometric models 
were constructed in OpenStudio, indicative of diverse cli-
mates, while using the EnergyPlus engine to examine the 
coupling relationship between energy usage and thermal 
comfort, according to local energy conservation codes. 
Using the dynamic simulation method and calibrating the 
simulated energy consumption against the building’s actual 
energy use. Chedwal et al. [46] concluded that there is a 
significant energy saving potential of up to 27.9 kWh/year 
in hotel buildings in India by implementing ECBC (Energy 
Conservation Building Code) along with other energy effi-
ciency measures. Lu et al. [55] through statistical regression 
analysis, assessed that standardized energy consumption 
intensity of the HVAC system is significantly related to the 
gross floor area. Adamu et al. [37] used four natural ventila-
tion systems intended for single-bed hospital wards to assess 
the viability of buoyancy-driven airflows. These tactics 
include single-window opening, inflow and stacking, 
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same-side dual-opening, and ceiling-based natural ventila-
tion, which is a revolutionary concept. As a case study, these 
solutions were investigated using a dynamic thermal simula-
tion model and computational fluid dynamics on a new ward 
in a London hospital Pisello et al. [36] presented post-occu-
pancy evaluation by in-situ analysis to achieve an average 
monthly energy savings of 20.5% for lighting, heating, cool-
ing, lighting, additional sources, and types of equipment, of 
overall primary energy demands for electricity, decreasing 
from 385.8 to 306.7 kWh/m2 year via calibrated and vali-
dated dynamic simulation model. Zou et al. [72] developed 
a comprehensive technique for enhancing building perfor-
mance by improving the design of typical architectural 
spaces. The optimization process is divided into three stages. 
The first step is to build a database by generating research 
objects at random and stimulating their development. The 
second phase of multi-objective optimization is to construct 
artificial neural network models as an alternative to time-
consuming building simulations to predict building perfor-
mance quickly. Finally, perform multi-objective optimization 
based on the actual design limitations. Delgarm et al. [23] 
combined a mono- and multi-objective particle swarm opti-
mization algorithm with EnergyPlus building energy simula-
tion software to find a set of non-dominated solutions to 
improve EPB, resulting in a powerful and useful tool that 
can save time when searching for optimal solutions with 
competing for objective functions. EnergyPlus is one of the 
most robust, trustworthy building simulation tools that can 
model energy consumption for heating, cooling, ventilation, 
lighting, as well as plug and process loads [33]. Echenagucia 
et al. [47] with the help of a multi-objective search using 
genetic algorithms, reduced the energy required for heating, 
cooling, and lighting an open space office building by chang-
ing the quantity, placement, form, and type of windows and 
thus the thickness of masonry walls using the NSGA-II algo-
rithm in conjunction with EnergyPlus building energy simu-
lation tool. Norbert Harmathy et al. [53] developed an inte-
grated approach, a multi-criterion optimization method, in 
conjunction with extremely detailed Building Information 
Modelling programs and dynamic energy simulation 
engines, to achieve better energy performance of offices by 
relating building envelope optimization and comfort of users 
in a wide range of climatic conditions and for varying con-
struction types. Zhang et al. [20] presented the results of a 
simulated optimization study of numerous spatial configura-
tions to determine the best trade-off between reducing 
energy use for heating and lighting, reducing summer dis-
comfort time, and maximizing useable daylight luminous 
flux. Lighting load, HVAC load, thermal load, and ventila-
tion methods are among the software that can be used in 
conjunction with various simulation engines to evaluate the 
EPB. The energy plus simulation engine, when combined 
with other simulation software, produces an upgraded 

building model that can be used to evaluate the energy, ther-
mal, heating, cooling, lighting, and ventilation performance 
of different building types. Current computer simulation 
resources can largely predict energy usage by HVAC, light-
ing fixtures, and appliances, among other things. Energy-
Plus, OpenStudio, Revit, DesignBuilder, eQUEST, and other 
simulation tools are used to create these energy use figures 
[66]. The trustworthy results encouraged many researchers 
to use Energy Plus in their studies. Different simulation 
engines are developed to investigate the energy performance 
of the building with advanced plug-in software. Energyplus 
engine coupled with different software like an OpenStudio 
and DesignBuilder is utilized in most of the research. Eco-
tect software was used to simulate daylight. Where it offers 
vital information about the architectural aspects that affect 
the current situation's sunshine. This includes elements such 
as windows, as well as their characteristics such as position 
and size, as well as their impact on the amount of daylight 
that enters the area and the duration of daylighting [28]. 
Although DesignBuilder is based on a complex simulation 
program, it attempts to address the architect’s specific lan-
guage with a visually orientated interface and inputs in dif-
ferent levels for developing and evaluating comfort as well 
as energy-efficient architecture from concept to completion 
[102]. Bawaneh et al. [64] proposed a mathematical formula-
tion for efficient assessment of the optimal healthcare build-
ing floor area, which anticipates their yearly energy con-
sumption and can be used as a source of reference for project 
planning and as an indication to monitor the energy manage-
ment of such buildings. Liu Yang [30] examined the cooling 
and heating requirements of the office building envelope in 
five major climate zones of China using the total thermal 
transfer value method and the heating degree-days method 
to develop standard building envelopes based on information 
collected from building surveys, local energy codes, and the 
ASHRAE Standard. Musau et al. [14] used the TAS, Light-
scape, and Excel computer programs to evaluate the possible 
implications of typical open, mixed, as well as closed con-
figurations and their space usage densities/intensities on a 
base case.

Sample design to assess the energy 
performance of the buildings

The number of samples considered in the various method-
ologies for the investigation of energy performance are rang-
ing from a single building to 119 buildings [57]. The entire 
building samples to single rooms like classrooms [72] and 
patient wards [59] were investigated to analyze the various 
energy performance indicators like cooling, heating, ventila-
tion, lighting, electricity consumption, and thermal comfort 
in different building typologies. Adamu et al. [37] explored 
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ventilation strategies via dynamic simulation and computa-
tional fluid dynamics, by investigating different departments 
of the Great Ormond street hospital located in the United 
Kingdom. Wang et al. [45] focused on the investigation of 
the impacts of window control on building performance for 
various types of ventilation techniques in a medium-size 
reference office building where the floor is divided into 
5 functional zones to develop a simulation model. Many 
researchers considered typical floors [47] to multistorey 
buildings [40, 77] in their research to develop an experi-
mental framework or to create a simulation model as well as 
a base case [58, 73]. Aunion-Villa et al. [95] analyzed energy 
consumption of HVAC, medical types of equipment in an 
energy-intensive department like radiology, catering, nuclear 
medicine, operation theatres, and intensive care units of a 
hospital with a 182-bed capacity and an area of 25,177  m2. 
Different instruments are used to collect energy consumption 
data in various departments. The sample used in the simula-
tion-based projects is either an actual case study building or 
reference model [17] or a hypothetical model [22]. Most of 
the simulation models of an actual building, reference build-
ings, or hypothetical models are developed using software 
like AutoCAD, DesignBuilder, OpenStudio, rhino grasshop-
per, etc. To examine the room energy consumption under 
different temperature circumstances, a typical hospital struc-
ture representing the Italian healthcare buildings was chosen 
as a case study and placed in 4 Italian cities, Milan, Bologna, 
Rome, and Naples Cesari et al. [67] collected the data for the 
investigation process of energy consumption of any building 
gather from field studies, technical reports, energy audits, 
measurements using instruments, etc. There are several arti-
cles focused on the investigation of space layout by develop-
ing space layout variants which were found to be effective in 
assessing the EPB. Different variants are created based on 
the climatic considerations [17], spatial arrangement [22], 
envelope parameters [42]. Rajagopalan et al. [44] created 10 
variants of space layout of two buildings selected out of 30 
hospitals based on age, location, and size of the building to 
investigate the energy consumption in medium-sized hospi-
tals in Australia. Du et al. [17] designed 11 variants based 
on the existing reference space layout of the office which 
was simulated in 3 different climatic zones to measure the 
effect of spatial layout on EPB in different climates. Zhang 
et al. [20] selected a common form of classroom space with 
30 design characteristics and was selected as a case study 
to demonstrate the optimization process. The optimization 
targets were set at energy demand, thermal performance, 
and daylight environment. It can be observed that some of 
the researchers are focused on mixed building typologies 
as the sample frame to investigate the energy usage in the 
buildings. Ma et al. [57] considered the 119 public buildings 
in which 99 office buildings, 11 hospital buildings, and 9 
school buildings are considered as samples for the energy 

consumption investigation in China. García-Sanz-Calcedo 
et al. [12] evaluated the physical and functional elements 
that have the greatest impact on sizing healthcare facilities, 
as well as the practical correlations between energy use and 
emissions by considering 70 health centers in Extremadura 
(Spain) for research. Whereas Bawaneh et al. [64] provided 
an analytic overview of end-use energy consumption sta-
tistics in healthcare systems in the United States hospitals. 
Shahzad et al. [56] compared the building performance of 
the two buildings, they are an office building in Norway 
constructed in 2000 and a British office building constructed 
in 2011 against the standards and benchmarks. It included 
energy consumption, thermal performance, carbon dioxide, 
and light levels. Short et al. [21] examined more than 1000 
room types of clinical and non-clinical spaces to suggest 
the typical environmental design strategies for hospitals to 
enhance the EPB. He collected electricity consumption of 
28 departments of 8 medium to large critical hospitals in 
England through a field survey.

Results and discussions

The literature survey mainly focused on the energy perfor-
mance of hospitals and their parameters along with other 
functional requirements of buildings. The space layout is an 
integrated part of architectural design, and many works of 
literature identified the whole architectural design effect on 
energy consumption patterns and suggested alternative tech-
nology, passive strategies, building form, and orientation. 
The geographical location and climate play an important role 
in energy-efficient buildings. There is more research concen-
trated on climates of warm humid, hot and dry, and moderate 
climates in various locations like the USA, UK, and Asia. 
The HVAC, lighting, and electricity consumption are regu-
lated using effective strategies like design optimization, pas-
sive strategies, and alternative building methods. The most 
selected case study building typology is an office building 
with a 42% rate and healthcare buildings have been stud-
ied with a rate of 14%. The least studied building typology 
that complies with Fig. 3 is mixed-use buildings with a 2% 
rate. 5% of the whole studies are not specific to any building 
typologies. Table 2 demonstrates that most of the studies 
have been done theoretically with a 45% rate in the literature 
in which simulation tools are used to analyze energy per-
formance and 10% of works of literature considered mixed 
methodologies [103]. Building simulation helped to evaluate 
the building model for energy performance very accurately 
within a shorter period and many alternate energy optimiza-
tion solutions can be generated based on the necessity and 
the context. 44% of the research depended on EnergyPlus 
as a simulation engine and out of which 25% of studies con-
sidered DesignBuilder as software. EnergyPlus software is 
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considered in much research to get more accurate results 
compared to other simulation engines, as it is validated by 
the Department of Energy, USA. From the review, it can be 
concluded that 27% of articles studied the effectiveness of 
the layout along with other perimeter parameters. The next 
major part of the study concentrated on occupancy, orien-
tation, and glazing parameters with 25% each. 29% of the 
study highlighted the importance of shading devices and 
details on the energy performance of the building [55]. Also, 
different user activities and systems against space-to-space 
environmental diversity are significant determinants of the 
energy performance of any complex buildings [14]. 25% of 
the studies addressed the methodological system to investi-
gate the energy consumption and performance of different 
design variables of the buildings and also resulted in signifi-
cant variation in the energy load including HVAC, lighting, 
and electricity [23, 30, 40, 46, 48–51, 53, 63, 68, 72]. HVAC 
efficacy is most rewarding in structures that operate 24 hours 
like hotels, hospitals, etc. [41].

The review also explored the future research direction 
where many of the papers investigated the energy consump-
tion and building design elements of particular buildings 
and suggested the same criteria or methodology for other 
complex buildings like hospitals, hotels, etc. [20, 23, 46]. 
The single-room experiments can be extended to complex 
buildings considering the building envelope parameters 
along with more environmental factors as decision varia-
bles and the building energy demands along with cost func-
tions through multi-objective optimization [20, 23]. There 
is further scope to develop an optimal model-based con-
trol approach to achieve the space layout and thermal zone 
configuration in complex structures where there is flexible 
occupancy as well as space use intensities [14, 19, 36]. More 
research can be towards adapting effective adaptive thermal 
control and passive strategies along with the consideration 
of HVAC components’ operation, type, and control for solar 
optimization to reduce the HVAC energy consumption in 
buildings giving special emphasis to individual departments 
of hospitals [29, 54, 71]. Energy use in hospitals is higher 
than compared other public buildings, so it is essential to 
investigate its energy consumption performance to develop 
a comprehensive strategy to reduce the mechanical load 
[104]. But there is limited research on the impact of space 
layout of hospital buildings on building energy performance. 
There is a lack of the proper energy consumption calculation 
methodology for multi-dimensional functions, activities, 
and the management systems of hospital buildings. There 
is a concern about the diverse functional requirements in 
varied departments and zones of the hospitals, as well as 
their investigation of energy performance along with sugges-
tions for an effective research framework to analyze actual 
energy data [54]. In hospitals, combining lighting and ven-
tilation system for energy simulation can be a great solution 

to calculate a wide-ranging energy performance consider-
ing the architectural design emphasizing space layout and 
building perimeter.

Conclusion

The systematic literature review was carried out to identify 
the variables, their assessment criteria, methodology for 
evaluation, and optimization strategies for the energy per-
formance of the buildings from selected 55 articles. Many 
works of the literature identified the impact of the architec-
tural design and space layout effect on energy consump-
tion along with the building perimeter variables. Three are 
suggestions for alternative technology, passive strategies, 
enhancing envelope parameters improving building form and 
orientation, and focusing on climatic parameters. In recent 
years, the methodologies to investigate energy performance 
in buildings is mainly focused on simulation-based study 
with multiple objectives, which gives accurate results, and 
analysis can be conducted in lesser time. Exterior window 
WWR, door opening size, type, and location/orientation, 
as well as frame types and insulation, all have a signifi-
cant impact on influencing the energy load. According to 
the study, proper sizing of the building will reduce around 
17–35% of energy consumption. Choosing the correct glaz-
ing system will reduce the 35–40% energy load of the build-
ing. Enhanced Window detailing can bring a 30–60% energy 
consumption difference in a building. Despite much research 
on the design of energy-efficient windows, there is still a 
lack of information on the mutual impact of the orientation 
of windows along with size and position on energy loads. 
Literature review shows a lack of insight into the correlation 
between space layout and energy performance framework 
which needs to be studied further, especially in terms of 
multiple energy performance indicators like heating, cool-
ing, lighting, and thermal comfort, especially in the health-
care-built environment. Compared to other buildings such 
as public buildings, offices, commercial and hotels, hospitals 
consume more energy because of their diversified functional 
requirement and activities. There is a lack of studies on the 
effect of hospital architecture design on energy consumption 
and related costs and it is very much necessary to conduct 
interventional studies, investigate the effect of using different 
methods on reducing energy consumption, and choose effec-
tive economical practices. There is varied energy consump-
tion in each space or zones of a hospital since there can be a 
detailed analysis of each department individually to explore 
the energy efficiency of the hospital like outpatient depart-
ment, inpatient department, offices, day-care units, operation 
theatres, intensive care unit, kitchen, radiology department, 
emergency wards, etc. along with geographical and climatic 
conditions. In India, the study on the energy performance 
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of hospitals is inadequate, so precise analysis is required. 
Implementing the ECBC building code and advanced energy 
efficiency techniques can be used to analyze energy-saving 
potential in hospitals in India. The impact of climates such 
as composite and warm humid climates need to be explored 
to integrate the functional objectives in the process of inves-
tigation for the EPB with relation to space layout which is 
scarcely mentioned in the previous research. Future research 
could be directed toward the spatial configuration of the 
energy performance of hospital buildings with multiple 
parameters simultaneously. Well-thought-out layout design 
may prevent unreasonable energy consumption to enhance 
the overall sustainability of the building and contribute to 
climate change mitigation.
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Abstract
This study investigates the performances of a self-sufficient greenhouse powered by a solar humidification–dehumidification 
desalination unit. It aims to achieve an overall integrated system that produces enough fresh water to cover the irrigation 
demand as well as the air humidification needs of the greenhouse. The humidification–dehumidification operation was numer-
ically simulated using the developed model along with the greenhouse microclimate. The greenhouse model was validated 
through an experimental real-scale greenhouse. To make the proposed system more flexible, an auxiliary control system is 
used to easily monitor the greenhouse needs and ensure its satisfaction. The findings revealed that the integrated system, 
with its two main subsystems and its regulation device, successfully ensures the greenhouse irrigation, the humidification 
needs and provides an optimal plant growth. For the case study, i.e. cucurbit greenhouse situated at El Hamma (Tunisia), 
the desalination system can cover more than 200% of the greenhouse water irrigation needs while keeping the greenhouse 
inside air at a humidity level of 60% at least. The maximum productivity and the best energy efficiency are respectively 5.1 
 m3/day and 63.25%.

Keywords Solar energy · Saltwater greenhouse · HDH desalination · Process control · Irrigation

List of symbols
A  Area  (m2)
a  Specific gas–liquid interfacial area  (m2/m3)
Cp  Specific heat capacity (J/kg K)
D  Molecular diffusion coefficient  (m2/s)
dP  Diameter of packing (m)
Eλ  Evapotranspiration flux (W/m2)
e  Water content of the air (kg/m3)
e*  Saturated water content of the air at surface (kg/

m3)
fg  Ventilation flux correction coefficient
G  Air flow rate (kg/m2 s)
H  Greenhouse height (m)
HL  Enthalpy liquid (kJ/kg)

h  Heat transfer coefficient (W/m2 K)
hc  Convective heat transfer coefficient (W/m2 K)
he  Evaporative heat transfer coefficient (W/m2 K)
hr  Radiative heat transfer coefficient (W/m2 K)
I  Solar radiation intensity (W/m2)
K  Thermal conductivity (W/m K)
k, km  Mass transfer coefficient (kg/s  m3 atm)
L  Water flow rate (kg/m2 s)
LAI  Leaf area index
Le  Lewis number
LCL  Characteristic leaf length (m)
Lv  Latent heat of vaporization (kJ/kg)
M  Molar mass (kg/mol)
m  Mass (kg)
Pp  Proportion of area covered by plants  (m2/m2)
Pt  Total pressure (Pa)
Pv  Partial pressure (Pa)
Pvs  Saturated vapor pressure (Pa)
Q  Mass flow rate (kg/m2 h)
q  Heat flux (W/m2)
r  Crop resistance (s/m)
Ra  Rayleigh number
Re  Reynolds number
Rn  Net shortwave radiation (W/m2)
Sc  Schmidt number
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T  Temperature (°C or K)
U  Overall heat transfer coefficient between the water 

and air (W/m2 K)
V  Wind speed (m/s)
VPD  Vapour pressure deficit (Pa)
w, y  Absolute humidity (kg/kg dry air)
y*  Saturation humidity (kg/kg dry air)
Z  Sprayer height (m)

Greek letters
ρ  Density (kg/m3)
Φ  Relative humidity (%)
α  Absorptivity (–)
αct  Cover absorptivity of thermal radiation (–)
γ  Psychrometric constant (Pa/C)
δ  Slope of the saturation curve of the psychrometric 

chart (Pa/C)
ε  Emissivity (–)
τ  Transmissivity of greenhouse cover material to 

solar irradiation (Pa s)
μ  Dynamic viscosity (kg/m s)

Subscripts
a  Air/vapor mixture
am  Ambient
b  Solar still basin
c  Cover
cond  Condensate water
e  External, exterior air
g  Glassed cover
i  Internal, interior air
in  Inlet
is  Insulation
out  Outlet
p  Plant
s  Top soil
s0  Soil at a depth of 0.5 m
w  Water

Introduction

Disasters, including pandemics like COVID 19, prove the 
importance of food security, especially in arid regions 
that lack freshwater resources. Thus, a relentless quest 
for a sustainable agriculture system producing food with 
reduced consumption of water is a vital priority [1]. 
Within this context, greenhouse agriculture emerges as 
an ideal option that has shown a good adaptation to cli-
mate change while intending to reduce energy and water 
consumption making it hence a sustainable option for food 
production [2]. However, it is mandatory to control and 
maintain the microclimatic parameters inside the green-
house at the desired ranges for optimal plant growth by 

maximizing the photosynthetic and ensuring the irrigation 
requirements too. Maintaining an optimal relative humid-
ity level in the greenhouses ensures optimal plant transpi-
ration and less water irrigation needs.

Mpusia [3] suggested that water consumption in green-
houses can reduce by up to 50% compared to the outdoor 
conventional farming. Fernandes et al. [4] estimated that 
ensuring the required humidity inside greenhouse results in 
a 60–80% reduction in water consumption compared to the 
irrigation within outside fields. The average value of the 
main parameters required for crop growth includes a relative 
humidity within the range of 60 to 90%, an air temperature 
within the temperature range of 10 to 30 °C [5, 6], a carbon 
dioxide concentration in the range of 700–900 μmol  mol−1 
[7] and a sufficient flow of photosynthetic photons inside the 
greenhouse. Humidity is the hardest controlling variable in a 
greenhouse, and even the most advanced equipment cannot 
entirely control the humidity levels because it fluctuates with 
air temperature changes, the plant transpiration, which adds 
an extra steam to the air, and the solar radiation too [8]. High 
inside air humidity induces many agricultural issues such 
as leaf and root diseases, slow but permanent drying of the 
substrate, plant stress, and loss of quality and yield. Besides, 
the plants tend to be weaker and stretched [9]. Consequently, 
more pesticides must be used to counteract these diseases 
and stress. Conversely, if the humidity level is too low, the 
plant's growth is affected and it takes much longer to reach 
the desired size. Hence, whether the humidity is too high or 
too low, it is not favorable for the plant’s growth [10].

Several systems are integrated into greenhouse in order 
to provide the desired microclimate by heating, cooling, or 
giving sufficient CO2 and artificial lighting, in some cases 
[11]. Seawater greenhouses SWGH are becoming more and 
more popular nowadays. They consist in supplying fresh 
water and cooling the greenhouse inside air in one struc-
ture. Besides the greenhouse structure, the SWGH unit 
includes two humidifiers (evaporators) and one condenser 
(dehumidifier) placed in the greenhouse [12]. However, 
many authors argue that this type of integrated greenhouse 
SWGH is not economically profitable. Furthermore, they can 
neither cover the total irrigation need nor do they maintain 
the greenhouse humidification requirements in the desired 
ranges for a convenient growth of the plant [13]. Therefore, 
several modifications of the SWGH have been proposed in 
the literature. Farrell et al. [14] investigated a sustainable 
integrated greenhouse that encompasses a dehumidification 
desalination system, a reverse osmosis system, a reverse 
electrodialysis apparatus, and a dehumidification desalina-
tion system in an attempt to generate freshwater to cover 
the irrigation load of the greenhouse, cool the greenhouse 
inside environment to adequate temperatures while being 
energy self-sufficient using the electric energy produced by 
the reverse electrodialysis apparatus.
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The authors show that producing a part of the irrigation 
needs by the reverse osmosis powered by the reverse electro-
dialysis apparatus ensures an economically efficient system. 
Akrami et al. [15] developed a zero liquid discharge desali-
nation system coupled with an agricultural greenhouse. They 
demonstrated the feasibility of using wicked solar still, HDH 
and a rainwater storage to ensure the needed irrigation water. 
Their findings show that the greenhouse they develop may 
be autonomous for its water requirement under different cli-
mates and in different countries. Radhwan [16] developed 
a stepped solar still for heating and humidifying an agri-
culture greenhouse. The performances of the still param-
eters were analyzed and presented. The results show that the 
average daily efficiency of the still is approximately 63%; 
and the total daily yield is approximately 4.92 l/m2. Zamen 
et al. [17] suggested integrating and enhancing humidifica-
tion–dehumidification unit (HDH) into an SWGH system, 
including a direct contact dehumidifier and a solar water 
heater. Results show a freshwater production of 450 L per 
day for a greenhouse area of 200  m2. Salah et al. [18] studied 
the design performance of a new integrated self-sufficient 
agricultural greenhouse with transparent solar stills (TSS) 
on the roof to be self-sufficient in irrigation by using both 
excess solar energy via direct solar desalination in the TSS 
and the humidification–dehumidification (HDH) process as 
two sources for water production. The results reveal that 
system can only generate a maximum of 2.44 l/m2 of fresh 
water on the coldest day, indicating a requirement to install 
additional solar stills if more water is needed.

Most studies in this field have focused on using a desali-
nation system that can be operated with renewable energy 
[19, 20] to show that this system is economically viable. 
However, most of these systems are greenhouse dependent 
and therefore they work only during the greenhouse grow-
ing seasons.

The present research focuses on studying the feasibility 
of new proposed integrated saltwater greenhouse where an 
independent solar HDH desalination unit is coupled with an 
agriculture greenhouse. The characteristics of the proposed 
system that make its unicity are the independence of the 
HDH unit from the greenhouse which makes it more flexible 
to choose the HDH system and its dimensions and oper-
ates throughout the year. The HDH system is composed of 
a modified solar still operating with solar energy as humidi-
fier and packed bad condenser as a dehumidifier. In order 
to make the HDH system simple and economically viable, 
some modifications are made to the solar still compared 
to the conventional solar still. Water forced evaporation is 
achieved by injecting air and water into the solar still, where 
the hot saline water is pulverized on the top, and the air is 
forced from the bottom, coming in indirect contact with the 
hot water, the produced humid air may be directed totally or 
partially to the agriculture greenhouse or the condenser to 

produce freshwater. Furthermore, a control system is devel-
oped and used to drive the humid air part directed to the 
greenhouse and to control the whole system. Finally, the 
dehumidification is undergone in a packed bad condenser.

The main objective of this work is to study the perfor-
mances of the proposed system using a comprehensive 
unsteady-state mathematical model of the several parts that 
constitute the system. The greenhouse model is experimen-
tally evaluated using a real-scale greenhouse, and the simu-
lation result of the whole model, driven by the developed 
control system, will permit to evaluate its performance in 
terms of ensuring the greenhouse humidification and irriga-
tion needs.

Experimental

The integrated greenhouse considered in this study is com-
posed of two independent but coupled main subsystems: 
the HDH and the greenhouse itself. The HDH subsystem 
encompasses mainly a condenser and solar stills (Fig. 1). 
Furthermore, a control auxiliary system is used to drive the 
whole system to meet the desired condition for the plant 
growing in the greenhouse. Contrary to the classical sys-
tems, here the humid air from the solar still may completely 
or partially be redirected to the greenhouse. The control sys-
tem will manage the quantity of humid air at the solar still 
outlet. It will give the necessary to set the desired humidity 
in the greenhouse and the rest of the humid air will be redi-
rected to the packed bed condenser to produce freshwater for 
the irrigation needs of the greenhouse plants.

In the following section (“The HDH subsystem” and 
“The greenhouse subsystem” sections) the HDH and the 
greenhouse considered subsystems in the present work are 
described.

The HDH subsystem

The irrigation water production is based on the well-known 
humidification and dehumidification (HDH) process. The 
humidification operation is ensured by a solar-powered and 
double-sloped desalination solar still where the saltwater 
is pulverized at the top of the still, as shown in Fig. 2. It 
is noted that the high of this solar still may be limited to a 
maximum of 60 cm. Compared to classic stills, pulverizing 
the saltwater enhances the surface contact between the pul-
verized droplets and the crossing flow of the inside blown 
air, and hence increases their mass and heat transfers.

• To ensure the dehumidification process, a packed bed 
direct contact condenser is used. In fact, this recently 
developed condensation technology shows more efficient 
results and is currently undergoing a dynamic growing 



338 International Journal of Energy and Environmental Engineering (2023) 14:335–351

1 3

trend of interest and actual use [21]. Further details of 
the solar still working conditions are as follows:

• The sprayed saltwater water is continuously recirculated 
from the basin that stands at the bottom of the still where 
it is directly heated by the solar radiation.

• The ambient air is blown in the still and comes into con-
tact with the droplets of the sprayed saltwater, which 
increases its relative humidity level and temperature. The 

humidified air is extracted at the top of the solar still. 
Then, a part of the extracted humidified air enters the 
greenhouse to create the suitable humidity and tempera-
ture environment for the plant’s growth, while the rest is 
redirected to the condenser to produce freshwater. The 
control auxiliary that drives the extracted humidified air 
flows is programmed to give the priority to covering the 
humidification needs of the greenhouse.

Fig. 1  Process schematic of HDH desalination system integrated into a greenhouse

Fig. 2  Schematic diagram of the solar still of the HDH desalination system: (1)-transparent cover, (2)-sprayer, (3)-saline water, (4)-absorber, 
(5)-insulation layer
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• In the irrigation water tank, the produced freshwater may 
be mixed with a saline water to obtain the desired salinity 
for the irrigation water of the greenhouse plants. In the 
present study, to achieve a desired salinity of the irrigation 
water of 1.6 g/l for cucurbit crop, the produced freshwater 
is mixed with a saline groundwater with a salinity of 3 g/l.

The considered HDH system for the further simulations is 
constituted to four solar stills with an area of 16  m2 for each 
one, and by a condenser with a cross-section area of 0.36  m2. 
The latter includes a 1 m height polypropylene packing bed. 
The density, specific heat and void fraction of the packed bad 
are 850 kg/m3, 2350 J/kg K, and 87.5%, respectively. The 
condenser is cooled by a deep groundwater with an incoming 
temperature assumed to be 15 °C for January and February 
and at 20 °C for the rest of the considered early crop season.

The greenhouse subsystem

The considered greenhouse in this work is a real-scale multi-
span greenhouse type situated in El Hamma in south Tunisia. 
It is used both for the experimental validation of the developed 
models and for the simulation of the whole integrated system. 
It was constructed in East–West directions with a footprint of 
500  m2. Its dimensions include a length of 31 m, a width of 
19.2 m and a height of 4 m. Cucurbit crops are cultivated in 
this greenhouse during two crop seasons: the early season from 
January to May, and a late season from Sept to December. 
Hygrometer Digital temperature sensors are used to measure 
the inside and outside air temperature and the relative humid-
ity. The variation of air parameters as a function of time is 
recorded using an acquisition chain every 30 min.

A hydroponics system distributes the required irrigation 
load in a mass flow rate assumed to be equivalent to 110% of 
the mass rate of the evapotranspiration of the plants [22]. This 
water supply is assumed to be achieved between 8:00 a.m. 
and 6:00 p.m., and there is no water supply out of this period.

The Irrigation Load Coverage (ILC) of the whole system 
is its capability of covering the irrigation load. The ILC is 
computed irrespective of the fact that a part of the humidified 
air may be directly introduced into the greenhouse. Hence, 
considering that the irrigation need of the greenhouse crop 
corresponds to 110% of the evapotranspiration, the ILC is cal-
culated as follows:

Irrigation LoadCoverage

=
mass of condensate recovered by the condenser

mass of evapotranspiratedwater vapour ∗ 1.1

∗ 100

Mathematical modeling

Modeling is an effective way to examine the functioning of 
a system under various conditions. In order to model the 
integrated greenhouse system, mass and energy balance 
equations are formulated for each part, i.e. mainly for the 
solar still, the agriculture greenhouse and the condenser. 
The unsteady state global model leads to coupled differen-
tial equations that have been numerically solved using the 
fourth-order Runge Kutta method and a dedicated  Matlab® 
code has been developed. The whole system behavior is 
simulated using this developed model.

The greenhouse model

The inside microclimate of the greenhouses is represented 
by the inside air temperature and its relative humidity, and 
results from complex mechanisms involving several heat and 
mass exchange processes of the soil, the air and the crop 
and of the greenhouse cover, as shown in Fig. 3. It depends 
strongly on the external conditions on the solar radiation and 
on the feeding air [22]. Furthermore, the water vapor plays 
a key role in this microclimate, and hence its mass balance 
is involved in the greenhouse models. It hence appears that 
the greenhouse global model is constituted by four energy 
balance equations and by at least one mass balance when the 
soil and the plant’s mass balances are not considered.

These balances are presented below in “Greenhouse cover 
temperature” and “Plant temperature” sections assuming the 
following assumptions:

(a) The air and the topsoil temperatures are uniform in the 
greenhouse.

(b) The crop temperature depends only on the solar radia-
tion and the air temperature inside the greenhouse.

(c) Soil temperature at 0.5 m depth is constant throughout 
the year.

(d) No evaporation occurs from the soil.
(e) Radiation energy is neither absorbed, emitted nor dif-

fused by the inside air.

Greenhouse cover temperature

The energy balance equation for the greenhouse cover in 
unsteady state conditions is given by [22]:
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where Tsky [23] is the so-called sky temperature. hc(c−a) is 
the convective heat transfer coefficient between the cover 
and the exterior ambient air and hc(c−i) is the convection heat 
transfer coefficient between the cover and the inside air [24].

The sky temperature and these two convection coeffi-
cients were computed using the followings equations [25]:

Greenhouse inside air temperature

The unsteady air state temperature inside the greenhouse 
obeys the following equation that describes the energy 
balance:

(1)

�ccpcxc
dTc

dt
= �cI

(

1 + �c
(
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))

+
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)
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|

|

1∕3

where hc(s−i) and hc(p−i) are respectively the convective heat 
transfer coefficients between the inside air and the topsoil 
and between the inside air and the plants and are calculated 
by [23]:

Plant temperature

As stated in the general assumptions, the plant temperature 
is estimated directly from the interior air temperature Ti 
and the global solar radiation I using the multiple linear 
regression model proposed by Wang and Deltour [26]:

(5)
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Fig. 3  Schematic of the greenhouse and its exchange with surroundings
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Greenhouse soil temperature

The soil energy balance leads to the following differential 
equation [27]:

where Ts0 is the soil temperature at a depth of 0.5 m

Greenhouse inside air humidity

The mass balance of the water vapor of the greenhouse 
inside air leads to the following differential equation [25]:

where Eλ is the evapotranspiration rate given by Pen-
man–Monteith [28]:

The solar still model

The solar still bottom part consists of a simple insulated 
basin filled with the salt water and of a galvanized plate 
which constitutes the still’s absorber. The still is double-
sloped with two glass cover and includes several water noz-
zles set up at the top. A fan blows the ambient air at the 
bottom of the still to create a crossing flow and also counter-
current with the falling saltwater droplets. The air and the 
sprayed water are in close contact in such a way that the 
mass transfer is enhanced inducing a rapid enhancement of 
the relative humidity of the air. The humid air is extracted 
at the upper opposite side regarding the still feeding air. It 
was proven in a former study [29] that this enhanced solar 
still is more efficient than the simple stills.

Glassed cover temperature

The still top glassed covers temperature obeys the following 
equation that describes their energy balance:

(9)
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The Dunkle model is used to calculate the convective 
hc(w–g), evaporative he(w–g), and radiative hr(g–sky) heat transfer 
coefficients between water and the glassed covers [30, 31].

where Pw: saturation vapour pressure at water temperature 
Tw, Pg: saturation vapour pressure at glassed cover tempera-
ture Tg.

The convective heat transfer coefficient between the cover 
and the ambient exterior air is given by [25]:

Saltwater temperature

The following equation gives the energy balance for the salt-
water in the still’s basin:

The convection heat transfer coefficient between the salt 
water and the absorber plate is computed from the following 
relations [32]:
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The evaporative heat transfer between the sprayed water and 
the air is given by [29]:

Still inside air temperature

The following equation gives the energy balance for the still 
inside air:

Absorber temperature

The following equation gives the energy balance for the still’s 
absorber [33]:

where the heat loss coefficient through the absorber is found 
from [32]:

Insulation temperature

To reduce heat loss through the still’s basin, a thermal insula-
tion is used. The following equation gives the energy balance 
for the insulation:

where the heat loss coefficient through the insulation is [32]:
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Still inside air humidity

The following equation gives the mass balance for the air 
humidity inside the still:

The mass transfer between the water and the air is given 
by [29]:

The packed bed direct contact condenser model

In the used packed bad direct contact condenser [33], the 
cooling liquid and the humid air are in direct close contact 
in co-current flows. The heat is removed by the condensing 
cooling water (Fig. 4) that is sprayed over the cross-section 
on the top of the packing bed at the level where the humid 
air is injected. Following Li et al. [33], a two-fluid model 
is used where the energy and mass balance conservation 
unsteady state conditions are applied to a differential con-
trol volume leading to the humidity of the air and of the 
respective temperature of the air, the water and the packed 
bed material according to the vertical axis (z-axis). Air and 
water vapor are modelled as ideal gases, and heat losses 
are neglected.

Air humidity in the condenser

The conservation of mass applied to the liquid and vapor 
phases of the control volume is given by the following equa-
tion [34, 35]:

where Psat(T) is the saturation pressure related to tempera-
ture T. This pressure is computed as [33]:

where empirical constants are: a = 0.611379, b = 0.0723669, 
c = 2.78793  10–4, d = 6.76138  10–7.
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Condenser cooling water temperature

The conservation of energy applied to the cooling water of the 
control volume is given by the following equation [34, 35]:

where the mass and heat transfer coefficients are given by 
[36, 37]:
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Condenser inside air temperature

The conservation of energy applied to the air/vapor mixture 
over a differential e-control volume leads to the following 
equation [33]:

The condensation rate in the condenser is calculated as:

Lv, cp, and ρ are calculated as a function of the temperature.

The control auxiliary system model

The idea behind the controller proposed in this study is to 
maintain the desired humidity inside the greenhouse. A con-
trol model was added to the set of above-developed equa-
tion for the integrated greenhouse. The only variable of the 
control model was the humid air mass flows ratio. The latter 
is the ratio between the flow directed to the greenhouse and 
the total flow at outlet solar. It was noticed that this ratio is 
zero during the nighttime since there is no fair flow directed 
to the greenhouse.

The various steps involved in the simulation process are 
presented in the scheme of Fig. 5. First, the meteorological 
data, air and water flow rates were introduced in the solar 
still model as inputs. Three parameters can be controlled, the 
water and air mass flow rates and the sprayer height inside 
the solar still. These parameters were set when the humid-
ity of air, at the outlet solar still, reaches the optimal value. 
At this level, in order to regulate the humidity inside the 
greenhouse, the flux of humid air will be introduced in the 
greenhouse model as input. The exterior climate conditions 
parameters are also introduced into the greenhouse model.

The coupled equations [Eqs. (1) to (40)] of the whole 
model of the integrated saltwater greenhouse are solved 
through a Runge Kutta procedure using a unique code devel-
oped under  Matlab® software. The models resolution out-
come is, among others, the humidity value in the greenhouse 
over 24 h.

Then, control action is taken as follows: If the humidity 
inside the agricultural greenhouse is less than 60%, the regu-
lation performs the suitable action on tree control param-
eters, i.e. the water and the airflow rates inside the solar still 
and the humid air ratio, that permit the greenhouse humidity 
to be equal or superior to 60%. While giving the priority 
to satisfying the humidity set point of the greenhouse, the 
control system directs the rest of the humid air to the packed 
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Fig. 4  Schematic representation of the dehumidification system
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bed condenser to produce freshwater for the irrigation needs 
of the greenhouse plants. This supervisory action is repeated 
every 6 min.

Results and discussions

At first, the model of the greenhouse is validated through 
the cucurbit experimental greenhouse of El Hamma. Then 
the numerical models of the greenhouse and of the solar still 
are run to obtain the functioning parameters of the whole 
integrated system. Finally, the ability of the proposed system 
to supply the greenhouse irrigation water requirements and 
the greenhouse air humidity level are studied.

Validation of the greenhouse model

The greenhouse model accuracy was evaluated by com-
paring the predicted and the measured air temperature and 
humidity data for three non-successive days covering the 
cucurbit crop first season. These typical days are January 
1st, March 1st and May 1st.

The fit average relative error (Fig. 6) doesn’t exceed 15%. 
The model applies better to the data during the night than 
during the day. This is related to the more complex day 
energy balances, and to the fact that the irrigation opera-
tions occur only during the daytime.

Air relative humidity is the most difficult challenging 
parameter to estimate as stated by several authors [8, 9]. 
Figure 7 shows the good performance of the model over the 
24 h simulation period over the three simulated days with 

a fit average relative error that doesn’t exceed 15%. This 
figure shows that the hourly air humidity is less during the 
daytime than the nighttime due to the greenhouse day–night 
air temperature difference (Fig. 6) on the one hand, and the 
fact that the plant transpiration varies between the day and 
the night [38] on the other hand.

The accordance with the predicted results with the experi-
mental data using the R2, the RMSE and the MAPE factors 
show that the proposed model estimates the inside green-
house temperature and humidity by R2 0.97–0.98 and by 
RMSE 1–2 °C for the temperature and R2 of 0.84–0.96 and 
RMSE of 3–5% for the humidity and a MAPE of 4–7%.

Evaluation of the HDH system components

The simulation results are presented in the following “Solar 
still simulation results” and “The condenser simulation 
results” sections.

Solar still simulation results

Figure  8 depicts the effect of the modified solar still 
parameters on the saltwater evaporated rate. As shown in 
the figure, at a constant spray height, the evaporated water 
increases with the increase of the ratio between the sprayed 
saltwater mass flow rate and the blown air mass flow rate. 
Nevertheless, this increase declines when the ratio value 
increases. This is due to less difference between the air 
actual humidity and the value of its saturation humidity 
when the water mass flow rate is high. Furthermore, this 
figure shows that increasing the spraying height decreases 

Fig. 5  The proposed control 
scheme for the integrated green-
house system
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the water evaporated rate for constant air and water flow 
rates. This is explained by the fact that the mass and heat 
transfer coefficients drop with the increase of the spray-
ing height [29], although the contact time between air and 
water rises with the increase of height, the temperature 
of pulverized water decreases all along the way. Figure 8 
shows also that the attained values of the water evaporated 
rate per day are higher than those reached in conventional 
solar stills [30].

The condenser simulation results

The simulation of the condenser operation was performed by 
varying the cooling water temperature and flow rate and by 
varying the humid air mass flow rate. Figure 9 shows that, 
at constant cooling water temperature and a constant humid 
air mass flow rate, increasing the cooling water flow rate 
enhances the freshwater production and consequently boosts 

Fig. 6  Comparison of predicted 
air temperature inside green-
house with experimental results

Fig. 7  Comparison of predicted 
air humidity inside greenhouse 
with experimental results
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the irrigation load coverage. However, above a cooling water 
flow rate value of 7 kg/s  m2, the freshwater production rising 
trend decreases. Figure 9 also shows that, reducing the con-
denser cooling water temperature resulted in a very significant 
increase in condenser water production and consequently an 
increase in the irrigation load coverage.

Thus, to cover both the total irrigation needs and the air 
humidification requirements of the greenhouse, an appropri-
ate water mass flow has to be chosen according to the water 
temperature to reduce the pumping costs.

Evaluation of the greenhouse needs meeting 
and the performance of the control system

Humidity inside the greenhouse

The control system is used to set the greenhouse humidity 
at the desired levels that allow the best conditions for plants 
growth. Figure 8 shows the humid air ratio effect supplied 
in the greenhouse on the humidity inside the greenhouse.

The control system is used to set the greenhouse humid-
ity at the desired levels that allow the best conditions for 

Fig. 8  Effect of water mass flow 
rate to air mass flow rate ratio 
in solar still on irrigation load 
coverage for different spray 
height (1 May)

Fig. 9  Effect of the cooling 
water temperature and flow rate 
on the freshwater production by 
the condenser (1 May)
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the plants growth. It acts on the humid air mass flow ratio 
between the flow directed to the greenhouse and the total 
flow at outlet of solar stills (Fig. 1).

The control and the whole system results are presented 
for the chosen day of March 1st. Figure 10 shows the humid 
air ratio effect on the humidity inside the greenhouse. It is 
shown that when the supplied humid air ratio increases, the 
inside air humidity enhances. With 100% of humid air ratio, 
the humidity can be set at a level up to 80% throughout 
the day. Figure 10 also reveals that during the nighttime, 
the humidity remains at high levels without any humid air 
supply. So, as showed in Fig. 10, by the curve related to the 
case of no air supplying the green house, the regulation will 
be performed just during the day period and will have to 
start with the beginning of the decrease of humidity at 9:00 
am until it reaches its minimum at 1:00 p.m. The control is 
set to maintain a humidity level inside the greenhouse at 
a level that is superior to 60% through the 24 h of the day. 
This level is sufficient for the optimal plant growth [5, 6]. In 
fact, enhancing this inside required humidity minimum level 
induces higher supply of humid air ratio to the greenhouse 
and consequently decreases the humid air mass flow directed 
to the condenser to produce freshwater for irrigation. Fig-
ure 11 depicts the timely variation for the day of March 
1st the humid air ratio provided by the control/regulation 
system to permit the greenhouse humidity to be maintained 
at a humidity level of a minimum of 60% is zero during the 
nighttime and it reaches a maximum of 58% at nearly 12:30 
a.m. and at 20:00 p.m.

The greenhouse requirement covering evaluation

The innovation in this work consists in the fact that the pro-
posed system is a 100% autonomous; it provides both the 
optimal greenhouse microclimate and irrigation needs. How-
ever, these two objectives are closely related to each other 
because they depend on outdoor weather conditions, solar 
radiation intensity, and plant evapotranspiration. Therefore; 
it would impossible to study or control each parameter sepa-
rately. Furthermore, the developed model [Eqs. (1) to (40)] 
shows the close relationship between these parameters.

Setting all the input parameters at their own optimal val-
ues, the simulations achieved in this section aim at studying 
the air humidity in the greenhouse and the irrigation water 
production with its related ILC ratio. For the conducted 
simulations, the respective values at which the parameters 

Fig. 10  Effect of humid air ratio 
on greenhouse indoor humidity 
(1 March)

Fig. 11  Regulation profile of the humid air ratio fed the greenhouse 
(1 March)
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are set are as follow the spraying height at 0.4 m, the air 
mass flow at 0.035 kg/s  m2, spraying the water flow rate at 
1.9 kg/s  m2, the cooling water temperature at 15 °C for Janu-
ary and February and at 20 °C for the other season months, 
and the cooling water flow rate at 7 kg/s  m2.

Figure 12 shows the effect of the integration of the HDH 
system with the greenhouse structure over the early cucur-
bit season cultivation (Jan–May). The results are given for 
five representative days that are the first days of the month 
January to May.

For February, 1st, the day with the lowest values in terms 
of temperature and solar radiation, as the air at the outlet of 
the solar still is not saturated and therefore the condensa-
tion efficiency is weak, the proposed system with the chosen 
stills dimensions can cover only 70% of the irrigation needs 
as shown in Fig. 12. However, it monitors the greenhouse 
humidity successfully and actually ensures that it exceeds 
60% during the day as shown in Fig. 13.

For March, 1st, that is the most unfavorable day in terms 
of humidity level, the system sets the greenhouse at its just 
necessary humidity level as shown in Fig. 13. On this same 

Fig. 12  Effect of greenhouse 
integration on irrigation load 
coverage over early crop season

Fig. 13  Greenhouse humid-
ity regulation over early crop 
season
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day, the system covers more than 200% of the needed irriga-
tion water.

For May 1st, the hottest day among the three, the system 
permits the humidity continuous adjustment to a value that 
is always greater than 60%, and at the same time, it covers 
more than 300% of the greenhouse irrigation needs. It can 
be concluded thus that the chosen input parameters in this 
section are convenient.

Notice that one may extend the still surface to cover 100% 
of the greenhouse even during the day of February, 1st, but 
in this case, the produced irrigation water will be greater 
than the value calculated above for the days March 1st and 
May 1st.

Figure 14 compares the condenser freshwater hourly pro-
duction during the cucurbit cultivation season, taking into 
account the humidity regulation, i.e. the part of the humid 
air that is supplied to the greenhouse. The maximum pro-
ductivity is reached when the solar irradiation is the highest, 
and the freshwater production period is between 8:00 a.m. 
and 8:00 p.m.

One may also notice that during the closed periods of the 
greenhouse, i,e out of the cultivation seasons, the proposed 
system can produce only fresh water and store it for the use 
in the following season during the low production periods. 
Storing the freshwater permits the reduction of the dimen-
sion of the HDH subsystem as well as the cost too.

Further simulation of the whole along the Jan-May cul-
tivation seasons shows that the proposed system offers 460 

 m3 of irrigation water with a salinity of 1.6 g/l. This total 
amount of irrigation water production represents more than 
200% of the greenhouse irrigation requirement.

Integrated system energy efficiency

The energy efficiency of a desalination process is defined as 
the ratio between the energy used to produce a unit of mass 
of drinking water and that required by a distillation system. 
For a solar-powered desalination system, energy efficiency 
is determined by the following equation [39]:

with mdist is the mass flow rate of the distillate (kg/s), Lv is 
the latent heat of vaporization (kJ/kg), Sabs is the surface the 
solar still’s absorber  (m2) and E is the global solar irradiation 
(W/m2). The energy efficiency of a HDH desalination system 
translates the efficiency in producing pure water.

The variation of energy efficiency during the cucurbit 
cultivation for the solar still and all the HDH system is 
presented in Table 1. The best efficiency was achieved on 
the hottest day May 1st for both systems and the lowest 
was achieved on the coldest day February 1st for the solar 
still. However, the lowest efficiency for the overall HDH 
system was achieved on March, 1st, which corresponds to 
the most unfavorable day in terms of humidity level. This 

� =
mdist ∗ Lv

Sabs ∗ E

Fig. 14  Hourly condenser pro-
ductivity for three defined days
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Table 1  Integrated system 
energy efficiency

Day January 1st (%) February 1st (%) March 1st (%) April 1st (%) May 1st (%)

Solar still efficiency 42.57 32.81 57.56 59.79 71.29
HDH efficiency 29.78 15.75 11.78 49.34 63.25
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shows that the solar still efficiency is strongly linked to the 
density of solar flux and that the HDH efficiency is also 
affected by the humidity level.

Conclusion

The main objective of this work is to study a novel inte-
grated saltwater greenhouse concept that provides the 
greenhouse microclimate and irrigation requirement in 
arid regions with saline groundwater. Findings show that 
the proposed system covers the humidity requirements of 
the greenhouse during all these typical days with a set 
point of 60% as the minimum air humidity level in the 
greenhouse. With the HDH system chosen dimension, the 
irrigation needs are satisfied for these days except for Feb-
ruary 1st for which the irrigation covering ratio is only 
70%.

However, it was noticed that extending the solar still 
surface permits covering the irrigation need at a level of 
100% even during February 1st. During the considered 
cultivation season of cucurbit, the irrigation production of 
the system covers more than 200% of the greenhouse water 
irrigation needs. As the proposed HDH is independent of 
the greenhouse, the produced fresh water during the inter-
seasonal can be stored as to serve the bad days. The water 
storage may reduce the dimension of the HDH subsystem 
while satisfying all the microclimate and irrigation needs 
of the greenhouse.

The current study can be further improved by imple-
menting temperature model regulation. In addition, opti-
mization efforts must be taken to improve the HDH sys-
tem especially when an inter-seasonal freshwater storage 
is considered. Later studies involving various locations 
and crop types can reveal the potential effectiveness of the 
suggested integrated greenhouse under various climates 
and world regions. Furthermore, the proposed system's 
functioning and installation cost need to be studied and 
optimized regarding the location region and the desired 
crops.
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Abstract
A heat storage tank (HST), described in this paper, may be applied to numerous systems used for thermal energy generation 
and storage. Working principle and heat-flow processes of the HST remain the same and are independent of the systems in 
which the HST is being used. This paper presents a thermal-flow analysis of a heat storage tank (HST) operating in an air 
compressor heat pump (ACHP) and a dry cooler (DC) combined cycle. The HST is operated under transient conditions for 
four different ACHP steady states. The HST was analysed using lumped capacitance method. The heating power of a single 
coil varied from 2.2 to 3.2 kW. 50% increase in mass flow rate of heating water in the coils increased the HST water mean 
temperature by 5.6 °C. A differential equation for the HST water temperature variation was solved analytically and it was 
presented with the use of dimensionless numbers. The presented solution is of a general form. An important parameter such 
as number of the coils may be varied easily. Additionally, a Mathcad computational program was proposed for the estimation 
of HST-ACHP-DC system thermodynamic and thermal-flow parameters. System dynamics was studied using MATLAB/
Simulink. An optimal operating parameters of the HST were found and are presented in the paper. The aforementioned 
parameters are as follows: mass flow rates of heating and cooling media in all three coils, mass flow rate of freshwater sup-
plying the HST, number of loops in coils and resulting heat transfer area, diameter of the loops of the coils, diameter of the 
coils, time after which water in the HST reaches a steady value, time period within which the HST may fulfil demand for 
central heating and domestic hot water (DHW) preparation without being charged simultaneously. The presented analytical 
model was validated based on the available data in the field literature and a high compliance was reached. For this purpose 
theoretical model results were compared to results of HST computational fluid dynamics (CFD) simulations. The temperature 
calculated using the presented model differed from the one obtained by the CFD analysis by 2.96 K.

Keywords Heat storage tank · Lumped capacitance method · Dimensionless numbers

List of symbols

Latin symbols
A

coil
  External surface of the coil,  m2

A
hst

  External surface of the HST,  m2

D
coil

  Diameter of a single whorl of the coil, m

D
int

  HST internal diameter, m
D

ext
  HST external diameter, m

dmean.coil  Mean diameter of the coil, m
di.coil  Internal diameter of the coil, m
de.coil  External diameter of the coil, m
h  Specific enthalpy, J/kg
h

coil
  Height of the coil, m

K
hst

  Overall heat transfer coefficient of the HST, 
W/m2K

k
coil

  Overall heat transfer coefficient of the coil
L

hst
  HST height, m

L
coil

  Length of the coil, m
ṁ11  Mass flow rate of the freshwater supplying 

the HST, kg/s
ṁ12  Mass flow rate of the heating medium in 

the  coil12, kg/s
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ṁ34  Mass flow rate of the heating medium in 
the  coil34, kg/s

ṁ56  Mass flow rate of the cooling medium in 
the  coil56, kg/s

M11  Mass of the water in the HST, kg
N  Number of the loops in the coil, –
Q̇0  HST heat losses to the surrounding, W
Q̇11  The heat flux which is directly harvested 

from the HST, W
Q̇12  Heat flux transferred via  coil12, W
Q̇34  Heat flux transferred via  coil34, W
Q̇56  Heat flux harvested from the HST via 

 coil56, W
Q̇

hst
  Resultant heat flux transferred to the HST, 

W
qcon  Specific thermal load of the condenser, J/kg
Rhst  Overall thermal resistance of the HST 

(water in the HST–HST wall air outside the 
HST),  m2K/W

s  Entropy, J/K
tcon  Condensation temperature, °C
tev  Evaporation temperature, °C
T1  Heating medium inlet temperature of the 

 coil12, °C
T2  Heating medium outlet temperature of the 

 coil12, °C
T3  Heating medium inlet temperature of the 

 coil34, °C
T4  Heating medium outlet temperature of the 

 coil34, °C
T5  Cooling medium inlet temperature of the 

 coil56, °C
T6  Cooling medium outlet temperature of the 

 coil56, °C
T9  Freshwater supply temperature, °C
T11 = Thst  Resultant HST water mean temperature, °C
wt  Specific theoretical work, J/kg

Greek symbols
�  Heat transfer coefficient, W/m2 K
�is  Thickness of the thermal insulation of the 

HST, m
�con  ACHP coefficient of performance, –
�  Time, s
�hst  Thermal conductivity of the wall of the 

HST, W/m K
�is  Thermal conductivity of thermal insulation, 

W/m K
�r  Thermal conductivity of coil, W/m K
�  Thermal conductivity, W/m Kf
�0  Characteristic time

Sub‑ and superscripts
*  Denotes for dimensionless variables
11 and w.hst  Correspond to the water in the HST
12  Corresponds to the heating coil 12
34  Corresponds to the heating coil 34
56  Corresponds to the cooling coil 56
i, int  Internal
i  Initial
e, ext  External
hst  Heat storage tank
crit  Critical
con  Condensation
ev  Evaporation, evaporator
red  Reduced
sat  Saturation
sh  Super heated
′  Liquid, inlet
″  Vapour, outlet

Highlights

• HST-ACHP-DC design and verification analysis is pre-
sented.

• The solution of time-dependent HST water temperature 
variation is of a general form.

• Optimal thermal-flow operating parameters of the HST 
coils are proposed.

• An increase in ṁair by 48% implies an increase in tem-
perature by 5.6 °C.

Introduction

This article studies the analytical and numerical analysis of 
a heat storage tank (HST). The HST is coupled with an air 
compressor heat pump (ACHP) and a dry cooler (DC). This 
study concentrates on a detailed analysis of the operating 
parameters of all components of the system, namely the 
HST, ACHP and DC. However, the HST is the main objec-
tive of the presented research. The ACHP and the DC oper-
ate as the HST heat supplier and consumer, respectively. The 
topic of the HST which is taken up within the paper is an 
important one as increasing the energy efficiency, by means 
of thermal energy storage, is a desirable effect. The HST 
operation was therefore studied in terms of the parametric 
analysis aiming at improving the heat transfer coefficient 
inside the coils and inside the HST. The HST with two coils 
was briefly analysed by Dolna [1]. This paper presents 



389International Journal of Energy and Environmental Engineering (2023) 14:387–403 

1 3

further development of HST mathematical model mentioned 
in [1]. The differential equation describing the HST water 
temperature variation over time is presented using dimen-
sionless numbers. The HST model assumes that one or two 
coils, depending on the case, are thermally charging the HST 
while an additional coil (second or third) operates as a heat 
sink. In the paper, the analysis of the dimensionless numbers 
is also included. The differential equation that describes the 
time-dependent HST water temperature variation was there-
fore presented in a form including the following dimension-
less numbers like Reynolds, Prandtl and Nusselt numbers. 
However, other dimensionless numbers, such as the Grashof 
and Rayleigh, were also calculated as they are of a substan-
tial importance in the studied problem. The Grashof number 
is a measure of the ratio of buoyancy forces to viscous forces 
acting on a fluid. Additionally, the Grashof number plays the 
same role in free convection as the Reynolds number plays 
in forced convection. The Rayleigh number is a product of 
the Grashof and the Prandtl numbers. As it is known, free 
convection is not restricted to laminar flow. With the 
increase in the value of the Rayleigh number, the transition 
from laminar to turbulent flow occurs. More detailed analy-
sis on dimensionless numbers regarding their values is pre-
sented further in the paper. The present paper demonstrates 
the HST unsteady operation under four distinct steady-state 
operating conditions of the ACHP. By these means, the HST 
operation dynamics at the varying heat loads was studied. 
All calculations of the HST-ACHP-DC system were carried 
out using Mathcad software. Moreover, the system dynamics 
was analysed using MATLAB/Simulink environment. The 
goal was also to couple the HST with the ACHP and DC. 
Accomplishment of the latter one has led to creating an 
author’s computational program allowing for a complex 
thermodynamic and heat-flow analysis of the HST-ACHP-
DC system. In work by Chang et al. [2], a single-tank ther-
mocline (STTC) thermal energy storage (TES) was analysed. 
Authors have proposed an advanced one-dimensional (1D) 
two- and one-phase (2D) analytical models of the STTC. 
The STTC was filled up with encapsulated phase change 
materials (PCM). MicroSol-R plant and STTC TES were 
studied empirically in PROMES laboratory. The laboratory 
bench and experimental data are also presented in paper [2]. 
Both analytical models were validated using the available 
empirical results provided by PROMS. Computational fluid 
dynamics (CFD) analysis of the studied system was also 
carried out. Authors of [2] have stated that the results 
obtained on the way of 1D-2P analytical model considera-
tions were more exact than CFD results when compared with 
empirical data. Authors of [2] have introduced dimension-
less discharging time and discharging efficiency among oth-
ers. A multi-parametric optimisation design procedure was 
proposed as well as numerous cases were studied. Authors 
of [2] have also introduced a critical value of Peclet number 

at which the final discharging efficiency increases in a line 
with the output power of the STTC. In the work by Xu et al. 
[3], 1D analytical model of a thermocline storage tank 
(TCST) was presented. The fluid-flow TCST did not contain 
any heating nor cooling coils. The hot water inlet was local-
ised at the top of the TCST while the cold water outlet was 
placed at the bottom of the tank. The analytical model pre-
sented in [3] captured the temperature variation over time, 
and the TCST height as transient 1D energy equation was 
employed. In the paper by Zachár [4], transient heat transfer 
process as well as temperature distribution in a hot water 
storage tank was analysed theoretically, among others. 
Author of [4] has solved the aforementioned problem by 
applying a coupled system of a first-order partial and a first-
order ordinary differential equation (PDE-ODE). Based on 
the developed analytical solutions, a temperature distribution 
within the water in the hot storage tank may be obtained. It 
is commonly known that the HST operates at high thermal 
energy storage efficiency whenever a thermal stratification 
within the liquid is obtained. The formation of the thermo-
cline closely depends on such geometric and flow parameters 
of the HST as its shape, inlet, hydrodynamics and the char-
acteristics of the liquid mixing in the tank [5, 6]. The mixing 
of liquids occurs due to high-temperature gradients and the 
buoyancy force acting [7]. Additionally, in many fluid-flow 
HSTs, the water movement results from charging and dis-
charging processes which is obvious. In the work by Li et al. 
[6], the Authors concentrate on the HST integrated with the 
solar installation and they focus on the HST optimisation 
due to the influence of its external geometry on a thermal 
stratification in the heated water and on the heat capacity of 
the tank. It is obvious that the HST, working as a specific 
heat storing unit, ought to be sensitive and of a proper 
dynamics in response to the time-dependent solar irradiance. 
The HSTs studied by Li et al. [6] were of a classical internal 
geometry; namely, one coil was localised at the bottom of 
the HST. However, general geometry of studied HSTs dif-
fered much due to spherical, cylindrical or circular truncated 
cone shape of the tank. According to the content of the work 
by Li et al. [6], the tank geometry has a significant impact 
on the increase in thermal energy storing efficiency of the 
HST. In paper [6], the authors have concentrated on the HST 
optimisation as well as influence of geometry on a thermal 
stratification in the heated water and on the heat storage 
capacity. Smusz et al. in paper [8] analyse a coil-type heat 
exchanger performance in terms of Dean dimensionless 
number and corresponding Reynolds critical value. They 
conclude that the heat transfer phenomenon can be intensi-
fied in the coil-type heat exchangers by means of inertial and 
centripetal forces and the viscous forces in the liquid which 
lead to emergence of reversed flow [8]. The reversed flow is 
perpendicular to the main flow direction and it can be intui-
tively concluded that the heat transfer would be intensified. 
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Nowadays, a rapid increase in the interest of the use of PCM 
in the thermal energy storage units can be noticed [9–11]. 
However, the efficient operation of a system containing the 
PCM strongly depends on the characteristics of a charg-
ing–discharging process dynamics which need to be well 
known [9]. As it is emphasised in paper by Okten et al. [12], 
HSTs are widely used in various industries as they improve 
thermal energy generation, storage and utilisation efficiency. 
As it is mentioned in [5, 6, 13], the value of the Richardson 
number in the HST water thermal stratification description 
is of a significant importance. Its low value denotes for a 
complete mixing of the liquid masses of diverse tempera-
tures. Consequently, its high value implies a thermal strati-
fication of the liquid which is a desirable phenomenon 
according to the HST operation efficiency [14, 15]. In paper 
by Koçak et al. [16], it was reported that a perfect stratifica-
tion in the HST which was used in a solar collectors system 
has led to the growth in thermal energy generated by 38% 
compared to the case of a fully mixed water in the HST. It is 
stated in the papers [17–19] that when the ratio H/D (HST 
height, H, to its diameter, D) reaches 4 then further increase 
in this value does not imply any significant thermal effi-
ciency improvement. Furthermore, Lavan et al. [20] indi-
cated that a HST, which fulfils the condition presented 
through the ratio H/D ϵ〈3, 4〉, is a reasonable compromise 
between its efficiency and its cost. Castell et al. [5] have 
presented a relation allowing for estimation of the HSTdis-
charging efficiency. The aforementioned efficiency was 
defined as a ratio of a useful thermal energy, accumulated 
over time, which can be extracted from the HST, to a total 
amount of a recoverable thermal energy [5, 21, 22]. This 
relation allows for an evaluation of the thermal stratification 
in the HST during a discharging process. As it is mentioned 
in paper by Fertahi et al. [23], a sensible thermal storage 
based on the stratified heat storage tank is characterised by 
technically simplicity which stays in line with low invest-
ment and maintenance costs. Therefore, as it is aforemen-
tioned, many researchers still concentrate on improving the 
HST operation parameters such as the proper thermal strati-
fication or a charging/discharging efficiency, different con-
figurations of insulation and other [23]. In the paper by 
Kurşun [24] an important numerical work on the influence 
of the HST insulation was carried out. Author of [24] has 
stated that significant improvement of the thermal stratifica-
tion was reached for low values of the HST aspect ratio, 
bottom-to-top insulation diameter ratio and bottom-to-top 
insulation thickness, with negligible decrease in exergy effi-
ciency as against the HST with a conventional insulation.

The novelty of the presented article is a new simple HST 
analytical model which enables estimation of the HST water 
mean temperature variation over time, among others. The 
model proposed can be used in engineering practice and is 
of a general character. Hereafter, it can be used to analyse 

similar technical problems (i.e. coil-type heat exchangers). 
The model based on which a computational program was 
prepared allows for a complex heat-flow and thermodynamic 
analysis of a system containing HST, ACHP and DC. There-
fore, the program captures, i.e. the HST response (i.e. water 
temperature variation, variation of the heat transfer area of 
the coils, etc.) to the variation of the air mass flow rate in the 
ACHP primary cycle. The program can be used for design 
and verification calculations.

Methodology

Theoretical analysis

Within this paragraph, the definition of an investigated prob-
lem and simple analytical considerations are presented. As 
it is commonly known, the left-hand Linde cycle is realised 
in a compressor heat pump. Therefore, the ACHP cycle was 
modelled based on a known procedure. All needed calcula-
tions were carried out using the Mathcad environment. The 
Mathcad CoolProp library was used to estimate working 
fluid thermophysical properties (i.e. thermal conductivity, 
density, kinematic and dynamic viscosity, specific heat). 
HST and ambient air served as high- and low-ACHP-heat 
sources, respectively. Original computational program has 
been prepared that coupled all subcomponents of the HST-
ACHP-HST system. Heat-flow and thermodynamic analysis 
of the studied system was carried out using the original com-
putational program. This program enables thermodynamic 
analysis of the ACHP. Additionally, heat-flow analysis of 
the HST and DC can be carried out. Moreover, this program 
couples all mentioned devices in a way providing automatic 
recalculation of all of the resultant parameters of the whole 
system after applying new input data (i.e. change in mass 
flow rate of air at the ACHP low-heat source side results in 
change of the heat transfer area of the heating coils, etc.).

Boundary conditions

In the analytical model, it was assumed that the ambient 
temperature equals to 25 °C. This temperature value was 
applied to reflect conditions of a planned HST-ACHP-DC 
system laboratory bench. The temperature at which the evap-
oration proceeded was 15 °C lower than the ambient temper-
ature [25]. Condensation temperature was equal to 43 °C or 
60 °C. Both cases were compared, and further analysis was 
carried out for the latter one. The present analysis is about 
estimating the optimal parameters of the ACHP which sup-
plied thermally the HST. The aim was to provide the most 
appropriate heat source to supply the HST. Regarding this 
fact, higher condensation temperature was used for further 
analysis. R32 working fluid critical temperature and pressure 
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are as follows: Tcrit = 78.11 °C and Pcrit = 57.8 bars. There-
fore, assuming the condensation temperature and pressure at 
the level of 60 °C and 39.33 bar, respectively, is appropriate. 
It was assumed that the refrigerant vapour is being super-
heated by 5 °C at the compressor suction side. The work-
ing fluid condensate was also subcooled by 5 °C upstream 
of the throttle valve. The presented computational program 
allows for the temperature and pressure variation according 
to users’ needs. Additionally, the air mass flow rate of the 
primary cycle of the ACHP may be set to the designated 
value. This results in change of the R32 and condenser cool-
ing water mass flow rates. The studied HST contains two 
 (coil12,  coil56) or three  (coil12,  coil34,  coil56) coils. In the 
HST with three coils, two of them are heating ones  (coil12 
and  coil34) while  coil56 is a cooling one. Both heating coils 
are coupled with ACHP which operates as the HST heat 
supplier.  Coil56 is coupled with DC to provide a heat intake 
from the HST. The following temperature boundary condi-
tions were applied to the HST (see Fig. 4): T1 = 66.64 °C, 
T2 = 30 °C, T3 = 66.64 °C, T4 = 30 °C, T5 = 30 °C, T6 = 50 °C, 
T9 = 15 °C, Ti = 15 °C. Temperatures T1 and T2 were obtained 
based on the ACHP cycle thermodynamic analysis. Their 
values are the same as  t4″ water temperature (see Fig. 3). It 
was assumed that the heating water is cooled down in the 
heating coils to 30 °C (T2 and T4). Temperatures T2 and T4 
were also estimated based on the ACHP cycle analysis. The 
cooling coil outlet temperature was assumed to be 50 °C to 
provide DHW preparation in real conditions. The analytical 
model which is presented in the paper is a preliminary study 

for further experimental work. Therefore, parameters values 
applied ought to reflect both laboratory and real conditions 
in which the HST would operate. Hence, the inlet tempera-
ture of the cooling coil was set to 30 °C. Mass flow rate of 
the freshwater ṁ11 supplying the HST varied from 0.06 to 
0.135 kg/s (see Table 7, Fig. 4). Mass flow rate of the cool-
ing water in  coil56 was constant and equal to 0.024 kg/s. 
Mass flow rates ṁ12 , ṁ34 , ṁR32 and ṁair also varied depend-
ing on the case applied (see Table 3).

HST‑ACHP‑DC combined cycle

HST-ACHP-DC combined cycle presented within Fig. 1 
reflects a planned laboratory bench. The purpose of the 
current studies was to investigate it theoretically. In this 
paragraph, the heat pump cycle calculations were presented 
intentionally, for the sake of formalities, even though they 
are of a fundamental character, just to ensure that the whole 
analysis was performed based on the right theoretical 
foundations.

Figure 1 presents the system which was analysed. Starting 
from the ACHP evaporator outlet (point 1 in Fig. 2), on the 
R32 side, one can compute a saturation pressure at a given 
evaporation temperature,tev = 10 ◦C when the quality, x = 1. 
The extensive working fluid parameters, such as enthalpy 
and entropy, were also obtained at the same conditions.

In Fig. 2, the ACHP cycle is presented in the P–h dia-
gram. The figure was obtained using Python and a Cool-
Prop module. The set of formulas presented in Table 1, Eqs. 

Fig. 1  Scheme of the system which was studied analytically
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(2)–(3) and Eqs. (6)–(8) reveal a method of calculating an 
extensive and intensive parameters of the R32 working fluid. 
Evaporation temperature was assumed to be 15 °C lower 
than the ambient temperature [25]. Therefore, evaporation 
occurred in tev = 10 °C. Values of evaporation pressure, 
enthalpy and entropy in point 1 of the Linde cycle (Fig. 2) 
are presented in Table 1. At the compressor suction (point 1′ 
in Fig. 2) side, the working fluid is superheated by tsh = 5 °C. 
At the compressor discharging side (point 2 in Fig. 2), the 
enthalpy for an isentropic compression ( h2_is ) was calculated 
first. The temperature in point 2 could be obtained based 
on estimated h2_is and known condensation pressure Pcon . 
The CoolProp procedure was used to calculate discussed 
temperature. However, as the non-isentropic compression 
was assumed, the estimated temperature at point 2 was set 
to be 10 °C higher than the temperature at which h2_is was 
computed. Consequently, the real temperature has reached 
the value of t2 = 111 °C.

Based on the computed enthalpy values, an isentropic 
efficiency was calculated according to the definition [26]

The computed value of the isentropic efficiency was 
around 0.79 which corresponds well with the real operating 
conditions [26]. It was assumed that temperature at the com-
pressor discharging side was approximately equal to 111 °C. 
This result is based on the calculated temperature at point 2 
with Pcon pressure and assuming an isentropic compression. 
This temperature was calculated using CoolProp for given 
enthalpy h2_is and condensation pressure Pcon . The resultant 
value was simply increased by 10 °C which makes that the 
final value is 111 °C. Usually, the isentropic efficiency is 
assumed and the temperature at the compressor discharging 
side is a resulting one.

(1)�
is
=

h
2_is

− h
1�

h
2
− h

1�

where x = 0.

(2)h3(tcon, x) = 3.2 ⋅ 105 [J/kg]

(3)s3(tcon, x) = 1.4 ⋅ 103 [J/(kg K)]

Fig. 2  Pictorial view of the ACHP cycle presented in P–h diagram for 
R32

Fig. 3  Temperature variation of the water and R32 along the con-
denser length; Pcon (R32) = 39.33 [bar], tcon (R32) = 60 [°C]

Fig. 4  Geometry of the studied HST
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The counter flow condenser was divided into three zones 
(see Fig. 3). In the first one, the superheated R32 vapour was 
cooled down from the temperature t2 to tcon . In the second 
zone, the condensation process occurred while in the third 
one the condensate was cooled down from the temperature 
tcon to t4 . The specific thermal load of the condenser was 
therefore estimated as:

Finally, the coefficient of performance (COP), 
�con =

h2−h4

h2−h1�

= 4.2 was obtained. The calculated value of the 
COP stays in line with the COP of the ACHP (KAISAI 
KHC-10RY1) [27] which was bought for further empirical 
investigations.

Figure 3 presents the temperature profiles of the con-
denser cooling water and R32 working medium along the 
condenser length. The zone numbering starts from the side 
of the hot R32 vapour inflow (1st zone). At the end of the 
first zone, there was assumed a minimal temperature differ-
ence Δt = 5 ◦C . Temperature value of the heated water at the 
inlet t3′ of the condenser was equal to 30 °C.

Working fluid enthalpy in point 2′ (in Fig. 3) was, there-
fore, calculated using the CoolProp at a given temperature 
and quality (Eq. 9).

Equation (10) allows for the calculation of the outlet tem-
perature of the water heated in the condenser

(4)wt = h2 − h1�

(5)qcon = h2 − h4

(6)P4 = Psat(tcon) [bar]

(7)h4(t4, P4) = 3.08 ⋅ 105 [J/kg]

(8)s4(t4, P4) = 1.35 ⋅ 103 [J/(kg K)]

(9)h2�(tcon, x = 1) = 4.97 ⋅ 105 [J/kg]

(10)h4�� = (h2 − h2�) ⋅ mred + h4�

which equals 66.64 ◦C . The water temperature at the end of 
the second zone t3′′ was calculated in the same way.

where mred =
ṁR32

ṁw

 and h3, h4 apply to the R32 working fluid 
(Figs. 2, 3) and h3′′ , h3′ , t3′′ refer to the heated water (Fig. 3).

The estimation of an appropriate mass flow rate of the 
R32 working fluid and the water in the secondary ACHP 
cycle was carried out based on Eqs. (14) and (20), respec-
tively. The air mass flow rate in the primary ACHP cycle 
was an input value that varied by 0.025 kg/s from 0.06 
to 0.135 kg/s. This enabled estimation ACHP operating 
parameters at four separate steady states. These parameters, 
namely the heating water mass flow rate and the tempera-
ture, were used as input data in the HST analysis.

Assumption of an ideal thermal energy transfer through 
the evaporator has led to derivation of the equation defining 
the R32 working fluid mass flow rate:

The mass flow rate of the cooling water in the condenser 
was estimated from the following relationship:

where int denotes an internal ACHP cycle and ext corre-
sponds to the primary or secondary cycle.

(11)t
4�� =

h
4��

Cpw

(12)h3�� = (h3 − h4) ⋅ mred + h3�

(13)t3�� =
h3��

Cpw

(14)ṁR32 =
ṁair ⋅ (hev.air� − hev.air��)

h1 − h5

(15)
Q̇con_ext

Q̇ev_ext

=
Q̇con_int

Q̇ev_int

(16)Q̇con_ext = ṁw ⋅

(

h4�� − h3�

)

(17)Q̇ev_ext = ṁair ⋅

(

hev.air� − hev.air��

)

Table 1  Parameters of the cycle 
in points 1, 1′ and 2 (Fig. 2)

Where x = 1 is the quality; P
sat
(t

ev
) R 32 saturation pressure at t

ev
 temperature; h

1
 enthalpy calculated at 

evaporation conditions, J/kg; and s
1
 entropy calculated at evaporation conditions

Point 1 Point 1′ Point 2

P [bar] Psat(tev) = 11.07 P1� = P1 P2 = Pcon

h [J/kg] h1(tev, x) = 5.2 ⋅ 105
h1�(t1�, P1) = 5.23 ⋅ 105

h2(t2, Pcon) = 5.9 ⋅ 105

s [J/(kg K)] s1(tev, x) = 2.1 ⋅ 103
s1�(t1�, P1) = 2.14 ⋅ 103

s2(h2, Pcon) = 2.18 ⋅ 103

t [◦C] t1 = 10 t1� = t1 + tsh t2 = 111
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By substituting Eqs. (16)–(19) to (15) one may determine 
the water mass flow rate depending on the air and R32 mass 
flow rates and the enthalpies of these fluids at relevant points 
of the cycle,

Mathematical model description of the HST

Internal geometry of the HST is presented schematically in 
Fig. 4. In this paper, the authors concentrate on a detailed 
analysis of the HST internal geometry as well as its operat-
ing parameters and dynamics at varying thermal loads. The 
heat-flow and the geometrical parameters have been analysed 
precisely. It has led to the estimation of the optimal oper-
ating conditions. The following parameters were analysed 
among others: coil length, number of the loops in a single 
coil, height of the coil, heat transfer area of the coil, heat 
fluxes transferred through the coils, heat transfer coefficient 
at the heating water side, mass flow rate of the freshwater 
supplying the HST, air mass flow rate in the ACHP primary 
cycle and diameter of a single loop of the coil (Tables 5, 6, 
7, 8). Two modes of the HST operation were studied, namely 
continuous and intermittent. Intermittent operation mode of 
the HST reposed on alternating charging and discharging 
process occurrence. The main aim was to examine the ability 
of the HST to fulfil demand for heat for central heating and 
DHW preparation in a case of not being charged thermally. 
This paragraph presents the balance equations based on 
which the HST analysis was carried out. External geometry 
of the HST is presented in [1] and in Table 2. The internal 
geometry of the HST varies in terms of the number of loops 
in the coils. As the HST total volume remains constant, vari-
ation in the number of loops in the coils results in variation 
in the volume of water inside the tank.

The radius of a single whorl of the coil,Dcoil , was assumed 
to vary from 0.2 to 0.3 m, while the internal diameter of 

(18)Q̇con_int = ṁR32 ⋅ (h2 − h4)

(19)Q̇ev_int = ṁR32 ⋅ (h1 − h5)

(20)ṁw =
ṁair ⋅ (hev.air� − hev.air��) ⋅ (h2 − h4)

(h4�� − h3�) ⋅ (h1 − h5)

all of the coils was 0.015 m and the pipe thickness was 
�coil = 0.0015 m.

where Q̇hst is the overall heat flux transferred to the HST, 
kW.

where Mhst is the mass of the water in the HST, kg.
The presented HST-ACHP-DC system is described math-

ematically using lumped parameters model and its energy 
balance is described through Eq. (21). As it is known, the 
essence of the lumped parameters model is that the tem-
perature is spatially uniform at any time during the unsteady 
process. The heat fluxes Q̇12 and Q̇34 correspond to the heat-
ing coils denoted as  coil12 and  coil34, respectively. The heat 
source, for two coils 12 and 34 is the ACHP. Therefore, 
further in the paper, there are listed considerations on the 
influence of the ACHP varying heating power on the HST 
operation. The heat flux Q̇56 refers to the cooling  coil56. The 
DC is cooling receiver for the HST. The fresh cold water 
supply, into the fluid-flow HST, at the temperature lower 
than the mean HST liquid temperature influences the energy 
balance of the HST. Therefore, supplying the tank with cold 
water is regarded as the HST heat loss Q̇11 . The last term in 
the balance equation Q̇0 denotes the heat losses from the 
HST to its surrounding.

Overall heat transfer coefficient of the coil is calculated 
as follows:

Total thermal resistance Rcoil,ij_hst is defined as

where i = 1, 3, 5 and j = 2, 4, 6.

(21)Q̇hst = Q̇12 + Q̇34 − Q̇56 − Q̇11 − Q̇0

(22)Q̇hst = Mhst ⋅ Cp11 ⋅
dT11

d𝜏

(23)Q̇12 = ṁ12 ⋅ Cp12 ⋅ (T1 − T2) = A12 ⋅ K12 ⋅ ΔTlog,12

(24)Q̇34 = ṁ34 ⋅ Cp34 ⋅ (T3 − T4) = A34 ⋅ K34 ⋅ ΔTlog,34

(25)Q̇56 = ṁ56 ⋅ Cp56 ⋅ (T6 − T5) = A56 ⋅ K56 ⋅ ΔTlog,56

(26)Q̇11 = ṁ11 ⋅ Cp11 ⋅ (T11 − T9)

(27)Q̇0 = Khst ⋅ Ahst ⋅ (T11 − T0)

(28)Kij =
1

Rcoil,ij_hst

(29)Rcoil,ij_hst =
1

�c_ij

+
dmean.coil

�r

+
1

�11

Table 2  Geometrical parameters of the HST taken from the project 
assumptions [1]

Height, Lhst [m] External diameter, Dext 
[m]

Internal diameter, Dint 
[m]

1.6 0.4064 0.4004
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Overall heat transfer coefficient calculated for the HST in 
terms of the total thermal resistance to heat transfer between 
the water in the HST and its surrounding air was calculated 
using Eqs. (34) and (35):

Total thermal Rhst is presented through a following 
formula:

(30)Nu = 0.023 ⋅ Re0.8
⋅

0.4

Pr

(31)� = Nu ⋅

�

di.coil

(32)�c = 1 + 3.54 ⋅

di.coil

Dcoil

(33)�c_ij = � ⋅ �c

(34)Khst =
1

Rhst

The heat transfer coefficient � at the heating water side 
in all three coils was computed using the classical Dit-
tus–Boelter correlation for Nusselt number for turbulent 
flow (Eq. 30). Additionally, a correction coefficient (Eq. 32) 
taking into account the coil shape was applied to provide 
the most accurate heat transfer coefficient value. Finally the 
heat transfer coefficient of the medium inside the coils was 
calculated using Eq. (33).

Equations (22)–(27) can be substituted into Eq. (21) and 
then, the resulting equation can be solved for temperature 
T11. The time and the temperature were introduced in a 
dimensionless form defined as �∗ = �

�0

 , T∗ =
T

T0−Ti

 respec-
tively. Hence, physical dimensional Eq.  (21) was trans-
formed into a non-dimensional mathematical equation which 
was solved. Appearance of the dimensionless numbers 
results from the transformation the physical equation into 
mathematical (Eq. 36):

where

(35)Rhst =
1

�air

+

ln
(

Dext

Dint

)

2 ⋅ � ⋅ �hst

+

ln
(

Dext+2⋅�is

Dext

)

2 ⋅ � ⋅ �is

+
1

�11

(36)
dT∗

11

d�∗
= A∗ + B∗ − C∗ − D∗ − E∗

The solution of the differential Eq. (36) was found ana-
lytically and is expressed by formula (37):

where
M11 = Mhst is the total mass of the water in the HST, kg

Equations (21) and (36) describe the energy balance for 
the HST containing three coils, two heating and one cooling. 
The energy balance for the HST with two coils assumes that 
one heating coil is removed (in this case it is  coil34) and it 
takes the form as follows:

and

A∗ = Re12 ⋅ Pr
12
⋅

� ⋅ di.coil ⋅ �12

4 ⋅ M11 ⋅ Cp11

⋅

(

T∗

1
− T∗

2

)

⋅ �0

B∗ = Re34 ⋅ Pr
34
⋅

� ⋅ di.coil ⋅ �34

4 ⋅ M11 ⋅ Cp11

⋅

(

T∗

3
− T∗

4

)

⋅ �0

C∗ = Re56 ⋅ Pr
56
⋅

� ⋅ di.coil ⋅ �56

4 ⋅ M11 ⋅ Cp11

⋅

(

T∗

6
− T∗

5

)

⋅ �0

D∗ = Re119 ⋅ Pr
119

⋅

� ⋅ di.pipe ⋅ �119

4 ⋅ M11 ⋅ Cp11

⋅

(

T∗

11
− T∗

9

)

⋅ �0

E∗ =

(

Lhst

�11

Nu11

+
ln
(

Dext

Dint

)

2⋅�⋅�hst

+

Lhst

�air

Nuair

)−1

⋅ Ahst ⋅
�11

�11

M11 ⋅ Pr11

⋅

(

T∗

11
− T∗

0

)

⋅ �0

(37)T∗

11
=

{(

D + G ⋅ T∗
0
⋅ �0 + H ⋅ T∗

9
⋅ �0 + T∗

i
⋅ �0 ⋅ (−H − G)

)

⋅ e�
∗
⋅�0⋅(−H−G)

}

− D − �0 ⋅

(

G ⋅ T∗
0
+ H ⋅ T∗

9

)

�0 ⋅ (−H − G)

H = Re119 ⋅ Pr
119

⋅

� ⋅ di.pipe ⋅ �119

4 ⋅ M11 ⋅ Cp11

G =

(

Lhst

�11

Nu11

+
ln
(

Dext

Dint

)

2⋅�⋅�hst

+

Lhst

�air

Nuair

)−1

⋅ Ahst ⋅
�11

�11

M11 ⋅ Pr11

D = A∗ + B∗ − C∗

(38)Q̇hst = Q̇12 − Q̇56 − Q̇11 − Q̇0

(39)
dT∗

11

d�∗
= A∗ − C∗ − D∗ − E∗
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Shifting between two HST models, namely the first one 
with three coils and the second one with two coils, can be 
performed easily in the equations presented above. The 
variable D contains the terms corresponding to each heat-
ing and cooling coil. Therefore, the coil number may be 
arbitrarily varied. The only limiting condition is the HST 
height. Therefore, Eq. (37) can also be used for HST water 
temperature estimation in the case of the HST with two 
coils. In such case, the variable D should be replaced with 
D2_coils = A∗ − C∗.

In this place, it is worth mentioning dimensionless num-
bers which play a meaningful role in HST operation analy-
sis, namely the Grashof and Rayleigh numbers. They were 
calculated for the water inside the studied HST.

where ΔT , °C, stands for the temperature difference between 
the water and the wall of the heating coil. In this case, 
Grw.hst = 5.51 ⋅ 109 . The value of the Grashof number Grw.hst 
indicates that the buoyancy force dominates the viscous 
forces. Additionally, the value of the following ratio, Grw.hst

Rew.hst

 , 
implies that in the HST occurs a free convection as this ratio 
value is 3.1 ⋅ 104 . Moreover, the calculated Rayleigh number, 
defined as Raw.hst = Grw.hst ⋅ Prw.hst , reached the value of 
2.34 ⋅ 1010 . If the Rayleigh number is lower than  108, the 
flow is laminar. However, when the Rayleigh number value 
exceeds  1010, the flow is turbulent [7]. Therefore, the Ray-
leigh number value implies that within the investigated HST 
the water movement is of a turbulent character.

Equation (41) represents a correlation for the Nusselt 
number for a shell–tube heat exchanger which was found 
to be the most suitable for the HST with the internal coils. 
At the beginning of the correlation Eq. (41), there stands 
a correction coefficient which equals 0.6. This coefficient 
accounts for the leakage and a non-perpendicular water 
inflow to the coils external surface.

Therefore, the heat transfer coefficient at the HST internal 
water side was calculated using formula (42).

Validation of the analytical model

The validation of the HST analytical model was carried out 
based on the data made available by Li et al. [6]. The pre-
sented model of the HST is based on the lumped capacitance 

(40)Grw.hst =
g ⋅ L3

hst
⋅ �w.hst

�w.hst

⋅ �w.hst ⋅ ΔT

(41)Nuw.hst = 0.6 ⋅ 0.33 ⋅ Re0.6
w.hst

0.33

Pr
w.hst

(42)�w.hst = Nuw.hst ⋅
�w.hst

de.coil

method approach, as already mentioned, that essentially 
comes down to the assumption that the temperature is spa-
tially uniform in the whole computational domain. The work 
by Li et al. [6] presents the CFD analysis assuming that the 
water velocity through the HST during its charging is set 
at 0 m/s. Additionally, the HST heating coil velocity inlet 
boundary condition was set in the commercial computational 
software. Hence, the heating medium (ethylene glycol) 
velocity was equal to 0.45 m/s. The geometrical and fluid-
flow conditions of the CFD analysis presented in [6] were 
also used for the present HST analytical model validation. 
This refers to the height and diameter of the HST as well 
as to the coil and the heating medium mass flow rates. The 
validation of the present model was carried out for the case 
No 1 described in [6]. The reference results for the cylindri-
cal HST are presented in Fig. 6b in [6]. For the purpose of 
the validation, in the present model it was assumed that there 
is no fluid flow through the HST and that it is heated by one 
coil. Regarding that only inlet temperature of the heating 
medium (ethylene glycol) is known, and that there is no fluid 
flow through the HST, the balance Eq. (21) simplifies to

where Q̇12 = ṁ12 ⋅ Cp12 ⋅ (T12 − T11) . In this particular case, 
all parameters indexed with 12 correspond to the ethylene 
glycol. The terms Q̇hst and Q̇0 are defined by Eqs. (22) and 
(27), respectively. Taking this into account, Eq. (43) may 
be rewritten as

Therefore, T11 depends on time while T12 depends on the 
coil length. T12 is a mean temperature of the ethylene glycol 
at x length of the coil.

On the other hand, Q̇12 can be presented as

where Ocoil.12 is the circumference of  coil12, m; T12 is a 
temperature of the ethylene glycol at the x length of the coil, 
K; and K12_e is the overall heat transfer coefficient calculated 
for the heating coil with ethylene glycol.By solving Eq. (45) 
for T12 at x = 0, T12 = T1 boundary conditions applied, one 
obtains:

where A =
kcoil.12⋅Ocoil.12

ṁ12⋅Cp12

.
By substituting Eqs. (44)–(46) and after solving the dif-

ferential equation, one can obtain a solution allowing for 
computing temperature variation of the water in the HST, 
namely T11 , over time.

(43)Q̇hst = Q̇12 − Q̇0

(44)
Mhst ⋅ Cp11 ⋅

dT11

d𝜏
= ṁ12 ⋅ Cp12 ⋅ (T12 − T11) − Khst ⋅ Ahst ⋅ (T11 − T0)

(45)ṁ12 ⋅ Cp12 ⋅ dT12 = K12_e ⋅ Ocoil.12 ⋅ (T12 − T11) ⋅ dx

(46)T12 − T11 = (T1 − T11) ⋅ eA⋅x
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where B =
ṁ12⋅Cp12

M11⋅Cp11

 , W =
Khst⋅Ahst

M11⋅Cp11

 and x is the length of the 
coil, m.

The temperature computed using formula (47) for the 
second hour of the HST operation time reached the value 
of 316.96 K. It was compared with the temperature value 
shown in Fig. 6b in [6] in which the layout of the isothermal 
surfaces in a longitudinal section of the cylindrical HST is 
depicted. The results differ by only 2.96 K which is consid-
ered satisfactory accordance between the values.

Results and discussion

The dynamics of the HST-ACHP-FC system was carried 
out using the MATLAB/Simulink. As it is presented in 
Fig. 5, the HST operated under transient conditions while 

(47)
T11 =

{

e�⋅(−B⋅eA⋅x−W)
⋅

[

B ⋅ T1 ⋅ eA⋅x + W ⋅ T0 + Ti ⋅

(

−B ⋅ eA⋅x − W
)]

}

− B ⋅ T1 ⋅ eA⋅x − W ⋅ T0

−B ⋅ eA⋅x − W

the ACHP worked at four subsequent steady states (Table 3). 
The heating coils  coil12 and  coil34 were provided the same 
heating power as the mass flow rates ṁ12 and ṁ34 were set to 
be equal at a constant temperature difference at the inlets and 
outlets of both coils. In this way, the influence of the ACHP 
heating power variation on the HST operation was studied. 
The following analysis was conducted for the Dcoil equal to 
0.2 m and 0.3 m.

The increase in the mass flow rate of the air in the pri-
mary ACHP cycle has obviously resulted in T_hst tempera-
ture increase (see Fig. 5). By comparing cases 1 and 4, one 
may conclude that the increase of ṁair = 0.63 kg/s by about 
48% leads to increase in T_hst by 5.6 °C, in ṁ12 and ṁR32 by 
50% and 53%, respectively. When two previously mentioned 
cases are compared, it is rather clear that the difference in 
T_hst temperature at the level of 5.6 °C leads to the growth 

Fig. 5  HST water temperature  (T_hst) variation over time at four 
ACHP steady states for constant values of ṁ

11
 = 0.085  kg/s and 

ṁ
56

 = 0.024 kg/s; for each case, the following conditions are fulfilled: 
ṁ

w
= ṁ

12
+ ṁ

34
 and ṁ

12
= ṁ

34
, D

coil
= 0.2 m ; values of the mass 

flow rates are presented in Table 3

Table 3  Values of the mass flow rates corresponding to all studied 
cases

Case 1 Case 2 Case 3 Case 4

ṁ12[kg/s] 0.014 0.017 0.019 0.021
ṁair[kg/s] 0.63 0.73 0.83 0.93
ṁR32[kg/s] 0.015 0.018 0.02 0.023

Fig. 6  Time-dependent HST water temperature (Thst) variation at four 
ACHP steady states; D

coil
 = 0.2 m

Table 4  An increase in T_hst temperature as an answer to the per-
centage growth in ṁ

12
 , ṁ

34
 mass flow rates for all studied cases

Case ṁ12, ṁ34, kg/s T_hst, °C

1 versus 2 ↑ 21.4% ↑ 2.1

2 versus 3 ↑ 11.8% ↑ 1.8

3 versus 4 ↑ 10.5% ↑ 1.7
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of the stored thermal energy by 4.45 MJ in the case 4 against 
the case 1. Therefore, by comparing the electric power used 
to supply the circulation pumps to the benefit of the thermal 
energy storage one may decide whether it is worthy or not. In 
the current paper, the presented system was not investigated 
regarding its economics.

Each of the cases, 1, 2, 3 and 4, depicted in Figs. 5 and 
6 is of different HST thermal and geometrical parameters 
which are listed in Table 5. Equality of ṁ12 and ṁ34 causes 
that all parameters presented in Table 5 are also the same for 
both heating coils. In the paper, design HST calculations are 
disclosed; therefore, the coil geometrical parameters differ in 
all cases, which are presented through Table 5. By compar-
ing all instances, it can be noticed that the highest growth 
in both temperature T_hst and ṁ12 , ṁ34 mass flow rates was 
detected for case 1 and 2 (see Table 4). The 21.4% increase 
in the mass flow rates has led to increase in the HST water 
temperature by 2.1 °C.

As it is presented in Table 4, the overall growth in ṁ12 
and ṁ34 mass flow rates by 50% has resulted in the HST 
water mean temperature increase by 5.6 °C. At this point, it 
is to be considered whether the growth in the temperature 
is worth the growth of demand for electrical energy of the 
circulating pump.

Within Table 5, design analysis results of the HST heating 
coils are presented.

Extended calculations were carried out for the geometri-
cal parameters which were previously estimated for four 
studied cases based on design analysis. In design calcula-
tions, the geometrical parameters values were derived. In 
extended calculations, the values of the geometrical param-
eters were input data.

Based on the aforementioned, the geometrical parameters 
such as the heat transfer surface area of the heating coils 
Acoil12,34 the length of the coils Lcoil12,34 and their height take 
now constant values which are case-dependent. Extended 
calculations were carried out for geometrical parameters 
presented in Table 5. It is obvious that the growth in the air 
mass flow rate at the ACHP low-heat source side implies the 
growth in the heat flux transferred through the HST heating 
coils. For the purpose of extended calculations, each of four 
cases can be chosen. Keeping constant geometrical param-
eters and varying heating medium mass flow rate, one may 
find the quantity of thermal energy transferred through a 
particular heating coil. An example of the extended analysis 
results is presented through Table 6.

Table 6 presents the results of the extended analysis 
which was carried out by applying particular geometrical 
parameters of the coils. The geometrical parameters were 
constant for each case (case 1–4). Nevertheless, they differed 
when compared one case to another. As the coil geometry 
was kept constant for a given case (case 1–4), the overall 
heat transfer coefficient was varying due to variation of the 
heat transfer coefficient which resulted from varying Reyn-
olds and Nusselt numbers.

Obviously, the highest heat flux values are observed 
for the fourth case as the coil heat transfer surface area is 

Table 5  Thermal and geometrical parameters of  coil12 and  coil34 of 
the HST for case 1–case 4 marked in Figs. 5 and 6

Case 1 Case 2 Case 3 Case 4

�12,34

[

W

m2 K

]

959.1 1079 1196 1310

Q̇coil.12,34 [kW] 2.2 2.5 2.9 3.2
Re12,34 2122 2458 2795 3132
Nu12,34 17.8 20 22.2 24.3
Lcoil12,34 [m] 8.9 10 11 12.2
N 14 16 18 20
hcoil12,34 [m] 0.25 0.29 0.32 0.35
Acoil12,34 [m2] 0.5 0.56 0.63 0.7

Table 6  An example extended analysis results carried out for each of 
the studied cases

Case 1 Case 2 Case 3 Case 4

A
coil12,34

[m2]
0.5 0.56 0.63 0.7

ṁ
air

[kg/s] Q̇
coil.12,34

[kW]
0.1 1.2 1.3 1.5 1.6
0.5 2.1 2.3 2.6 2.9
1 2.4 2.6 3 3.3
1.5 2.5 2.8 3.1 3.5 Fig. 7  T_hst temperature variation over time and over increasing ṁ

11
 

at constant ṁ
air

 ; D
coil

 = 0.2 m
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the highest. The content of Table 6 allows for choosing an 
appropriate heating power of the coil which results from the 
user’s needs.

The case 4 (Table 5) was chosen for further analysis due 
to highest heat transfer area of the heating coils. Figure 7 
shows how the HST mean water temperature varies over 
time after altering mass flow rate of the freshwater supplying 
the HST. The mass flow rate of the water ṁ11 that is heated 
while flowing through the HST, may vary according to the 
actual consumer needs. In the case of a minimal usage of the 
thermal energy stored in the HST by harvesting it through 
ṁ11 , there is still 4.2 kW transferred by the flow and the 
HST water temperature is the highest in this case (32 °C). 
When HST reaches the steady state, the ṁ11 is increased by 
0.025 kg/s that results in T_hst drop by about 4.6 °C. The 
heat flux which is transferred from the HST reaches 4372 W 
in this case. Further increase of ṁ11 to the value of 0.11 kg/s 
leads to slight growth of the transferred heat flux to 4447 W. 
The water outflow of ṁ11 = 0.135 kg/s carries the heat flux 
at the level of 4.5 kW; however, the HST water temperature 
decreases significantly in this case as it is only 8 °C higher 
in value than the initial temperature (15 °C).

The analysis of the HST operation under varying ṁ11 
mass flow rate was carried for the fourth case which was 
found to be the most appropriate from an energetic point 
of view.

Figure 8 and Table 7 show the time after which the HST 
temperature reaches a steady value for selected values of 
ṁ11 . It is evident that the change of the value of ṁ11 affects 
the temperature of the liquid inside the HST. This tempera-
ture decreases in time after ṁ11 is increased which is rather 
obvious. However, the analysis which was carried out is 
of a design and a verification character. Therefore, after 

defining the optimal heat-flow and the geometrical param-
eters (Table 5, case 4) further analysis was conducted.

Figure 9 shows the characteristics of an intermittent HST 
operation. The aforementioned characteristics were obtained 
for the following operating conditions. Blue dashed line 
applies to the case in which simultaneous HST charging 
through both heating coils  (coil12,  coil34) and discharging 
through  coil56 was assumed. During this HST charging–dis-
charging process ṁ11 mass flow rate was constant and equal 
to 0.06 kg/s. After 5 h of charging, the mass flow rates were 
set to 0 kg/s in both heating coils which naturally resulted 
in the commencement of the discharging process as both, 
ṁ11 and ṁ56 , mass flow rates were kept at constant values, 
namely 0.06 kg/s and 0.024 kg/s, respectively. The red solid 
line also presents T_hst temperature variation over time dur-
ing intermittent charging–discharging process. However, in 
contrast to the former case the mass flow rate in the  coil56, 
intended to fulfil demand on domestic hot water (DHW) 
preparation, was turned down to 0 kg/s. In this case, T_hst 
increased in value by about 7.2 °C relative to the previous 
case. Nevertheless, Fig. 9 shows that even when the HST 
prepares DHW during its charging process, it can still accu-
mulate thermal energy at the level that allows for its fur-
ther continuous operation for the next 1 h without being 
charged. In this case, the HST water temperature reaches the 
same value as in the case without DHW preparation which 

Fig. 8  T_hst temperature variation over time at constant ṁ
air

 at four 
different ṁ

11
 values; D

coil
 = 0.2 m

Table 7  Time required to reach 
the steady state in the HST with 
selected values of ṁ

11
 mass flow 

rate (see Fig. 8)

ṁ11 [kg/s] Thst[°C] t [h]

0.135 22.96 2.6
0.11 24.66 3
0.085 27.29 3.9
0.06 31.85 4.5

Fig. 9  Intermittent HST charging–discharging process under the con-
ditions of the 4th case (see Table 5) and the lowest ṁ

11
 mass flow rate 

of 0.06 kg/s (see Table 7); DHW, domestic hot water
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is about 16.3 °C. The HST operation period without being 
charged may be enlarged to 5 h. Unfortunately, in this case 
the HST water temperature decreases significantly and its 
final value reaches 8 °C.

Further on, a comparison to the HST with the coils diam-
eter Dcoil equal to 0.3 m is presented. The input data are 
the same as in case 4 described previously. The results are 
compared to those presented in Table 5 (case 4). As given 
in Table 5 (case 4) and in Table 8, 0.1 m increase in the 
coil diameter Dcoil causes a decrease by 100 W/(m2 K) in 
the value of the heat transfer coefficient. In general, lower-
ing the coil diameter implies the growth of curvature of the 
coil which obviously results in the heat transfer coefficient 
growth (see Eqs. (31)–(33)). The heat transfer coefficient 
calculated using Eq. (33) is higher in value than the one 
calculated using Eq. (31). However, along with the decrease 
in the coil diameter, its height increases which also must be 
taken into account if the HST height is kept constant. In the 
previously studied case, Dcoil = 0.2 m and this value seems 
to be the most appropriate from the heat transfer and geo-
metrical points of view.

The comparison of the HST with varying number of 
the coils was made. In all cases being examined, the initial 
temperature of the liquid in the HST was equal to 15 °C. 
The reference case was the one with 3 coils from which 
two heating coils (i.e.  coil12 and  coil34) and operated at the 
same level of heat-flow rate, namely 3.2 kW. In the sec-
ond instance, one heating coil  (coil12) operated at vary-
ing heating power of 3.2 kW or 6.4 kW. It was found out 
that the presented model did capture the change in T_hst 
when the coil number changed from 2 to 3 in the case of 

Q̇coil.12 = 3.2 kW . It was noticed that for this assumption, 
T_hst for the HST with 2 coils reached the value of 18.47 °C 
while with three coils the temperature in the HST grew to 
the value of 27.33 °C. When the heating power of the  coil12 
was increased from Q̇coil.12 = 3.2 kW to Q̇coil.12 = 2 ⋅ 3.2 kW 
in the case of the HST containing 2 coils, the water tem-
perature in the HST reached the same value as in the refer-
ence case, namely 27.33 °C. In the case of the HST with 2 
coils and Q̇coil.12 = 2 ⋅ 3.2 kW , the temperature in the HST 
was the same as in the reference case, namely 27.33 °C. 
Additionally, in the case of 2 coils, a heat transfer area was 
somewhat lower than in the reference case which could neg-
atively affect the heat transfer against the reference case. 
On the other hand, in the case of two coils, the heat transfer 
coefficient increased by 74% (Table 9) when compared to 
the reference case which, obviously, improved the thermal 
energy transfer. Obviously, increasing the heating medium 
mass flow rate and keeping the same coil diameter dcoil 
results in the increase in the Reynolds number that implies 
the increment in Nusselt number and the heat transfer coef-
ficient values.

To capture a more precise variation in T_hst for the afore-
mentioned case, the HST domain ought to be divided into 
minimum 3 zones and the T_hst should be calculated for 
all zones, giving more adequate results. Such analysis was 
not carried out within the current study as the goal was not 
to provide a local but general view on the T_hst variation. 
The aim was also to introduce a methodology allowing for 
the HST thermal-flow analysis and the presented model is 
sufficient for it.

Conclusions

HST-ACHP-FC combined cycle was analysed in this paper. 
The HST response to the varying operating parameters was 
analysed. The differential equation describing the HST water 
temperature variation over time was proposed based on the 
lumped capacitance method. Solution of this equation ena-
bles calculation of the time-dependent temperature of the 
water in the HST using even a calculator. Additionally, a 
correlation of the aforementioned temperature variation over 
time and with the coil length was proposed. The analytical 
model validation was carried out. The model presented gave 
proper results, and an excellent accordance with the litera-
ture data was reached. The results of the analysis led to the 
following conclusions. Essential information on the HST 
operation at varying thermal-flow conditions is presented. 
Hence, when both border cases are compared, namely the 
case 1 and case 4, it is seen that the increase in the air mass 
flow rate of the primary cycle and of the heating water mass 
flow rate in the coil by 48% and 50%, respectively, implied 
a growth in the HST water temperature by 5.6 °C. It was 

Table 8  Thermal and 
geometrical parameters of  coil12 
and  coil34 of the HST for the 
same input parameters as in 
case 4 but for the coil diameter 
D

coil
 equal 0.3 m

�
12,34

[

W

m2 K

]

1236

Q̇
coil.12,34

[kW] 3.3
Re12,34 3190
Nu12,34 24.7
L

coil 12,34
[m] 12.5

N 14
hcoil12,34 [m] 0.24
Acoil12,34 [m2] 0.71

Table 9  Thermal and 
geometrical parameters of  coil12 
for the case of the HST with two 
coils and Q̇

12
= 2 ⋅ 3.2 kW

�12

[

W

m2 K

]

2280

Q̇coil.12 [kW] 6.4
Re12 6264
Nu12 42.3
Lcoil12 [m] 22.2
N 36
hcoil12 [m] 0.64
Acoil12 [m2] 1.23
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observed that the change in heating coils mass flow rate from 
0.014 to 0.021 kg/s has resulted in the growth of the heat 
transfer coefficient from 959.1 to 1310 W/m2 K. Simultane-
ously an increase in the heat flux transferred through the 
heating coils from 2.2 to 3.2 kW was obtained. Addition-
ally, it was noticed that 0.1 m increase in the coil diameter 
Dcoil caused a decrease by 100 W/(m2 K) in the value of the 
heat transfer coefficient. The proposed solution for the time-
dependent temperature variation reveals the dimensionless 
numbers which dominate in the studied problem. Based on 
the knowledge about the dimensionless numbers that play 
a key role in the HST operation, one may identify which 
parameters should be measured during empirical investiga-
tions. Based on the analysis carried out, it was concluded 
that an increase in diameter of a single loop of the coil Dcoil 
by 50% implied a decrease in the heat transfer coefficient 
inside the coil by about 6%. Additionally, it was noticed that 
the increase in the coil heat transfer surface area by 40% 
has resulted in the increase in heat flux transferred through 
the coil by 33–40% depending on the heating medium 
mass flow rate. Optimal thermal-flow operating parameters 
of the HST coils were proposed due to highest heat flux 
transferred to the HST. Based on the analysis carried out, 
the time after which the HST reaches steady state at vary-
ing freshwater mass flow rate was estimated. Intermittent 
HST charging–discharging process was carried out for case 
4 with the freshwater mass flow rate ṁ11 = 0.06 kg/s. The 
analysis was performed at DHW simultaneous preparation 
enabled and disabled. When DHW preparation was disabled, 
the HST water mean temperature increased by 7.2 °C with 
reference to the other case. Nevertheless, the HST could 
fulfil demand for heat for central heating and DHW prepara-
tion even for 5 h without charging. Future work on the HST 
may be carried out as there exists a turbulent mixing within 
the water inside the HST. This phenomena is important due 
to efficiency of thermal energy storage as it influences the 
stratification in water. Further works may also concern CFD 
analysis which would provide valuable data about isother-
mal surfaces distribution. Additionally, based on CFD anal-
ysis multiple geometrical and heat-flow parameters could 
be more precisely estimated. The speech is about the heat 
transfer coefficient in the coils and in the HST, the shape and 
localisation of the freshwater inlet, localisation of eddies 
and many others.

A simple analytical computational algorithm for the HST 
is presented. It allows for examining the effect of heat-flow 
and geometrical parameters variation on the HST operation. 
The algorithm was employed for few different cases and sat-
isfactory results were obtained.

Appendix

Derivations of A*–D* present in Eq. (36):

w h e r e  X *  =  A * ,  B * ,  C * ,  D * ;  ΔT∗
ij
= T∗

i
− T∗

j

,i = 1, 3, 6, 11; j = 2, 4, 5, 9

where Prij is the Prandtl number, ṁij mass flow rate, kg/s; �ij 
density, kg/m3; Acoil = � ⋅

(

di.coil

2

)2

 cross-sectional area of 
the coil and wij velocity, m/s.

where �ij is the dynamic viscosity, Pa s, and �ij kinematic 
viscosity,  m2/s.

By substituting Eqs. (51) and (52) to (50), a following 
formula is obtained:

Consequently Eq. (53) can be presented through Eq. (55):

Finally, Eq. (55) takes the following form:

Derivation of E* present in Eq. (36):

(48)X∗ =

ṁij ⋅ Cpij ⋅
𝜇ij

𝜆ij

Mw ⋅ Cpw ⋅

𝜇ij

𝜆ij

⋅ ΔT∗

ij
⋅ 𝜏0

(49)Pr
ij

= Cp
ij
⋅

�
ij

�
ij

(50)X∗ =
ṁij ⋅ Prij

Mw ⋅ Cpw ⋅

𝜇ij

𝜆ij

⋅ ΔT∗

ij
⋅ 𝜏0

(51)ṁij = 𝜌ij ⋅ Acoil ⋅ wij

(52)�ij = �ij ⋅ �ij

(53)X∗ =
�ij ⋅ di.coil ⋅ wij ⋅ Prij

�ij ⋅ �ij ⋅
Mw⋅Cpw

�ij

⋅

� ⋅ di.coil

4
⋅ ΔT∗

ij
⋅ �0

(54)Reij =
di.coil ⋅ wij

�ij

(55)X∗ =
Reij ⋅ Prij

Mw⋅Cpw

�ij

⋅

� ⋅ di.coil

4
⋅ ΔT∗

ij
⋅ �0

(56)X∗ = Reij ⋅ Prij ⋅

� ⋅ di.coil ⋅ �ij

4 ⋅ M11 ⋅ Cp11

⋅ (T∗

i
− T∗

j
) ⋅ �0

(57)E∗ = −T∗

0
⋅ �0
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Overall heat transfer coefficient of the HST (water in the 
HST–HST wall air outside the HST):

Overall thermal resistance of the HST (water in the 
HST–HST wall air outside the HST):

Nusselt number calculated for the water in the HST:

Nusselt number calculated for the air outside the HST:

After substituting Eqs. (58)–(64) a final version defining 
E∗ is obtained:
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(58)E∗ =

Khst ⋅ Ahst ⋅
�11

�11

M11 ⋅ Pr11

⋅ (T∗

11
− T∗

0
) ⋅ �0

(59)Khst =
1

Rhst

(60)Rhst =
1

�air

+

ln
(

Dext

Dint

)

2 ⋅ � ⋅ �hst

+
1

�11

(61)Nu11 = �11 ⋅
Lhst

�11

(62)Nuair = �air ⋅
Lhst

�air

(63)

Rhst =

1 ⋅
Lhst

�air

�air ⋅
Lhst

�air

+

ln
�

Dext

Dint

�

2 ⋅ � ⋅ �hst

+

1 ⋅
Lhst

�11

�11 ⋅
Lhst

�11

−b ±
√

b2 − 4ac

2a

(64)Rhst =

1 ⋅
Lhst

�11

Nu11

+

ln
(

Dext

Dint

)

2 ⋅ � ⋅ �hst

+

1 ⋅
Lhst

�air

Nuair

(65)

E∗ =

(

Lhst

�11

Nu11

+
ln
(

Dext

Dint

)

2⋅�⋅�hst

+

Lhst

�air

Nuair

)−1

⋅ Ahst ⋅
�11

�11

M11 ⋅ Pr11

⋅

(

T∗

11
− T∗

0

)

⋅ �0
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Abstract
Solar chimney systems which consist of three main parts (collector, chimney, turbine) are one of the main thermal methods 
that produce electricity using solar energy. In a solar chimney, the high-power generation that can be obtained by increasing 
the design dimensions can also cause ineffective high investment costs. In this study, differing from the traditional design 
approach, a heuristic optimization method based on the Bees Algorithm is present to obtain the optimum design parameters 
(the chimney and collector dimensions) that are provided the more effective solutions. It is made for 3 configurations in 
order to prove the accuracy of the optimization study using different algorithm parameters. By using the obtained math-
ematical equations and the defined non-currency investment cost unit for a traditional solar chimney, the optimum design 
parameters that can provide more power output with acceptable costs are investigated. Two main objectives are taken into 
consideration namely maximizing efficiency of solar chimney system and minimizing investment cost. In the optimization 
process, within the ranges determined for the decision variables, the maximum and minimum dimensions are determined as 
1293.05–1330.47 m for the collector diameter, 94–99 m for the chimney diameter and 783–792 m for the chimney height. 
The obtained results showed that this open to develop approach proposed within the scope of the study can be useful in the 
optimal design of solar chimney systems.

Keywords Optimization · Renewable energy · Solar chimney · Solar energy · The Bees Algorithm
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Introduction

In the last century, there has been a dramatic increase in 
energy demand and this energy need are been met from 
various sources [1]. The determinant supply of energy is 
fossil fuels such as coal, oil and natural gas. Accordingly, 
the demand for renewable energy sources emerged and 
solar energy are been seen as an important source that can 
meet this [2]. The interest in solar chimney systems (SCSs) 
is started to increase again due to environmental concerns 
caused by greenhouse gas emissions from fossil fuels in 
the world [3]. Considering the current energy problems, 
SCS can take its place in the sector as an alternative solu-
tion as a clean renewable energy source, especially in 
barren lands. SCSs have significant advantages over other 
systems that convert solar energy into electrical energy, 
such as: it can use both direct and diffuse solar radiation 
in the collector, the ground can store heat, it is reliable 
due to the low number of rotating parts, the cooling water 
is not required for its operation, reachable materials and 
known technologies are used in its construction, and it 
can be applied without expensive technological efforts 
[4]. As seen in Fig. 1, a traditional SCS consists of three 
main parts: collector, chimney and Turbine-Generator 
Part (TGP). The kinetic energy of the heated air is con-
verted into mechanical energy in the turbine and electrical 
energy in the generator [5]. The amount of electrical power 
obtained depends on the design parameters of SCSs.

Toghraie et al. numerically examined the effects of geo-
metric properties on the SCS performance and found that 
its efficiency is directly proportional to the increase in the 

collector diameter and the chimney height and inversely 
proportional to the increase in the collector height [6]. 
Khalil et al. used two different collector surfaces, namely 
the glass surface collector and the PV panel surface col-
lector. They determined that the system with the PV panel 
surface collector is lower thermal energy and higher power 
output [7]. Guo et al. stated that the research and develop-
ment of new materials and technologies related to SCSs 
will play an important role in preventing environmental 
problems [8]. Onyeka et al. conducted a feasibility study 
for the installation of a SCS and stated that 24.840 tons of 
 CO2 released to the atmosphere in a year could be avoided 
when an equivalent SCS is used instead of any system with 
a 30 MW electricity generation [9].

Tian et al. proposed a hybrid model for nighttime energy 
storage and used deer hunting algorithm, genetic algorithm 
(GA) and particle swarm optimization (PSO) algorithms for 
optimization of SCSs [10]. Muhammed et al. used computa-
tional fluid dynamics to model the relationship between heat 
and convection in the chimney and collector regions from 
SCS parts and performed an optimization study to examine 
the system when the design parameters of chimney height 
and diameter, collector height and diameter are changed 
[11]. Asayesh et al. used the area under the collector as a 
desalination pond and determined the benefit that could be 
obtained by applying the PSO algorithm [12]. Dehghani 
et al. applied a multi-objective optimization method, whose 
objective functions are the power output of the system and 
the capital cost, to determine the optimum design parameters 
of an SCS [13]. In order to obtain fresh water from seawater 
by provide the best ratio between the power output of system 
and freshwater production, Azad et al. are optimized the 

Fig. 1  Schematic representation 
of a traditional SCS
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collector height and diameter, chimney height and diameter 
and curvature of the chimney outer wall of SCS [14]. The 
reinforced concrete chimney, floating chimney and collec-
tor are considered by Ali as a design parameter for an SCS 
and a comparison between the actual payback time and the 
optimized payback time for 12 different SCSs is presented. 
In addition, sensitivity analysis is performed to evaluate the 
effects of operating cost, solar radiation and electricity price 
on payback periods [15]. Abdeen et al. are aimed to optimize 
the system design in order to maximize the air velocity trans-
ferred indoors by natural convection [16].

There is very limited study to use a heuristic algorithm for 
the optimization of solar chimney dimensions in literature. 
The novelty and significance of this study is the determina-
tion of optimum SCS dimensions using the Bee Algorithm. 
The scope of this paper is to present a way to find the opti-
mum dimensions of the solar chimney, minimum investment 
cost and maximum efficiency of solar chimney. So, the Bees 
Algorithm-based optimization study is carried out in order 
to obtain the most cost-effective geometric dimensions of 
the chimney and collector to provide an optimal solution 
between the investment cost and the efficiency of a SCS. In 
“General methodology and experimental setup of the SCS” 
section, after the introduction, the experimental studies of 
SCS are given. In “The mathematical modeling of system” 
section, the SCS is modeled mathematically and in “The 
economic modeling of investment cost” section economi-
cally. “The Bees Algorithm optimization” section describes 
the optimization with the Bees Algorithm for the system. 
In “Results and discussion” section, optimization and 

mathematical-economic modeling calculation results and 
discussions are provided. End of the paper, in “Conclusion” 
section, conclusions are given.

General methodology and experimental 
setup of the SCS

Numerous laboratory-scale and modeling studies related to 
SCS have been examined in the literature. The largest pro-
totype among these systems is constructed in Manzanares, 
Spain. This prototype, which can generate 50 kW of electri-
cal power, is the first large-scale pilot plant in the field of 
SCSs. The chimney height of this system is 194.6 m, the 
chimney diameter is 10.16 m and the collector diameter is 
244 m. In some of the other experimental studies, Ketlo-
getswe et al. built a solar chimney prototype with a chimney 
height of 22 m and a collector diameter of 15 m in Botswana, 
Africa [17]. Also, Ucgul and Koyun built a prototype with 
a chimney height of 15 m, a chimney diameter of 1.2 m 
and a collector diameter of 16 m in Isparta, Turkey [18]. 
In Fig. 2a, the general view of the Manzanares prototype 
is given and Fig. 2b shows the experimental setup that by 
the authors constructed in our previous work [19]. In the 
experiments carried out in Konya Technical University, the 
temperature, radiation and air velocity values are examined 
with the measuring devices placed in the collector and chim-
ney. Although the first prototype and the experimental setup 
in by the authors' previous work reach significantly experi-
mental findings, it presents results that are dependent on 

Fig. 2  a General view of the Manzanares prototype, b general and schematic view of the experimental setup
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the design parameters. Therefore, it is required to evaluate 
SCSs of different sizes theoretically and to determine the 
optimum dimensions.

The mathematical modeling of system

In order for the SCS to be applied economically, the opti-
mum design parameters of each part must be determined. 
The main design parameters of system for mathematical 
modeling are shown in Fig. 3. Some assumptions have been 
made in the calculation of the airflow and energy conver-
sions that occur between the collector inlet and the chimney 
outlet due to the effect of solar radiation [20]:

• Although the heat transfer from the outside to the col-
lector is taken into account, the heat transfer between the 
ground and the air inside the collector is neglected.

• It is assumed that heat storage in the ground is ignored.
• Although the solar radiation varies with time along to 

a day, the constant value is assumed as an average of 
800 W/m2 for steady-state conditions.

• The Mach number is less than 0.3, since the air velocity 
in the system is much lower than the speed of sound, and 
therefore, the flow is assumed to be incompressible.

• Although the specific heat at constant pressure and air 
density varies slightly depending on temperature and 
height, they are considered constant as cp = 1006 J/kgK 
and ρ = 1.16 kg/m3.

• The ambient temperature is taken as T1 = 25 °C.
• The turbine efficiency is ηt = 0.8, and the generator effi-

ciency is ηg = 0.8.

The efficiency of the collector is found by the ratio of the 
amount of energy transferred to the air at the outlet of the 

collector to the amount of energy entering the system with 
the effect of solar radiation [21]. In order to obtain the effi-
ciency in Eq. 1, heat energy, mass flow rate and velocity at 
the inlet of chimney should be calculated, respectively, from 
Eqs. 2, 3 and 4. Accordingly, the efficiency of the collector 
(

�c

)

 is obtained as in Eq. 5.

The air heated by solar radiation in the collector is 
directed to the inlet of the chimney and leaves the SCS 
through the outlet of the chimney after passing through the 
turbine [22]. During this process, the heated air turns into 
mechanical energy and the hot air begins to rise due to the 
density difference of the air. Thanks to the pressure drop in 
the turbine, power output that will provide electricity pro-
duction in the generator is obtained. The chimney height 
and the chimney efficiency are directly proportional to each 
other. However, the efficiency of the chimney is very low. 
Therefore, the overall efficiency of the SCS will be signifi-
cantly reduced. The efficiency of the chimney 

(

�ch

)

 is given 
in Eq. 6–8. To calculate the efficiency of the chimney in 
Eq. 6, firstly the temperature difference between the inlet 
of the chimney and the outlet of the chimney is specified 
in Eq. 8 so that 0.5 °C drops for every 100 m height. Then, 
the air temperature at the inlet of the chimney is obtained 
by Eq. 7.

There is an axially placed turbine at the inlet of the 
chimney. The task of the turbine is to convert the kinetic 
energy of the air into mechanical energy. The efficiency 
of the turbine 

(

�t

)

 and the electrical power (Pe) are given 
in the following equations. The efficiency of the turbine is 

(1)𝜂c =
Q̇c

Ac ⋅ I

(2)Q̇c = ṁ2 ⋅ cp ⋅ ΔT1

(3)ṁ2 = 𝜌 ⋅ V2 ⋅ Ach

(4)V2 =

√

2 ⋅ g ⋅ Hch ⋅
ΔT2

T2

(5)�c =
� ⋅ V2 ⋅ Ach ⋅ cp ⋅ ΔT1

Ac ⋅ I

(6)�ch =
� ⋅ Hch

cp ⋅ T2

(7)T2 = T1 + ΔT2

(8)ΔT2 = Hch ⋅ 0.005

Fig. 3  The main design parameters of system



479International Journal of Energy and Environmental Engineering (2023) 14:475–485 

1 3

calculated as stated in Eq. 9, using the previously obtained 
efficiency of the chimney and the air velocity at the chimney 
inlet, together with the temperature difference between the 
inlet and outlet of the collector. Electrical power is found 
by multiplying the solar energy coming to the collector, the 
efficiency of SCS in Eq. 11 and the mechanical efficiency in 
Eq. 12, which states the total efficiency in TGP. Accordingly, 
electrical power is obtained as in Eq. 13.

The economic modeling of investment cost

To investigate optimum configurations, the power output of 
system should be considered with the cost of each of the 
design parameters altogether. Therefore, by defining a non-
currency unit, the investment cost of the system is para-
metrically included in the optimization algorithm. It can be 
done by considering the cost model approach created by 
Pretorius et al. [23] a non-currency unit (ICcu) in C is defined 
for the investment cost (IC) to be created for all parts used 
in the SCS. All capital costs of SCS are defined using this 
currency. Hence, the specific capital cost of the system due 
to the construction, which will be determined by the size of 
the dimensions of the SCS, is established in a unit of cost per 
cubic meter of the volume of the SCS, as Eq. 14.

For the chimney, it has been assumed that the chimney 
wall thickness increases by 1 mm for every 1 m increase in 
the height of the chimney. Thus, IC of the chimney (ICch) 
is as follows:

IC of the collector (ICc) is calculated using Eq. 16. pc is 
taken as 8% in the calculation of IC per square meter of the 
collector. IC of TGP is approximately equal to 10% of the 
total IC of the collector and chimney [13]. Accordingly, IC 
for TGP (ICTGP) can be as in Eq. 17.

(9)�t = 1 −
V2

2

2 ⋅ cp ⋅ ΔT1 ⋅ �ch

(10)Pe = Q̇ ⋅ 𝜂SCS ⋅ 𝜂m

(11)�SCS = �c ⋅ �ch

(12)�m = �t ⋅ �g

(13)Pe = Ac ⋅ I ⋅ �c ⋅ �ch ⋅ �t ⋅ �g

(14)ICcu = 1C∕m3

(15)ICch =
�

4

(

(

Dch + 0.001 ⋅ Hch

)2
− D2

ch

)

⋅ Hch ⋅ ICcu

The Bees Algorithm optimization

In SCS, the increase in the chimney height and the collector 
diameter is directly proportional to the power output of the 
system. However, SCS has downsides in terms of manufac-
turing difficulties and IC when it comes to very large sizes. 
For this reason, many optimization studies have been carried 
out. It is not possible to make solely dimension optimization 
because the increase in dimensions of design parameters also 
increases the power output. In order to balance this situation 
at an acceptable point, it is necessary to include the invest-
ment cost factor in the optimization study. In the literature, 
there are a limited number of studies based on GA [24] and 
PSO [25] on the optimization of SCS with meta-heuristic 
methods. The aim of this study is to contribute to the lit-
erature by using BA optimization that a different approach 
in determining the cost-effective design parameters for the 
chimney and the collector.

The most appropriate value or best solution can be found 
in the optimization process. It can be maximum or minimum 
values can be found in optimization problems, also single or 
multi-objective problems can also be solved [26]. In many 
fields, such as mechanical and civil engineering, there are 
various problems with multiple objectives [27]. In this study, 
two main objectives are taken into account, namely maxi-
mizing the efficiency and minimizing of IC. Equations 11 is 
used to define the efficiency (�SCS) and Equations 18 is used 
to define the IC of SCS (ICSCS) [13].

In a traditional SCS, three decision variables are con-
tained the main dimension parameters. These are the collec-
tor diameter, the chimney height and the chimney diameter. 
There is no combination of decision variables values that 
optimizes both objectives at the same time. The following 
ranges (Eqs. 19–21) are used for the decision variables used 
for solving the optimization problem. Both experimental 
and theoretical studies are taken into account in determining 
these ranges. Although there are many experimental studies, 
such as in Ghalamchi et al. study Dc 3 m and Hch 3 m, Dch 
0.25 m [28], in Ucgul and Koyun study Dc 16 m, Hch 15 m, 
Dch 1.2 m [18] at the laboratory-scale, only the Manzanares 
prototype is available on a large-scale. The maximum and 
minimum dimensions in theoretical studies, 500–8000 m 
[10] and 60–800 m [14] ranges for the chimney height and 
5000–8500 m [29] and 200–600 m [30] intervals for the 

(16)ICc = Ac ⋅ pc ⋅ Hc ⋅ ICcu

(17)ICTGP = pTGP ⋅

(

ICc + ICch

)

(18)ICSCS = ICch + ICc + ICTGP



480 International Journal of Energy and Environmental Engineering (2023) 14:475–485

1 3

collector diameter are similarly examined. According to, it 
seems that there is no limit to the dimensions solar chimney 
in theoretical studies. Thus, these ranges are determined by 
considering physical constraints such as construction, safety, 
operational difficulties and by reference to experimental and 
theoretical studies [31, 32]. In the optimization process, the 
decision variables change within the specified ranges.

The Bees Algorithm (BA) [33] is used to determine the 
best dimensions of design parameters of SCS for optimiza-
tion. BA is a population-based, heuristic search algorithm 
that mimics the sourcing behavior of honeybees and the 

(19)750 ≤ Dc ≤ 2250(m)

(20)200 ≤ Hch ≤ 800(m)

(21)20 ≤ Dch ≤ 100(m)

sharing of information with each other [34–36]. Consist-
ing of scout and recruit bees performing different tasks, 
BA is both a local and global optimization method com-
bined with a random neighborhood search [37, 38]. Scout 
bees search for new sources independently without using 
any information, while recruit bees transmit information 
about the source to other bees in the hive with a move-
ment called ‘waggle dance’ [39]. The performance of the 
'waggle dance' proposed for local search in the BA as a 
heuristic method, which gives successful results in dif-
ferent applications, on this system has been investigated. 
The general flowchart of optimization with BA is shown 
in Fig. 4, and the basic parameters used in BA are given 
in Table 1. To examine and verify the performance of the 
proposed method, three times runs are made for the BA 
parameter values determined in different configurations. 
The objective function for this study, which is aimed to 
have high � and low IC, is as follows:

Fig. 4  General flowchart of optimization with BA

Table 1  The parameters used in BA

BA parameters Configuration 1 Configuration 2 Configuration 3

Number of scout bees (n) 20 40 60
Number of optimal sites selected from n sites visited (m) 10 12 14
Number of elite sites in m selected sites (e) 8 10 12
Number of bees sent to the best e site (nep) 12 16 20
Number of bees sent to the remaining (m-e) site (nsp) 10 12 14
Site size (ngh) 0.01 0.005 0.001
Iteration (itr) 50 100 150
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The weight gains are used to ensure that each unit change 

in the cost and efficiency of the system affects the objective 
function at the same rate. In the determination of the weight 
gains, the average values between the investment cost and 
efficiency of the widely used systems of different dimensions 
are taken into account and the trial-and-error methods which 
based on the experience of the authors from their previous 
studies [40]. The constant gains (w1 = 0.017, w2 = 12.19) 
which weigthted the changes in ICSCS and �SCS values to each 
other are defined based on the previous studies of authors by 
considering various the diameters of collector and chimney 
and the height of chimney values. The objective function 
convergence performances of BA are shown graphically in 
Fig. 5. The diversified iteration numbers in each configu-
ration are determined as the stopping criteria. As can be 
clearly seen from the figure, BA has well-converged solu-
tions for all configurations after a global and local search.

Results and discussion

In this section, three important design parameters for solar 
chimneys are analyzed. These three parameters, which are 
the collector diameter, chimney diameter and chimney 

(22)J = w1 ⋅ ICSCS + w2 ⋅
1

�SCS

height, are determined by combining the efficiency of the 
solar chimneys with the ideal investment cost, and their 
optimum dimensions are determined. For this purpose, the 
results section is divided into two parts. Optimization results 
are presented in the first part. In the second part, the valida-
tion of these results is explained in detail.

The optimization results

The main scope of this study is to determine the optimum 
design parameters of SCS. A code specially developed with 
BA is used in the optimization process of determining the 
SCS dimensions. Optimal dimensions of SCS are found as 
indicated in Table 2. The purpose of the existence of 3 dif-
ferent configurations is to show that the results obtained are 
not affected by independent changes in BA parameters. For 
this purpose, it has been observed that the optimum dimen-
sions of the SCS are quite compatible with each other in all 
3 cases. As a result, 1293.05 m, 1323.94 m and 1330.47 m 
for the diameter of collector, 94.62 m, 95.39 m and 98.16 m 
for the diameter of chimney and 783.77 m, 791.04 m and 
789.35 m for the diameter of chimney are found to be very 
close to each other. At the same time, these results are simi-
lar to the values of 844.52 m [30] for the chimney height, 
1345 m [10] and 1384.6 m [14] for the collector diameter, 
and 72 m [10] for the chimney diameter, which are among 
the other optimization results in the literature.

Fig. 5  Objective function convergence performances of BA a For configuration 1, b For configuration 2, c For configuration 3
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In order to better understand the optimization results, 
Table 3 has been prepared. In this table, the calculation 
results of electrical power, investment cost, efficiency and 
objective function values for SCS with optimum geometric 
dimensions are given. Accordingly, the electrical power is 
56.75 MW, 62.21 MW and 58.50 MW for all configurations, 
respectively. It is indicated that both investment cost and 
efficiency, which are used to obtain objective functions, and 
electrical power are in better agreement. In addition, the 
objective function values obtained according to Eq. 23 are 
consistent in all configurations.

The validation of obtained optimal dimensions

In this section, in order to validate the obtained optimization 
results numerically, if any of the design parameters of the 
SCS is constant, the effects of other design parameters on the 
efficiency and IC in various dimensions are calculated and 
shown in graphs. Accordingly, Eqs. 1–11 and Eqs. 14–18 are 
used in the calculations of efficiency and investment cost, 
respectively.

The variation of efficiency and investment cost at differ-
ent dimensions of collector diameter, changing in the range 
of 750–2250 m, is given in Table 4 and Fig. 6 when the 
chimney height is constant at 400 m and the chimney diam-
eter is 50 m. According to this table and figure, it is con-
sistent with the values obtained in the optimization results 

(1293.05–1330.47 m), within 1200–1400 m of the optimum 
dimension for the collector diameter.

The variation of efficiency and investment cost at dif-
ferent dimensions of chimney diameter, changing in the 
range of 20–100 m, is given in Table 5 and Fig. 7 when 
the chimney height is constant at 400 m and the collector 
diameter is 1500 m. According to this table and figure, it 
is consistent with the values obtained in the optimization 
results (94.62–98.16 m), within 90–100 m of the optimum 
dimension for the chimney diameter.

The variation of efficiency and investment cost at differ-
ent dimensions of chimney height, changing in the range of 
200–800 m, is given in Table 6 and Fig. 8 when the collector 
diameter is constant at 1500 m and the chimney diameter 
is 50 m. According to this table and figure, it is consist-
ent with the values obtained in the optimization results 
(783.77–791.04 m), within 700–800 m of the optimum 
dimension for the chimney diameter.

Thanks to the equations purposed in the mathematical 
and economical modeling, using these tables and figures, 
appropriate dimensions can be suggested for the design 
parameters. Accordingly, it is clearly seen that the invest-
ment cost increases with the increase in the dimensions of 
SCS. Also, although the power output increases as collector 
diameter enlarges, the efficiency decreases. Finally, it can be 
said that the design parameter that most affects the alteration 
of both investment cost and efficiency is collector diameter.

Table 2  The optimal design 
parameters of SCS

Design parameter Results for configura-
tion 1

Results for configura-
tion 2

Results for 
configura-
tion 3

Diameter of collector ( D
c
) (m) 1293.05 1323.94 1330.47

Diameter of chimney 
(

D
ch

)

 (m) 94.62 98.16 95.39
Height of chimney ( H

ch
) (m) 783.77 791.04 789.35

Table 3  The optimization 
results of BA in different 
configurations

Configuration 1 Configuration 2 Configuration 3

Electrical power (P
e
) (MW) 56.75 62.21 58.50

Investment cost (IC) (C) 33.19 34.88 34.78
Efficiency ( �

SCS
) 0.0844 0.0882 0.0822

Objective function (J) 144.99 138.80 148.89

Table 4  The efficiency and 
IC for different dimensions 
of collector diameter 
(H

ch
= 400 m ve D

ch
= 50 m)

Bold values indicate optimum results

D
c(m)

800 1000 1200 1400 1600 1800 2000 2200

�
SCS

0.016 0.010 0.007 0.005 0.004 0.003 0.003 0.002
IC

SCS(C) 102,346 152,108 212,930 284,809 367,747 461,744 566,799 682,912
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Fig. 6  The variation of IC and efficiency of SCS according to collector diameter (H
ch
= 400 m ve D

ch
= 50 m)

Table 5  The efficiency and 
IC for different dimensions 
of chimney diameter 
(

H
ch
= 400 m ve D

c
= 1500 m

)

Bold values indicate optimum results

D
ch(m)

20 30 40 50 60 70 80 90 100

�
SCS

0.001 0.002 0.003 0.005 0.007 0.009 0.012 0.015 0.018
IC

SCS(C) 316,602 319,367 322,131 324,896 327,661 330,425 333,190 335,954 338,719

Fig. 7  The variation of IC and efficiency of SCS according to chimney diameter 
(

H
ch
= 400 m ve D

c
= 1500 m

)
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Conclusion

In this study, the optimization is carried out for the geo-
metric dimension and the IC for SCS. The diameter of 
the collector and chimney and the height of the chimney 
ranges are determined by using the research in the litera-
ture. Optimum dimensions are found by using BA for the 
design parameters. In order to determine the consistency 
of the optimization, three different configurations for the 
parameters of BA are taken and the results are obtained. 
The efficiency and the IC are calculated by mathemati-
cal and economic modeling. If the diameter of the chim-
ney and collector is constant, it is seen that the efficiency 
increases as the height of the chimney enlarges. Simi-
larly, when merely the diameter of the chimney is vari-
ous, the efficiency is directly proportional. Optimization 
and mathematical-economic modeling calculation results 
are found to be compatible. According to this study, it is 
concluded that the IC should also be taken into account 
in determining the optimum dimensions for the collector 
and chimney in the manufacture of an SCS. This study can 

lead to optimization studies for solar chimneys and can be 
developed using different algorithms.

In future studies, the results obtained here can be com-
pared using different algorithms and optimization methods. 
Dimension optimization can also be performed by consid-
ering computational fluid dynamics analyzes and results to 
provide a reference for the construction of the SCS. The use 
of heuristic methods for dimension optimization of renew-
able energy systems, such as solar chimneys, is likely to 
become more common in the future.

References

 1. Yuliza, E., Lizalidiawati, L., Ekawita, R.: The effect of tilt angle 
and orientation of solar surface on solar rooftop miniature sys-
tem in Bengkulu University. Int. J. Energy Environ. Eng. 12(3), 
589–598 (2021)

 2. Buyukzeren, R., et al., Experimental validation of performance 
parameters of an air source heat pump model. Gazi Univ. J. Sci. 
Part C Des. Technol. 9(4): 739–748

 3. Kaya, M.N., Aksoy, M.H., Kose, F.: Renewable energy in Turkey: 
potential, current status and future aspects. Ann. Faculty Eng. 
Hunedoara 15(1), 65 (2017)

Table 6  The efficiency and 
IC for different dimensions 
of chimney height 
(

D
c
= 1500 m ve D

ch
= 50 m

)

Bold values indicate optimum results

H
ch(m)

200 300 400 500 600 700 800

�
SCS

0.001 0.003 0.005 0.007 0.010 0.014 0.018
IC

SCS(C) 314,480 318,816 324,896 332,724 342,306 353,647 366,752

Fig. 8  The variation of IC and efficiency of SCS according to chimney height 
(

D
c
= 1500 m ve D

ch
= 50 m

)



485International Journal of Energy and Environmental Engineering (2023) 14:475–485 

1 3

 4. dos Santos Bernardes, M.A.: Solar chimney power plants–devel-
opments and advancements. Sol. Energy 84(6), 978–953 (2010)

 5. Guzel, M.H., et al.: The fuzzy logic-based modeling of a micro-
scale sloped solar chimney power plant. J. Mech. Sci. Technol. 
35(3), 1301–1308 (2021)

 6. Toghraie, D., et al.: Effects of geometric parameters on the per-
formance of solar chimney power plants. Energy 162, 1052–1061 
(2018)

 7. Ahmed, O.K., Hussein, A.S.: New design of solar chimney (case 
study). Case Stud. Therm. Eng. 11, 105–112 (2018)

 8. Guo, P., et al.: Questions and current understanding about solar 
chimney power plant: a review. Energy Convers. Manage. 182, 
21–33 (2019)

 9. Okoye, C.O., Atikol, U.: A parametric study on the feasibility of 
solar chimney power plants in North Cyprus conditions. Energy 
Convers. Manage. 80, 178–187 (2014)

 10. Tian, M.-W., et al.: New optimal design for a hybrid solar chim-
ney, solid oxide electrolysis and fuel cell based on improved deer 
hunting optimization algorithm. J. Clean. Prod. 249, 119414 
(2020)

 11. Muhammed, H.A., Atrooshi, S.A.: Modeling solar chimney for 
geometry optimization. Renew. Energy 138, 212–223 (2019)

 12. Asayesh, M., Kasaeian, A., Ataei, A.: Optimization of a combined 
solar chimney for desalination and power generation. Energy Con-
vers. Manage. 150, 72–80 (2017)

 13. Dehghani, S., Mohammadi, A.H.: Optimum dimension of geomet-
ric parameters of solar chimney power plants–A multi-objective 
optimization approach. Sol. Energy 105, 603–612 (2014)

 14. Azad, A., et al.: Multi-objective optimization of a solar chimney 
for power generation and water desalination using neural network. 
Energy Convers. Manage. 238, 114152 (2021)

 15. Ali, B.: Techno-economic optimization for the design of solar 
chimney power plants. Energy Convers. Manage. 138, 461–473 
(2017)

 16. Abdeen, A., et al.: Solar chimney optimization for enhancing ther-
mal comfort in Egypt: An experimental and numerical study. Sol. 
Energy 180, 524–536 (2019)

 17. Ketlogetswe, C., Fiszdon, J.K., Seabe, O.O.: Solar chimney power 
generation project—The case for Botswana. Renew. Sustain. 
Energy Rev. 12(7), 2005–2012 (2008)

 18. Ucgul, I., Koyun, A.: Experimental investigations on performance 
and design parameters of solar chimney. Pamukkale Univ. J. Eng. 
Sci. 16(3), 255–264 (2010)

 19. Guzel, M.H., Unal, R.E., Kose, F.: Experimental study of a micro-
scale sloped solar chimney power plant. J. Mech. Sci. Technol. 
35(12), 5773–5779 (2021)

 20. Köse, F.: Comparison of solar chimney power systems with PV 
and wind power systems. Acad. Platform-J. Eng. Scı. 6(3), 121–
129 (2018)

 21. Schlaich, J.R., et al.: Design of commercial solar updraft tower 
systems—utilization of solar induced convective flows for power 
generation. J. Sol. Energy Eng. 127(1), 117–124 (2005)

 22. Dewangan, S.K.: Effect of collector roof cum chimney divergence 
and exhaust fan on solar chimney power plant performance. Int. J. 
Energy Environ. Eng., 1–18 (2021)

 23. Pretorius, J.P., Kröger, D.G.: Thermoeconomic optimization of a 
solar chimney power plant. J. Solar Energy Eng. 130(2) (2008)

 24. Habibollahzade, A., et al.: Exergoeconomic assessment and multi-
objective optimization of a solar chimney integrated with waste-
to-energy. Sol. Energy 176, 30–41 (2018)

 25. Habibollahzade, A., et al.: Continuous power generation through 
a novel solar/geothermal chimney system: Technical/cost analyses 

and multi-objective particle swarm optimization. J. Clean. Prod. 
283, 124666 (2021)

 26. Gunantara, N.: A review of multi-objective optimization: Methods 
and its applications. Cogent Eng. 5(1), 1502242 (2018)

 27. Esleman, E.A., Onal, G., Kalyoncu, M.: Optimal PID and fuzzy 
logic based position controller design of an overhead crane using 
the Bees Algorithm. SN Appl. Sci. 3(10), 1–13 (2021)

 28. Ghalamchi, M., et al.: An experimental study on the thermal per-
formance of a solar chimney with different dimensional param-
eters. Renew. Energy 91, 477–483 (2016)

 29. Cottam, P., et al.: Solar chimney power plants–Dimension match-
ing for optimum performance. Energy Convers. Manage. 194, 
112–123 (2019)

 30. Azimlu, F., et al. Designing solar chimney power plant using 
meta-modeling, multi-objective optimization, and innovization. 
In: International Conference on Evolutionary Multi-Criterion 
Optimization. Springer (2019)

 31. Sangi, R.: Performance evaluation of solar chimney power plants 
in Iran. Renew. Sustain. Energy Rev. 16(1), 704–710 (2012)

 32. Gholamalizadeh, E., Mansouri, S.: A comprehensive approach 
to design and improve a solar chimney power plant: a special 
case–Kerman project. Appl. Energy 102, 975–982 (2013)

 33. Pham, D.T., et al.: The bees algorithm—a novel tool for complex 
optimisation problems. In: Intelligent Production Machines and 
Systems. Elsevier, pp. 454–459 (2006)

 34. Onder, A., et al.: Heuristic optimization of impeller sidewall gaps-
based on the bees algorithm for a centrifugal blood pump by CFD. 
Int. J. Artif. Organs 44(10), 765–772 (2021)

 35. Pham, D., et al.: Application of the bees algorithm to the training 
of radial basis function networks for control chart pattern rec-
ognition. In: Proceedings of 5th CIRP International Seminar on 
Intelligent Computation in Manufacturing Engineering (CIRP 
ICME’06), Ischia, Italy (2006)

 36. Zeybek, S., et al.: An improved bees algorithm for training deep 
recurrent networks for sentiment classification. Symmetry 13(8), 
1347 (2021)

 37. Bilgic, H.H., et al.: Meta-heuristic tuning of the LQR weighting 
matrices using various objective functions on an experimental 
flexible arm under the effects of disturbance. Arab. J. Sci. Eng. 
46(8), 7323–7336 (2021)

 38. ArifSen, M., Tinkir, M., Kalyoncu, M.: Optimisation of a PID 
controller for a two-floor structure under earthquake excitation 
based on the bees algorithm. J. Low Freq. Noise Vib. Active Con-
trol 37(1), 107–127 (2018)

 39. Sen, M.A., Bilgic, H.H., Kalyoncu, M.: Determination of LQR 
controller parameters for stabilization and position control of 
double inverted pendulum using the bees algorithm. Mühendis 
ve Makina 57(679), 53–62 (2016)

 40. Fahmy, A., Kalyoncu, M., Castellani, M.: Automatic design of 
control systems for robot manipulators using the bees algorithm. 
Proc. Inst. Mech. Eng. Part I: J. Syst. Control Eng. 226(4), 497–
508 (2012)

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor holds exclusive rights to this article under 
a publishing agreement with the author(s) or other rightsholder(s); 
author self-archiving of the accepted manuscript version of this article 
is solely governed by the terms of such publishing agreement and 
applicable law.



Vol.:(0123456789)1 3

International Journal of Energy and Environmental Engineering (2023) 14:257–272 
https://doi.org/10.1007/s40095-022-00511-7

ORIGINAL RESEARCH

Optimization of balcony’s glazed enclosure with spectrally 
selective coatings regarding heating demand and thermal comfort 
in a multifamily building

Magdalena Grudzińska1 

Received: 12 April 2022 / Accepted: 22 May 2022 / Published online: 22 June 2022 
© The Author(s), under exclusive licence to Islamic Azad University 2022

Abstract
Sunspaces in the form of enclosed balconies are a frequently used solution to reduce heat loss from adjacent rooms, protect 
against noise or create additional usable space. Deterioration of thermal comfort in summer caused by impeded heat outflow 
from living spaces may be their disadvantage. Internal conditions in the greenhouse and adjacent rooms can be influenced 
by using spectrally selective coatings on the balcony enclosure glazing. The subject of the research was the analysis of the 
effects caused by such modifications throughout the year (distinguishing between the heating and cooling season). Computer 
simulations allowed choosing the optimal solution from the point of view of three scenarios, namely: minimisation of heat 
demand, the number of overheating hours, and energy demand determined based on various climate data. Glazing with a 
high solar transmittance coating in a thermally insulated balcony’s casing, allowing for a good buffer effect of the enclosure, 
proved to be the optimal solution.

Keywords Passive solar systems · Glazed balconies · Spectrally selective coatings · Energy demand · Thermal comfort

Introduction

Passive methods of solar energy acquisition enable the con-
version of solar radiation into thermal energy [1, 2]. This 
reduces the demand for heat in buildings and shortens the 
heating season, reducing the consumption of energy pro-
duced from traditional non-renewable sources. Passive 
systems include, among others, greenhouse systems imple-
mented as winter gardens (mainly in single-family buildings) 
or glazed balconies (the solution prevailing in multifamily 
buildings). They are of particular interest not only because 
of the possibility to obtain renewable energy but also due to 
their high architectural attractiveness, additional usable area, 
and noise protection in urban areas [3].

Many studies, based both on in situ studies and simula-
tion analyses, confirmed the possibility of reducing energy 
demand owing to the unheated, glazed space adjacent to 

the living spaces [3–6]. The effectiveness of such solutions 
may vary considerably, depending on the location, type of 
buildings, and greenhouse enclosure, as well as the manner 
of conducting analyses. Simulations of a residential build-
ing in Belgrade presented the savings related to the use of 
greenhouses amounting to 2% for the entire building (which 
was assessed as an effective strategy to increase energy effi-
ciency) [7]. The glazing of the balcony in an apartment in 
a multifamily building located in Umbria (Italy) allowed 
reducing the energy demand during the heating season by 
about 20% [8]. The numerical modelling results of a mul-
tifamily building in Korea showed that the heating energy 
demand was higher by nearly 40% in an apartment without 
solar space, compared to a version with a separate loggia [9]. 
The reduction of energy needs was much more considerable 
in the rooms directly adjacent to the glazed buffer space. The 
simulations carried out on the example of an apartment in 
Bucharest showed the energy savings of 77% [10].

As far as the single-family buildings are concerned, 
energy savings there may be lower than in multifamily build-
ings due to the larger area of the heated residential zone in 
relation to the area of the greenhouse. For example, the com-
puter modelling results of a single-family building in China 
confirmed such dependencies, showing that the reduction 
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of demand for energy owing to enclosed loggia amounted 
to about 12% [11].

Simulation research on greenhouse systems enabled not 
only to confirm their energy efficiency but also to assess the 
impact of various factors on the effectiveness of solar space 
as a collector of solar radiation. Numerical analyses were 
used, i.e. to compare material solutions or to analyse the 
effects of climatic conditions on energy gains. The findings 
proved that solar radiation conversion efficiency of suns-
paces was influenced by [3, 12–14]:

• Thermal insulation and tightness of balcony enclosures,
• Optical properties of the glazing and its area,
• The radiation absorption capacity of an opaque green-

house enclosure,
• Integration of the glazed space into the ventilation system 

of a building.

Numerous publications have dealt with the relationship 
between the surface area, type of glazing, shape of the green-
house enclosure, and the energy demand in adjacent spaces. 
Based on the analyses conducted for the climate of Jordan, 
it was found that increasing the proportion of glazing in the 
total enclosure area and using double glazing had a positive 
effect on reducing the heating demand during the heating 
season, but caused overheating problems in summer [13]. 
Similar conclusions were presented in studies, according to 
which increasing the glazing area of the greenhouse resulted 
in a decrease in the residential heat demand (though to a 
small extent) and a significant increase in the cooling needs 
[14, 15]. A simple linear relationship between the quantities 
was not found.

Computer simulations confirmed that in exemplary mul-
tifamily buildings, the use of glazing with better thermal 
insulation in the enclosure of balconies allowed more effi-
cient use of the available solar radiation [15, 16]. Another 
paper presented the greenhouse enclosure solutions differing 
in the number of panes and the type of gases filling the gap 
between them [17]. Single and double glazing (the latter 
filled with air, argon, or krypton) were analysed to determine 
the energy demand of a building with a greenhouse addition, 
located in a rural area in a severely cold region of China. 
The results showed that double glazing was more effective 
in reducing the heat demand of the building, and also helped 
to determine the optimum glazing cavity widths for each gas.

Adapting a building to passive solar energy acquisition dur-
ing the heating season can have different effects on the indoor 
conditions in the summer. In some publications, via simula-
tions, it was found that the enclosed greenhouse reduced the 
cooling demand of adjacent rooms through their additional 
shading [8, 9, 18]. However, in most reported cases, it has 
been observed that during higher radiation supply, passive 
systems may result in the need for more intensive cooling 

due to overheating and periodic thermal discomfort [19–22]. 
These phenomena may be intensified during the heat waves 
resulting from anthropogenic climate change and increased 
air temperature due to the greenhouse effect [23]. Therefore, 
it is important that the analysis of the effects of greenhouses 
is not limited to the modification of the energy demand in the 
heating season, but is carried out concerning thermal comfort 
and elimination of the need for cooling during summer.

Previous research has confirmed the possibility of shap-
ing greenhouse energy efficiency and thermal conditions in 
adjacent spaces through structural and material solutions of 
the sunspace enclosure [13, 15–17]. However, there is a lack 
of broader analyses in the related literature on the effects of 
optical properties of greenhouse glazing on the conditions in 
the living zone. Modification of solar transmittance and reflec-
tance in specific spectral ranges can be achieved by using spec-
trally selective coatings, applied during glass manufacturing 
or afterward. These are designed to increase reflectivity in the 
near and far infrared while maintaining the highest possible 
transmittance in the visible range [24]. These solutions offer 
the possibility of reducing solar gains and protecting rooms 
against overheating. Their effective use in direct gain systems 
indicates the potential of internal climate control also in com-
bination with passive greenhouse systems.

The present article aimed to partially fill the gap in the 
current state of knowledge by analysing the conditions in 
the apartment adjacent to the glazed balcony, located in the 
warm-summer humid continental climate conditions. The 
research was carried out with the use of dynamic simulation 
analyses performed in the BSim software [25]. The scope 
of work included analysis of the energy demand for heating 
and cooling in the apartment for various types of glazing and 
balcony enclosures and analysis of thermal comfort during 
heat waves in the summer based on the concept of adaptive 
comfort.

The main objectives of the study were to find the rela-
tionship between the optical and thermal properties of the 
balcony casing and the thermal conditions in the adjacent 
living zone together with the energy demand throughout 
the year. The analysed glazing types varied with thermal 
transmittance, reflectance, and insulating properties, which 
influenced internal temperature in the balcony area and, indi-
rectly, heat inflow and outflow from the apartment. These 
allowed the selection of optimal casing solutions from the 
point of view of reducing the heating and cooling demand as 
well as eliminating the need for mechanical cooling.

Research methodology

As an example, the flat with a net usable area of 75  m2 was 
analysed, with an external balcony of approx. 5  m2 (Fig. 1). 
The flat was located in the middle part of a floor, having two 
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external and two internal walls dividing it from the neigh-
bouring apartments of the same function.

The thermal insulation of the external partitions of the 
apartment complied with the requirements in force in Poland 
since 2014 (external walls: U ≤ 0.25  W/(m2·K), roofs: 
U ≤ 0.20 W/(m2·K), windows: U ≤ 1.30 W/(m2·K)). In the 
flat there were defined three thermal zones, differing by 
internal conditions and the air exchange with the surround-
ing environment. The residential zone (zones 2 and 3) was 
air-conditioned, and the assumed heating and cooling set-
tings are 20 °C and 26 °C. The possibility of ventilating the 
rooms and shading the windows was assumed in summer, if 
the internal temperature exceeded 24 °C and 25 °C, respec-
tively. Solar transmittance of the shadings was 50%. If these 
methods of removing excess heat did not yield the expected 
results and the internal temperature exceeded 26 °C, cooling 
was started. The ventilation of the apartment was gravita-
tional, and it was assumed that the airflow in the rooms of 
zone 3 was directly from the outside. The room adjacent 
to the balcony (zone 2) was supplied with outdoor air pre-
heated in the sunspace. Creating an additional thermal zone 
2 allowed for a more adequate modelling of the air exchange 
between the building and the external environment.

The balcony was a non-conditioned zone, the temperature 
of which was the result of the influence of solar radiation and 
the ambient temperature. The balcony enclosure was glazed 
on all exterior walls. The glazing heights were assumed to 
be 1.80 m, 2.20 m, or 2.60 m, in combination with a wall 
under the window with a height of 1.00, 0.60, or 0.20 m, 
respectively. To maximize passive gains, the balcony glazing 
was closed and exposed in winter. During the summer and 
transitional periods, it was possible to ventilate the balcony 
by opening the windows if the temperature of the indoor air 
exceeded 22 °C. It was also assumed that limiting overheat-
ing by using curtains with radiation permeability of 50% 

was possible if the internal temperature exceeded 24 °C or 
the solar radiation intensity transmitted by the glazing was 
greater than 300 W/m2.

Due to the greater efficiency of double glazed windows in 
the conversion of solar energy, which was confirmed in the 
literature [15–17], it was assumed that this type of glazing, 
filled with argon or krypton, will be used in the greenhouse 
enclosure. Glazing differing in optical and insulating proper-
ties was marked with symbols from O2.0 to O 2.4. The O2.0 
glazing was made of plane glass, the others had spectrally 
selective coatings applied on one or two panes (O2.4). The 
associated rise in infrared reflectivity has increased ther-
mal insulation but at the expense of decreasing solar energy 
permeability.

The thermal insulation of the whole balcony enclosure 
was related to the thermal insulation of the glazing (Table 1). 
In the case of glazing without spectrally selective coat-
ings (O2.0), an enclosure with lower thermal insulation 
(U = 0.65 W/(m2·K)) was used, maintaining the proportions 
between the insulation of the glazed and the full part, which 
were used in the case of coated glazing. This version of 
the enclosure was conducive to maximizing the solar gains 
owing to glazing with lower thermal insulation and higher 
solar radiation permeability. In other cases (O2.1—O2.4), 
the operation of the greenhouse was aimed at minimising 
heat loss by increasing thermal insulation, associated with 
the reduction of solar gains. The thermal transmittance coef-
ficient of the full casing amounted to 0.30 W/(m2·K).

Taking into account the variability of individual param-
eters, a total of 75 calculation cases described in Table 2. 
were analysed. The simulation results were compared with 
the results obtained for an apartment with an open balcony.

Climate data used in simulations

Poland is situated in a temperate climate zone, with a tran-
sient character between the oceanic climate in the west (Cfb) 
and the continental climate in the east (Dfb—continental 
climate with warm summer) [27]. Two types of climate 
data were used in the simulations. The first is the Typical 
Meteorological Year (TMY) for the Warsaw Okęcie station 
(latitude 52°10´E, longitude 20°58´N, the height of station 
107 m a.s.l.), which was used to assess the annual energy 
demand in apartments. The second is the actual measure-
ment data from the period 2001–2020, coming from the 
Warsaw Bielany (latitude 52°17´E, longitude 20°58´N, the 
height of the post 98 m a.s.l) and Warsaw Okęcie weather 
stations. They were used to assess the need for cooling and 
the risk of overheating the rooms in summer when mechani-
cal cooling is not used. The stations belong to the Meteorol-
ogy and Water Management—National Research Institute 
(IMGW—PIB) measurement stations.

Fig. 1  Outline of the apartment with thermal zones: zone 1—balcony, 
zone 2—room adjacent to the balcony, zone 3—remaining part of the 
apartment
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Typical Meteorological Years were developed in 2004 for 
energy certification of buildings [28]. According to TMY, 
the average outside air temperatures were the lowest in Janu-
ary (-1.2 °C), and the highest in July (19.2 °C) for War-
saw Okęcie. Extreme temperatures occurred in January and 
August, amounting to -12.3 °C and 33.2 °C, respectively. 
The average temperature of the heating season (from Sep-
tember to May) is 5.1 °C. The smallest insolation occurred 
from November to January, whereas the largest was from 
May to July. The predominant share of total radiation was 
the diffused component, which represented on average 76% 
in the heating season and 65% in the remaining months.

The method of developing Typical Years took into 
account the fact that they are to be used to determine the 
characteristics which do not deviate from long-term aver-
age energy needs [29]. As a result, a set of parameters 
was obtained, which may not reliably illustrate the risk of 

overheating the rooms, being a rather short-term phenome-
non related to the extreme values of the external temperature.

By the end of the twenty-first century, it is expected that 
progressive climate change may cause an increase in outdoor 
temperature, combined with the occurrence of milder win-
ters and warmer summer periods [23, 30]. This may translate 
into changes in the use and energy consumption of buildings, 
i.e. above all, an increase in the share of space cooling in the 
energy demand structure [31]. To assess the risk of overheat-
ing the rooms operating without mechanical cooling and 
the possible need for their cooling, the simulations used the 
actual climate data covering the months from June to August 
from the period 2001–2020, provided by IMGW—PIB.

While choosing the year with the greatest risk of over-
heating, the following data were analysed (Table 3) [32]:

• Mean air temperature,
• Mean air temperature during astronomical summer,
• Maximum air temperature,
• The number of hours with temperatures above 26 °C, 

28 °C, and 30 °C,
• Occurrence and length of heatwaves.

The heatwave is most often defined by the limit tem-
perature and the minimum duration [33]. In this work, a 
sequence of at least three consecutive days in which the 
maximum temperature exceeds 30 °C was adopted as a heat-
wave, being the criteria proposed for the climatic conditions 
of Poland [34].

The year 2015 recorded the longest periods of elevated 
temperature and the longest heatwaves, including the maxi-
mum 10-day heatwave which occurred between the  3rd and 
 12th of August. This period was assessed as exceptionally 
burdensome not only in Poland but also in Western Europe 
[35]. It was also the year with the third-highest average 
temperature from June to August and the second-highest 

Table 1  Thermal and optical 
properties of the glazing [26]

Ug—thermal transmittance coefficient of the glazing
g—total solar energy transmittance
τvis—visible radiation transmittance (in the range 380 nm–780 nm)
τs—beam solar radiation transmittance (in the range 300 nm–2500 nm)
ρs—beam solar radiation reflectance (in the range 300 nm–2500 nm)

No Sym-
bol

No of panes Spectrally 
selective 
coating

Ug [W/(m2·K)] g 
[‒]

τvis 
[‒]

τs [‒] ρs [‒] g/Ug [(m2·K)/W]

1 O2.0 2 ‒ 2.7 0.80 0.83 0.77 0.14 0.30
2 O2.1 2  + 1.4 0.74 0.81 0.66 0.19 0.53
3 O2.2 2  + 1.3 0.63 0.80 0.56 0.29 0.48
4 O2.3 2  + 1.2 0.53 0.72 0.48 0.40 0.44
5 O2.4 2  + 1.1 0.42 0.63 0.38 0.48 0.38

Table 2  Basic parameters in the simulation

No Parameter No of 
vari-
ants

Range

1 Building’s location 1 Warsaw
2 Balcony’s orientation 5 S, SE, E, SW, W
3 Apartment’s location 1 Middle part of the building
3 Thermal insulation 

of the apartment’s 
external partitions

1 0.25 W/(m2·K)/0.20 W/
(m2·K)/1.30 W/(m2·K) 
(walls/roof/windows)

5 Air exchange rate 1 0.5 1/h/0.3 1/h/0.8 1/h (zone 
3/2/1)

6 Type of the balcony 1 External, glazed on three walls
7 Balcony’s glazing type 5 Description in Table 1
8 Glazing height 3 1.80 m, 2.20 m, 2.60 m
9 Absorptivity of the 

internal surfaces 
of the balcony’s 
enclosure

1 0.5
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temperature during the astronomical summer (21st July–23rd 
September).

Results and discussion

Validation of computer software

During the preliminary works, the software was vali-
dated using temperature measurements from helioener-
getic chambers of the Rzeszów University of Technology, 
designed to conduct research on passive solar systems 
under the actual climatic conditions [36]. For validation, 
the measurements taken from the  18th May 2016 to 9th 
June 2016 were used, during which the temperature of 
the indoor air, the temperature on the surface of full and 
glazed partitions, as well as the heat fluxes flowing through 
the glazing, were recorded at 10-min intervals. At the same 
intervals, the measurements of the external environment 
parameters were taken, such as temperature and humidity 
of the external air, pressure, direction, and speed of the 
wind, as well as the intensity of solar radiation on the 

horizontal plane. During the measurements, the chamber 
was not air-conditioned, and the validation consisted in 
comparing the course of the temperature inside it, deter-
mined based on simulations and experimental tests (Fig. 2) 
[37, 38].

The basic statistical parameters did not exceed the val-
ues recommended by the American Society of Heating 
Refrigerating and Air-Conditioning Engineers (ASHRAE) 
[39], the International Performance Measurement and Ver-
ification Protocol Committee (IPMVP) [40], or the Fed-
eral Energy Management Program [41] for the calibrated 
models:

• Mean Bias Error (MBE) = 0.57% <  ± 5% (according to 
[40]) and <  ± 10% (according to [39, 41])

• Coefficient of Variation of Root Mean Square Error 
(Cv(RMSE)) = 5.22% < 20% (according to [40]) 
and < 30% (according to [39, 41])

(1)
MBE =

n∑

i=1

�
Si − Mi

�

n
⋅ 100%,

Table 3  Characteristics of the 
TMY and the period 2001–
2020, taking into account the 
possibility of overheating

No Year Average temperature 
June—August [°C]

Average summer 
temperature [°C]

Maximum 
temperature. 
[°C]

No. of hours with 
the temperature 
above:

Heatwaves 
[no. of 
days]

26°C 28°C 30°C

1 TMY 17.6 15.8 33.2 114 50 21 0
2 2001 18.4 17.4 33.9 154 72 19 3
3 2002 19.8 18.6 32.1 236 97 26 0
4 2003 19.0 17.9 31.3 155 59 13 0
5 2004 17.6 17.4 31.6 79 21 4 0
6 2005 18.1 17.5 32.1 154 43 13 3
7 2006 19.9 18.4 34.7 317 200 90 9
8 2007 18.9 16.8 35.0 163 72 31 3
9 2008 19.0 17.1 29.8 154 26 0 0
10 2009 18.2 18.0 30.4 106 39 5 0
11 2010 19.8 17.2 34.1 288 157 71 4 + 3 + 3
12 2011 18.6 17.4 31.0 80 36 5 0
13 2012 19.2 18.0 34.1 228 123 53 3
14 2013 19.5 17.8 36.7 199 98 45 3
15 2014 18.7 18.2 32.7 224 90 17 3
16 2015 20.3 20.0 36.2 395 249 132 4 + 10 + 3
17 2016 19.4 18.8 33.0 195 88 33 3
18 2017 19.0 17.9 34.1 158 76 24 0
19 2018 20.8 20.3 32.3 353 151 54 6 + 3
20 2019 21.1 19.0 35.2 375 186 82 3 + 3 + 4
21 2020 19.7 18.8 32.5 214 75 18 3
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Moreover, the Mean Absolute Percentage Error (MAPE) 
value equalled 4.38% and did not exceed 5%, which allowed 
the model to be assessed as good [42],

where
M—measured value,
M’—mean measured value,
S—value determined based on simulation,
n—number of observations.

Energy demand as a derivative of glazing 
properties, analyses using TMY

The basic parameters for assessing the efficiency of solar 
radiation energy acquisition were the demand for heat and 
cold in the entire apartment (zones 2 and 3). The results were 
presented depending on the proportion of the effective solar 
collecting area of glazed elements and the heat transfer coef-
ficient of the balcony enclosure, calculated as [43]:

where
Asol—effective solar collecting area of glazed elements 

 Asol  [m2].

(2)
Cv(RMSE) =

�
∑n

i=1 (Si−Mi)
2

n

M�
⋅ 100%.

(3)MAPE =

∑n

i=1

���
Si−Mi

Mi

���
n

⋅ 100%,

(4)Asol = Fsh,gl ⋅ g ⋅ Ag,

Fsh,gl—shading reduction factor for movable shading pro-
visions (blinds, curtains),  Fsh,gl = 1,

g—total solar energy transmittance, g = 0.9·gn,
gn—total solar energy solar transmittance for radiation 

perpendicular to the glazing,
Ag—an overall projected area of the glazed element  [m2],

where
Htr—heat transfer coefficient of the balcony enclosure 

[W/K]
Ai—the area of the i-th partition surrounding the heated 

space, calculated according to the external dimensions of 
the partition  [m2],

Ui—total thermal transmittance coefficient of the i-th 
partition [W/(m2·K)],

lj—length of the j-th linear thermal bridge [m],
ψj—linear thermal transmittance coefficient of the j-th 

thermal bridge [W/(m·K)].
Asol/Htr was well-correlated with the energy demand (for 

heat demand, the correlation coefficient was approx.
 − 0.95, for the cooling demand 0.90). It also allowed 

taking into account the optical characteristics and thermal 
insulation of individual parts of the housing using a single 
indicator, which was very beneficial for the transparency of 
the analyses.

The demand for heat during the heating season depended 
very little on the height of the glazing, so it was decided to 
present the results only for an intermediate height of 2.20 m 
(the differences between the results obtained for glazing with 
a height of 1.80 m and 2.60 m did not exceed 3%). Heating 
needs in the entire apartment were also relatively little dif-
ferentiated depending on the type of casing or the orientation 
of the greenhouse (Fig. 3).

Along with the increase in the  Asol/Htr ratio, a slight 
decrease in energy needs was observed (by a maximum 
of about 11%). Between the glazing types O2.4 and O2.1 
there was almost a 30% loss in insulation properties, and an 
approximately 75% rise in solar radiation transmittance, giv-
ing a small reduction in heating demand as a result. Despite 
significant differences in the permeability of solar radiation 
for uncoated glazing O2.0 and coated glazing O2.4 (g equal 
to 0.80 and 0.42, respectively), the obtained heat demand in 
the apartment was very similar, and the differences did not 
exceed 2.3%. The similarity of the final results was derived 
from various mechanisms of heat exchange. In the first vari-
ant of the casing, the high g coefficient was combined with 
worse thermal insulation, i.e. higher heat gains were not 
fully utilised as a result of their outflow through the enclo-
sure. In the second one, the thermal insulation of the glazed 

(5)Htr =
∑

i

Ai ⋅ Ui +
∑

j

lj ⋅ �j,

Fig. 2  Temperature time series coming from measurements and simu-
lations, 18th May–9th June 2016
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and full part was higher, but with lower solar gains a similar 
level of energy demand was achieved.

The heating demand for the entire apartment was the low-
est if the balcony was facing south or south-east. The verti-
cal planes of these orientations received the highest amount 
of insolation during the heating season, which, connected 
with the biggest area of the front glazing, caused favourable 
conditions for the conversion of solar energy. The southwest 
side proved to be the worst location of the balcony, and the 
results obtained for the eastern and western orientations 
were similar. The changes resulting from the balcony ori-
entation in relation to the most favourable direction reached 
about 12%.

The balcony enclosure in each of the presented variants 
resulted in reduced heat demand compared to an apartment 
with an open balcony. Energy savings amounted to about 
35% (the O2.1 glazing with a height of 2.60 m, balcony fac-
ing the southeast), which is certainly a result that translates 
into real benefits while using the facility. For the glazing 
types O2.0 and O2.4, the heating reduction was the smallest 
(in the range of 27%–31%).

The cooling demand in the apartment proved to be more 
dependent on the type and height of the glazing used in the 
solar space, however, the amount of energy demand was 
much lower than in the heating season (Fig. 4). Maximum 
energy needs reached 80 kWh/year, while in the case of heat-
ing demand—1113 kWh/year. These values corresponded to 
primary energy demand for cooling equal to 51 kWh/year, 
and primary energy demand for heating equal to 1841 kWh/
year, calculated assuming the use of split air conditioners 
and a district heating system in the building.

Along with the increase in Asol/Htr, the cooling needs 
in the group of glazing with spectrally selective coatings 
have been increasing from over twofold to almost fourfold. 
Here the higher solar transmittance played a crucial role in 
the growth of solar gains, surpassing the effects of higher 
heat transmission to the outside caused by the lower glazing 
insulation. The less insulated enclosure with the O2.0 type 
glazing differed from this trend and the cooling demand was 
higher than it would be expected for the glazing with a simi-
lar  Asol/Htr proportion. This indicated the higher usefulness 
of the glazing with spectrally selective coatings combined 
with greater insulation, as in the case of heat demand.

The impact of the height of the glazing on the energy 
demand was more visible than before, and the differences 
between the results for the extreme heights of the glaz-
ing ranged from 20 to 135% (the greatest disproportions 
occurred in the case of the southern orientation, mainly due 
to the lowest values of the cold demand itself).

The southern orientation of the balcony was the most 
favourable, which was due to small solar gains in the north-
facing part of the apartment and relatively small insolation 
of the vertical plane facing south during summer. The worst 
results were obtained for the eastern and western directions, 
possibly south-eastern or south-western (in some cases of 
glazing with a height of 2.60 m). Due to the change in the 
position of the balcony in relation to the southern orienta-
tion, the demand for cold increased from about 5% to 278%.

The glazing with a total radiation permeability of less 
than 0.5 allowed reducing the energy demand below the 
level characteristic of an apartment with an open balcony 
(O2.4, except for a height of 2.60 m). In other cases, the 
balcony enclosure increased the cold demand, even more 
than four times for double glazing with the greatest height.

The Polish climate is more oriented towards heating than 
cooling; hence, the results characterising the heating season 
were consistent with the results covering the total annual 
energy demand. The final result of the balcony enclosure 
installation proved to be beneficial, despite the periodic 
increase in cooling needs in the summer. At best, the energy 
demand was reduced by almost 33% compared to an apart-
ment with an open balcony.

Assessment of cooling demand and risk of room 
overheating based on 2015 climate data

In the second stage of the analysis, the cooling needs were 
simulated using climate data from 2015, as the TMY was not 
recommended for a reliable assessment of the demand for 
cold, due to anthropogenic climate changes observed since 
the beginning of the twenty-first century [44]. The same 
dataset was used to assess the risk of rooms overheating 
without the possibility of cooling.

Fig. 3  Energy demand depending on the type of the casing and the 
balcony’s orientation (bars depict energy demand in the flat with a 
glazed balcony, lines—in the flat with an open balcony)
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The analysis based on current climate data displayed an 
average tenfold increase in cooling demand compared to the 
results based on TMY (reaching 397 kWh/year, which corre-
sponds to primary energy use 253 kWh/year), confirming the 
great importance of the type of climate data in the analysis 
of phenomena occurring in buildings in summer (Fig. 5). 
However, the course of the graphs showed some similarities 
with the previous results. Among the coated glazing, there 
was an increase in energy demand with the rise in  Asol/Htr, 
and the casing with O2.0 glazing deviated from this regular-
ity. The southern balcony orientation was the most advanta-
geous, whereas the eastern and western were the least. The 
reasons for these effects were the same as in the case of 
cooling demand calculated based on TMY. In most situa-
tions, the enclosure of balconies caused an increase in the 
demand for cold above the level set for an apartment with an 
open balcony (13% on average). Exceptions were the O2.4 

glazing with a height of up to 2.20 m, and the O2.3 glazing 
with a height of up to 1.80 m. These solutions decreased the 
demand for cold by 4.5% on average.

Living quarters in Poland are rarely cooled. An alter-
native method of assessing the summer conditions was to 
examine the possibility of overheating the rooms, assum-
ing that the internal temperature was regulated by low-
energy passive methods, i.e. mainly by opening or closing 
windows and using curtains, blinds, night ventilation, etc. 
based on the criteria of adaptive comfort [45] specified in 
EN 16,798–1:2019 "Energy performance of buildings—
Ventilation for buildings—Part 1: Indoor environmental 
input parameters for design and assessment of energy 
performance of buildings addressing indoor air quality, 
thermal environment, lighting and acoustics" [46]. The 
assessment was made based on the operating temperature, 
being the weighted average of the indoor air temperature 

Fig. 4  Energy demand depending on the type of the casing and the 
balcony’s orientation (bars depict energy demand in the flat with a 
glazed balcony, lines—in the flat with an open balcony): a) glazing 

height 1.80  m, b) glazing height 2.20  m, c) glazing height 2.60  m. 
Climate data—TMY



265International Journal of Energy and Environmental Engineering (2023) 14:257–272 

1 3

and the average radiation temperature. The outdoor run-
ning mean temperature is calculated as:

where
θrm—outdoor running mean temperature for the con-

sidered day [°C],
θrm-1—running mean outdoor air temperature for the pre-

vious day [°C],
θed-1—running mean outdoor air temperature for the sec-

ond previous day [°C],
θed-2—running mean outdoor air temperature for the third 

previous day, etc. [°C],
α–constant between 0 and 1 (recommended value is 0,8),

(6)

�
rm

= (1 − �) ⋅
(
�

ed−1 + � ⋅ �
ed−2 + � ⋅ �2

ed−3

)

= (1 − �) ⋅ �
ed−1 + � ⋅ �

rm−1,

(7)�c = 0.33 ⋅ �rm + 18.8,

θc—comfort temperature.
The standard defines four categories of an indoor envi-

ronment, differing in the level of user expectations and per-
missible deviations from the comfort temperature. They are 
marked as  IEQI (high level of expectation),  IEQII (medium 
level of expectation),  IEQIII (moderate level of expectation), 
 IEQIV (low level of expectation). The limit temperature val-
ues in the particular categories are:

category I - upper limit ∶ �imax = 0.33 ⋅ �rm + 18.8 + 2,

lower limit ∶ �imin = 0.33 ⋅ �rm + 18.8 − 3,

category II - upper limit ∶ �imax = 0.33 ⋅ �rm + 18.8 + 3,

lower limit ∶ �imin = 0.33 ⋅ �rm + 18.8 − 4,

Fig. 5  Energy demand depending on the type of the casing and the 
balcony’s orientation (bars depict energy demand in the flat with a 
glazed balcony, lines—in the flat with an open balcony): a) glazing 

height 1.80  m, b) glazing height 2.20  m, c) glazing height 2.60  m. 
Climate data—the year 2015
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where
θi min—minimum temperature for the given category [°C],

category III - upper limit ∶ �imax = 0.33 ⋅ �rm + 18.8 + 4,

lower limit ∶ �i min = 0.33 ⋅ �rm + 18.8 − 5,

θi max—maximum temperature for the given category 
[°C].

The number of hours outside individual categories of the 
indoor environment was determined depending on the type 
of casing, the area of the glazing, and the orientation of 
the balcony. The results were compared with the conditions 

Table 4  Number of hours beyond the specific categories of the internal environment. 

Glazing type Glazing height Categories of an indoor environment

I II

Balcony’s orientation Balcony’s orientation

E SE S SW W E SE S SW W

O2.0 1.80 215 180 170 246 297 32 2 4 51 79
2.20 257 234 213 321 363 53 24 28 93 116
2.60 274 261 261 383 428 68 56 57 119 145

O2.1 1.80 245 226 225 316 342 47 19 30 93 103
2.20 294 285 313 441 456 89 79 92 146 161
2.60 341 388 426 545 562 119 118 135 215 217

O2.2 1.80 212 194 181 248 281 30 5 8 51 67
2.20 259 255 264 356 368 55 45 57 104 113
2.60 285 295 344 455 456 79 82 106 151 156

O2.3 1.80 193 159 148 212 235 26 2 0 27 39
2.20 211 197 205 281 297 31 16 25 73 83
2.60 238 241 260 368 370 42 32 61 116 111

O2.4 1.80 172 120 102 167 200 20 1 0 5 10
2.20 185 146 137 218 250 23 2 0 36 48
2.60 196 170 170 263 300 26 2 7 68 81

Open balcony 199 165 139 209 259 22 3 5 64 75

Glazing type Glazing height Categories of an indoor environment

III

Balcony’s orientation

E SE S SW W

O2.0 1.80 0 0 0 0 0
2.20 0 0 0 2 3
2.60 0 0 0 6 12

O2.1 1.80 0 0 0 0 2
2.20 0 0 0 22 21
2.60 0 0 10 58 57

O2.2 1.80 0 0 0 0 0
2.20 0 0 0 2 3
2.60 0 0 1 22 19

O2.3 1.80 0 0 0 0 0
2.20 0 0 0 0 0
2.60 0 0 0 3 3

O2.4 1.80 0 0 0 0 0
2.20 0 0 0 0 0
2.60 0 0 0 0 0

Open balcony 0 0 0 1 3
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Fig. 6  Number of hours beyond categories IEQI and IEQII, depending on the type of the casing and the balcony’s orientation (OB—open bal-
cony)
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prevailing in an analogous apartment with an open balcony 
(Table 4, Fig. 6).

In an apartment with an open balcony, the room adja-
cent to the balcony was in most cases more exposed to the 
occurrence of high temperature than the rest of the apart-
ment (except for the eastern orientation). This was influ-
enced, among others, by the larger area of the glazing—the 
proportion of the glazing surface area to the floor surface 
area in zone 2 was 18.3%, and in zone 3–8.5%. Part of the 
windows of zone 3 was generally directed to the northern 
part of the sky, so the intensity of solar radiation reaching 
them was also lower. In both zones, as in the entire apart-
ment, the distribution of the number of hours outside the 
comfort categories was not symmetrical concerning the 
sides of the world, which resulted from the asymmetry of 
the intensity of radiation falling on vertical planes. In zone 2, 
the western and south-western directions were unfavourable, 
whereas in zone 3—the eastern and western. Considering the 
whole apartment, the southern and south-eastern directions 
should be preferred. This was consistent with the regulari-
ties observed for the cooling demand, caused by the smallest 
summer insolation of the vertical planes facing south. The 
requirements of category II of the internal environment for 
these orientations were slightly exceeded (by 3 and 5 h), 
while the requirements of category III were met in the entire 
apartment, also for the eastern orientation.

The spatial nature of the results for apartments with a 
built-in balcony was similar—in zone 2 and the entire apart-
ment, the shortest periods of overheating occurred when the 
balcony was directed east, southeast or south. For the south-
western and western directions, the number of hours outside 
category I rose significantly. Increasing the height of the 
glazing and radiation permeability were also factors enhanc-
ing discomfort in the room adjacent to the balcony. To some 
extent, the glazing without spectrally selective coatings in a 
worse thermally insulated casing (O2.0) deviated from this 
regularity. Despite the highest permeability (g = 0.80), the 
results obtained for higher heat dissipation capacity outside 
the enclosure were between those obtained for the O2.2 and 
O2.3 glazing (g = 0.63 and 0.53, respectively).

In zone 3 (the rest of the apartment outside the room 
adjacent to the balcony), the dependence of the results on the 
orientation of the balcony was the same as in an apartment 
with an open balcony—the least favourable directions are 
eastern and western, whereas the most favourable was the 
southern direction. Balcony enclosure in most cases contrib-
uted to the extension of overheating periods, with this effect 
being less visible than in zone 2.

There were no possibilities to meet the requirements of 
category I of the internal environment, but the same was 
true in an apartment with an open balcony. Its enclosure in 
most cases resulted in an increase in the time of overheating, 
about threefold in the worst situation (O2.1 glazing, height 

2.60 m, southern orientation). It was possible to shorten the 
overheating periods for type O2.4 glazing with a height of 
1.80 m, compared to an apartment with an open balcony, by 
an average of about 20%. Beneficial phenomena were also 
observed in the case of a glazing height of 2.20 m (except 
for the south-western orientation).

The less restrictive requirements of category II were met 
in the apartment in individual cases for the O2.3 and O2.4 
glazing with a lower height (for the southern orientation). 
These types of glazing allowed for reducing the number of 
hours with excessive temperature compared to the basic ver-
sion of the apartment (with an open balcony), in particular 
for the glazing height of 1.80 m. It was also possible when 
using higher glazing (2.20 m), but with some limitations 
related to the type of glazing and the orientation of the bal-
cony—this only applied to the O2.4 glazing, except for the 
eastern orientation.

The internal conditions expected from rooms in category 
III of the environment for the O2.0, O2.1, and O2.2 glazing 
can be provided throughout the apartment at a glazing height 
of 1.80 m, practically regardless of the balcony orientation, 
and at a height of 2.20 m—for the eastern, south-eastern, and 
southern directions. For other glazings, with lower radia-
tion permeability, the apartment qualified for category III 
in almost all cases. The exception was the variant of the 
balcony enclosure with the O2.3 glazing with a height of 
2.60 m facing south-west or west, but in these cases, the 
number of hours with excessive temperature was only 3.

Summing up the above-mentioned analyses in terms of 
selecting the type of glazing and balcony enclosure due to 
their impact on the possibility of overheating the rooms, it 
can be concluded that:

• Balcony enclosures may increase or decrease the number 
of hours exceeding the limits of a comfortable use of the 
premises compared to an apartment with an undeveloped 
balcony; these effects were felt the most in the room adja-
cent to the solar space;

• The use of glazing with high radiation transmittance and 
large surface area has had adverse effects; in the case of 
glazing with the smallest solar aperture, the results may 
be beneficial, due to the reduction of solar gains in the 
room adjacent to the balcony;

• Regardless of the material solutions, the requirements for 
rooms in category I of the indoor environment were not 
met; this was not due to the balcony enclosure since the 
same restrictions existed in an apartment with an open 
balcony;

• Due to the appropriate selection of the elements of the 
enclosure, the height of the glazing, and the orientation 
of the balconies concerning the cardinal directions, the 
requirements of category II can be met for certain types 
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of glazing (O2.3 and O2.4), except that these were single 
configurations in the analysed variants;

• Category III requirements can be met for most of the 
analysed cases (77%);

• The lowest risk of overheating existed if the balcony was 
facing east, south-east or south; the south and south-west 
orientations were the least favourable.

Selecting the optimal solution

Aiming at reducing heat demand in the heating season and 
reducing the need for cooling or the possibility of overheat-
ing in the summer are opposing goals. Increased radiation 
permeability and glazing area are conducive to increasing 
heat gains, which is a beneficial phenomenon in the heat-
ing period, but not in the cooling period. The search for the 
optimal solution will consist in seeking the best compromise 
from the point of view of both criteria.

The optimisation objectives are as follows:

• Obtaining the lowest demand for heat and cold according 
to the analyses carried out based on TMY—scenario I 
(Fig. 7),

• Obtaining the lowest demand for heat and cold accord-
ing to the analyses performed based on TMY (heating 
season) and data from the year with extreme periods of 
heat (cooling season)—scenario II (Fig. 8),

• Obtaining the lowest heat demand according to the analy-
ses conducted based on TMY and the lowest number of 
hours of overheating based on data from the year with 
extreme periods of heat—scenario III (Fig. 9, 10).

To choose the best solution, the Pareto method was used, 
according to which "the solution is a Pareto solution if there 

Fig. 7  Choice of the optimal solution for scenario I Fig. 8  Choice of the optimal solution for scenario II

Fig. 9  Choice of the optimal solution for scenario III (category IEQI)

Fig. 10  Choice of the optimal solution for scenario III (category 
IEQII)
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is no other feasible solution that would improve one optimi-
sation goal without endangering another" [47]. If there are 
two objective functions, then solutions in the sense of Pareto 
form the front, and the final choice of the best one requires 
a specific decision-making process. Because the Pareto 
front in all scenarios was a curve comprising concave frag-
ments, the optimal solution was the point characterised by 
the smallest distance from the ideal solution, described as:

where
λ1, λ2—weighting coefficients for the criteria  C1 and  C2,

C1, C2—optimization criteria, namely demand for heat 
and demand for cold/number of hours of overheating,

C1id, C2id—ideal solutions for the optimization criteria 
 C1,  C2.

In the first two scenarios, comparing the heating and cool-
ing demand, the most recommended type of glazing was 
the O2.1 glazing, regardless of the climate datasets used in 
the simulations of the summer conditions. It had the high-
est radiation permeability and the lowest thermal insulation 
among glazing with selective coatings, as well as the highest 
 Asol/Htr ratio for the entire casing. In the optimal variant, the 
glazing was 1.80 m high and the balcony was facing south. 
At the same time, this solution minimised the demand for 
energy in the heating season, which indicated that the heat-
ing season under the Polish climate conditions was of the 
greatest importance for the thermal operation of the consid-
ered apartment.

In scenario III, comparing heating demand and the 
number of overheating hours, the optimal solution differed 
depending on the desired category of the internal environ-
ment. Considering category  IEQI, the recommended variant 
included the casing with the O2.2 glazing, with the smaller 
solar radiation transmittance compared to the glazing O2.1. 
The remaining characteristics of the casing were the same 
as in the previous case, namely the glazing height equal to 
1.80 m and the southern orientation of the balcony. If the 
category  IEQII was considered, admitting higher internal 
temperature, the optimal solution was as in scenarios I and 
II.

Conclusions

The conducted research confirmed the significant impact of 
spectrally selective coatings used in the glazed space enclo-
sure (balcony) on the energy demand and thermal conditions 

(8)Minimum D =

√
�1

(
C1 − C1id

)2
+ �2

(
C2 − C2id

)2

2∑

i=1

�i = 1, in the analysed cases it was assumed that �1 = �2 = 0.5,

in the residential zone. The final decisions regarding the 
choice of glazing should be made taking into account pri-
marily the energy savings that can be achieved during the 
heating season, but also analysing the impact of material 
solutions on the summer comfort of use. The research indi-
cated the intentional use of double glazing and thermally 
insulated enclosures, due to the greater buffer effect of the 
solar space. Selective coatings on the glass allowed for shap-
ing heat gains and losses so that their mutual proportion is 
as beneficial as possible for the year-round operation of the 
facility.

The lowest total energy demand (heat and cold), cal-
culated based on Typical Meteorological Year and actual 
climate data, was obtained for the O2.1 glazing in a well-
insulated casing. At the same time, it is glazing for which the 
risk of overheating and discomfort of use in the absence of 
mechanical cooling during heat waves may be the greatest. 
If it was necessary to maintain a lower internal temperature 
due to user requirements, the O2.2 glazing type should also 
be considered, provided that a balcony facing east, southeast, 
or south can be designed.

It was difficult to compare the research results with find-
ings available in the literature on the subject, because of 
many differences in the simulation assumptions, mainly 
concerning the types of the buildings (single- and multi-
family ones), the scope of the analyses (regarding a whole 
apartment, a whole building, or only a space adjacent to the 
greenhouse), location, types of sunspace casing, etc. How-
ever, some similarities could be found relating to the publi-
cation [7, 9, 14], where the reduction in demand for heating 
in exemplary flats with sunspaces (being a part of multi-
family buildings) ranged approximately from 20 to 55%. The 
presented results reporting the reduction of heating demand 
between 27 and 35% fell within this range.
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Abstract
To address the deterioration of workshop air quality due to free emission of unorganized fumes from multiple surface sources 
of residual anode carbon blocks during electrolytic cell opening and anode changing operations, new unorganized fumes 
collecting equipment based on negative pressure suction was designed. Take a workshop as an example, by the CFD coupled 
DPM simulation method for unorganized fumes, the influence of the negative pressure P of the fan, and the distance h between 
the upper surface of the residual carbon block and the exhaust hood on the collection efficiency was investigated. The results 
showed that the collection efficiency of flue gas and dust increased with the increase in negative pressure and increased at first 
and then decreased with the rise in the distance between the upper surface of the residual carbon block and the exhaust hood. 
The collection efficiency of flue gas and dust was the highest when the negative pressure was 5000 Pa, and the distance was 
176 mm; at this time the collection efficiency of flue gas was 85.06%, and the dust was 72.58%. Further, validation tests in 
practical applications were carried out. The experimental results consistently demonstrate that the established CFD coupled 
DPM simulation method had a good agreement with the experimental results. The error of flue gas collection efficiency was 
less than 3.1%, and the error of dust collection efficiency was less than 1.2%. The research conducted had critical engineering 
application values for achieving high cleanliness and low energy consumption operation of unorganized fumes.

Keywords CFD · DPM · Unorganized fumes · Exhaust hood · Collection efficiency

Introduction

Aluminum is a chemically very active element, which exists 
in nature mostly in the form of alumina [1]. Since 1886, 
when Hall–Heroult invented the method of producing alu-
minum by electrolysis of cryolite-alumina molten salt and 
formed the stage of large-scale production, this method has 
been the only method for producing metallic aluminum [2]. 
The electrolysis technology of aluminum has developed 
from chemical production to the modern application of 

electrolysis. In China, the production of primary aluminum 
increased from approximately 5.55 million tonnes in 2003 to 
22.06 million tonnes in 2013, showing an average of 14.8% 
annual increase during a span of 10 years [3]. In 2020, the 
production of alumina, primary aluminum and carbon for 
aluminum in China was 7313 [4], 3708 [4] and 20 million 
tonnes [5], accounting for 54.6%, 56.8% and 61.0% of the 
total world production in that year, respectively. As the 
world's largest producer and consumer of aluminum, China's 
aluminum electrolysis industry is an important pillar of the 
national economy, but at the same time, it has the issues of 
high energy consumption and heavy pollution [6, 7].

Modern aluminum electrolysis production is a process 
that uses cryolite—alumina as the electrolyte and carbon 
material as the electrode to prepare metallic aluminum [8]. 
In the process of electrolysis, liquid aluminum metal is pre-
cipitated from the cathode, and  CO2-based gas is produced 
from the anode [9]. As shown in Fig. 1, after the anode 
is consumed, it is necessary to open the cell and change 
the anode, during which a large number of harmful gases, 
mainly HF,  CO2,  SO2 and dust [10, 11], are emitted from the 

 * Yong Zhang 
 289714423@qq.com

1 School of Civil Engineering, Hunan University 
of Technology, Zhuzhou 412007, China

2 School of Mechanical Engineering, Hunan University 
of Technology, Zhuzhou 412007, China

3 Zhuzhou Tianqiao Crane Co., Ltd., Zhuzhou 412001, China
4 Hunan Special Equipment Inspection and Testing Institute, 

Changsha 410116, China

http://crossmark.crossref.org/dialog/?doi=10.1007/s40095-022-00525-1&domain=pdf


322 International Journal of Energy and Environmental Engineering (2023) 14:321–334

1 3

surface of the electrolytic cell and the residual anode, which 
are dispersed in the air with the movement of the crane and 
are called unorganized fumes [12]. In continuous produc-
tion, the air quality in the workshop gradually deteriorates, 
which threatens the life, health and safety of operators for 
a long time [13, 14]. Therefore, it is of great engineering 
importance to find ways to efficiently clean unorganized 
fumes and reduce energy consumption.

In the research of industrial workshop unorganized fumes 
collection technology and structure, Liu et al. [15] proposed 
three types of exhaust hood structures: up-draft, side-draft 
and air-curtain, which were applied to the collection of 
unorganized fumes from open dust sources, and the results 
showed that the air-curtain hood had the highest capture 
efficiency, which proved that the exhaust hood structure was 
effective in collecting unorganized fumes. Lin et al. [16] pro-
posed a cyclone curtain-type exhaust hood collection tech-
nique for the unorganized fumes generated during welding 
operations and established the optimal design parameters. It 
was shown that the airflow organization of the exhaust hood 
had an effect on the collection efficiency. Jing et al. [17] 
used closed dust hood and vortex blowing and suction dust 
removal technology to solve the problem of dust diffusion 
caused by the formation of induced airflow in the conveyor 
belt during the transportation of coal. It demonstrated that 
the combination of exhaust hood structure and airflow organ-
ization can effectively collect unorganized fumes. The above 
studies showed that exhaust hoods can play a good role in 
the collection of unorganized fumes in industrial workshops, 
but they have not been applied to the collection of aluminum 
electrolysis unorganized fumes. For unorganized fumes from 
aluminum electrolysis residual anodes, in 2011, Wang et al. 
[18] were the first to propose an exhaust hood structure based 
on local suction technology for residual anodes stacked at 
fixed points. They carried out CFD numerical simulations 

under pure air conditions, which provided a better research 
idea for the solution of this problem. In 2017, Vincent Verin 
et al. [19] designed a residual anode tray with a restrictive 
cover to facilitate residual anode placement while reduc-
ing unorganized flumes emissions, the residual anodes were 
sealed and cooled to reduce unorganized fumes emission. 
In 2018, Song et al. [20] proposed a mobile dust collection 
hood structure for fixed residual carbon blocks, which can be 
moved to a fixed position to collect the unorganized fumes 
emitted from the residual carbon blocks.

In summary, the current collection technology for alu-
minum electrolysis unorganized fumes can only collect the 
fumes emitted from fixed residual carbon blocks, but there 
are still no better solutions for the unorganized fumes emit-
ted during the opening of the electrolytic cell, the lifting 
of the residual carbon block from the electrolytic cell, and 
transit by the crane.

In this regard, we propose an aluminum electrolysis unor-
ganized fumes collection technology and mobile fumes col-
lection equipment based on negative pressure suction, which 
can collect the unorganized fumes emitted from the residual 
carbon block in the process of lifting and transiting. Taking a 
workshop as an example, we establish a CFD coupled DPM 
simulation method to study the collection efficiency of flue 
gas and dust (both contained by fumes), the influence of the 
negative pressure P of the fan and the distance h between the 
upper surface of the residual carbon block and the exhaust 
hood on the collection efficiency is investigated, and the 
optimized parameters for the highest collection efficiency 
are derived and experimental verification is carried out.

Model and methodology

Aluminum electrolysis unorganized fumes 
collection equipment

During the aluminum electrolysis operation, the crane is 
equipped with special tools to complete many operational 
tasks such as new and old anode replacement, dressing addi-
tion, and aluminum liquid extraction in the cell in different 
locations of the electrolytic cell according to the electroly-
sis process and cycle, thus the crane is called Pot Tending 
Machine (PTM) for aluminum electrolysis. In this regard, 
in order to realize the fumes collection of carbon block in 
the mobile state, the principle of negative pressure suction 
can be used to wrap the source of fumes emitted from the 
surface of the high-temperature residual anode through the 
liftable exhaust hood, and lift the fumes through the nega-
tive pressure fan suction to the telescopic pipe fixed on the 
PTM tool. The end of the telescopic pipe is connected with 
the designed fumes delivery trolley. The fumes delivery 
trolley moves simultaneously with the PTM in the fixed 

Fig. 1  Aluminum electrolysis workshop production operations
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flow channel on the workshop wall. The fume is pumped 
through the flow channel to the adsorption unit device such 
as cyclone dust removal fixed in the workshop to complete 
the purification, consequently forming a new collection tech-
nology and equipment for mobile fumes.

Its structure is shown in Fig. 2. The aluminum electroly-
sis unorganized fumes collection equipment contains an 
up-draft exhaust hood, telescopic pipe (supporting winch 
mechanism), PTM track, flow channel and fumes delivery 
trolley, purification device, negative pressure fan, and sup-
porting electric control system.

Up‑draft exhaust hood structure

The up-draft exhaust hood is a crucial component for fume 
collection, and its size should be compatible with the size 
of the residual anode carbon block. At present, the standard 
size of residual anode carbon block commonly used in the 
industry is 1570 × 660 × 520 mm, and the residual anode car-
bon blocks are lifted in pairs during electrolysis. According 
to the size of the carbon block of the residual anode group 
and the obstacle avoidance requirements of the anode chang-
ing fixture operation, the overall size of the two-flap type 
exhaust hood used is 2.1 × 0.8 × 1.06 m, and the structure 
of the exhaust hood is shown in Fig. 3. The fumes enter 
the hood chamber through the hood hole, the fixture holes 
for telescoping are available for the anode changing fixture 
to telescope, and the fumes in the hood chamber enter the 
telescopic pipe through the pipe inlet.

The hood holes are arranged according to the shape of the 
residual anode group, which is rectangular, and the middle 
of the hood holes should be reserved for fixture holes for 
telescoping. According to the requirements of the code [21], 
the wind speed in the telescopic pipe should not be less than 
15 m/s and not more than 28 m/s. The diameter of the hood 
holes affects the air volume and air velocity in the pipe. To 
keep the air velocity in the pipe within a suitable range, the 
diameter of the hood holes is therefore set to 60 mm and 
90 mm.

Collection efficiency evaluation index

According to the characteristics of fumes components, the 
effectiveness of the new collection technology and equipment 
is evaluated by the collection efficiency index of flue gas and 
dust respectively.

(1) Flue gas collection efficiency.
On the basis of the reference [22], the flue gas collection 

efficiency is calculated from Eq. (1)

(1)� =
QC

qm

× 100%

Fig. 2  Aluminum electrolysis 
unorganized fumes collection 
equipment

Fig. 3  Up-draft exhaust hood structure
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where η is the flue gas collection efficiency, %; Q is the air 
volume of the exhaust hood, the hood inlet is the bottom 
horizontal surface of the exhaust hood,  m3/s; C is the average 
concentration of flue gas at the hood inlet, kg/m3; qm is the 
volatilization rate of the volatile surface of the flue gas, kg/s.

(2) Dust collection efficiency.
On the basis of the reference [15], the dust collection 

efficiency is calculated from Eq. (2)

where ηm is the dust collection efficiency, %; mb is the total 
mass of dust inhaled from the hood inlet, kg; ma is the total 
mass of dust emitted from the source, kg.

Numerical simulation methods

The basic process of CFD calculations can be viewed as the 
numerical solution of the nonlinear flow governing equa-
tions (mass conservation equation, momentum conservation 
equation, energy conservation equation) and other subsidiary 
physical equations in fluid mechanics. Through the above 
computational process, the distribution of the fundamental 
physical quantities within the flow field of a complex geo-
metric or complex fluid model with geometric space or time 
can be obtained [23].

In order to further determine the installation position of 
the equipment and the negative suction pressure during oper-
ation, CFD numerical simulation is applied to an aluminum 
electrolysis workshop as an example to study the influence 
law of negative fan pressure P, the distance h between the 
upper surface of the residual carbon block and the exhaust 
hood of the equipment installation parameters on the col-
lection efficiency.

Physical model

The space size of the workshop is 75 × 30 × 23 m, tak-
ing into account the fumes free drift rate, combined with 
the size of the exhaust hood, taking into account the cal-
culation efficiency, the calculation domain is taken as 
L × W × H = 6.1 × 4.8 × 4.0 m, and the original equipment 
model is simplified, the main pipe is kept and the fine parts 
are deleted, as a physical model for CFD analysis, as shown 
in Fig. 4.

Governing equations

The governing equations of the airflow employed are the 
time-averaged Navier–Stokes equations. After Reyn-
olds averaging, the governing equations of the continuity, 

(2)�m =
mb

ma

× 100%

momentum, energy and species are given in tensor forms 
as follows.

Assuming that the fume is incompressible flow, the gov-
erning equations [23] are.

(1) Continuity equation

where ρ is the density, kg/m3; t is the time, s; and u⃗ is the 
velocity vector, m/s.

(2) Momentum equation

where ui is the component of the velocity vector, m/s; μ is 
the dynamic viscosity, Pa s; p is the static pressure, Pa; xi is 
the coordinate component; and Sui

 is the generalized source 
term of the momentum conservation equation.

(3) Energy equation

where cp is the specific heat capacity, kJ/kg; T is the tem-
perature, K; k is the heat transfer coefficient, W/(m2 K); and 
ST is the viscous dissipation term.

(4) Species transport equation

where cA is the volume concentration of component A, ml/
m3; DA is the diffusion coefficient of component A,  m2/s; SA 
is the source term, i.e., the release intensity of component 
A at any point.

(5) Discrete phase equations of motion.
The DPM is used to simulate the dust motion process 

[24]. The theory of the Discrete Phase Model is based on 

(3)
𝜕𝜌

𝜕t
+ div

(

𝜌u⃗
)

= 0

(4)
𝜕
(

𝜌ui

)

𝜕t
+ div

(

𝜌uiu⃗
)

= div
(

𝜇 grad ui

)

−
𝜕p

𝜕xi

+ Sui

(5)
𝜕(𝜌T)

𝜕t
+ div

(

𝜌u⃗T
)

= div

(

k

cp

grad T

)

+ ST

(6)
𝜕
(

ρcA

)

𝜕t
+ div

(

𝜌u⃗cA

)

= div
(

DAgrad
(

𝜌cA

))

+ SA

Fig. 4  Physical model
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the Euler–Lagrange method, i.e., the Eulerian method is 
applied to describe the continuous phase of the fluid and the 
Lagrange method is devoted to describe the discrete phase of 
the particles [25], where the transport equations of the con-
tinuous phase are solved first and then the discrete phase is 
calculated in Lagrange coordinates [26], taking into account 
the coupling between the discrete and continuous phases.

The trajectory of the discrete phase particles is obtained 
by solving the differential equation for the particle forces in 
Lagrangian coordinates [27]. The equilibrium equation for 
the particle force [28] is

where u is the velocity of the continuous phase, m/s; up is 
the velocity of the discrete phase particles, m/s; ρ is the 
density of the continuous phase, kg/m3; �p is the density of 
the discrete phase particles, kg/m3; FD is the drag force per 
unit mass of the particles, N.

The expression of FD is

where μ is the continuous-phase dynamic viscosity Pa s; dp 
is the discrete-phase particle diameter, mm; Re is the Reyn-
olds number, and CD is the drag coefficient.

The expression of CD is

where  a1,  a2 and  a3 are constants [29], and all take the value 
of 1 in the context of this paper.

Mesh division and boundary conditions

The unstructured tetrahedral mesh and the prismatic mesh 
can both have a better fit. For this purpose, ICEM CFD 2021 

(7)
dup

dt
= FD

(

u − up

)

+
gx

(

�p − �
)

�p

(8)FD =
18�

�pd2
p

CDRe

24

(9)CD = a1 +
a2

Re
+

a3

Re

is used to mesh the carbon block and the exhaust hood with a 
spacing of 216 mm as an example. It is verified that the num-
ber of meshes does not affect the calculation results at about 
6 million by the mesh-independence verification (Fig. 5).

The Fluent 2021 solver is applied to carry out the steady-
state calculations, and the gravity and energy equations are 
turned on considering the effects of dust gravity and thermal 
pressure of the residual carbon block [30], and the RNG k–ε 
model is chosen for the turbulence model [31]. The SIMPLE 
algorithm is used, and the second-order upwind with a con-
vergence residual of  10−6.

Adopt negative pressure suction, the carbon block is sur-
rounded by natural air inlet, and the surface of the carbon 
block is the fumes emitting surface, the outlet of the flow 
channel is the pressure outlet, the initial temperature of the 
fume is 200 °C, the ambient temperature is 27 °C, the veloc-
ity of the fumes emitted from the surface of the residual 
carbon block after it is pulled out from the electrolysis cell 
is measured to be 0.284 m/s, and the maximum negative 
pressure that the fan can provide is 5000 Pa. The boundary 
conditions of the species transport model are set as shown 
in Table 1.

The boundary conditions of the DPM are set as shown in 
Table 2 below. The diameter of the dust particles is meas-
ured by a laser particle size analyzer, and the true density of 
the dust particles is measured by the liquid phase substitu-
tion method [32].

Fig. 5  Schematic diagram of grid division (including boundary layer)

Table 1  Species transport model setup

Name Type Parameters

Natural air inlet Pressure inlet –
The outlet of the flow channel Pressure outlet −3000 − 5000 Pa
Fumes volatile surface Velocity inlet 0.284 m/s
Exhaust hood and pipe surface Wall –
Computational domain boundary Wall –

Table 2  Discrete phase model setup

Boundary conditions Parameters

Injection type Surface
Mass flow rate 2 ×  10−6 kg/s
Particle density 2.5 ×  103 kg/m3

Diameter distribution Rosin–Rammler
Diameter 0.3–130 μm
Turbulent dispersion Discrete 

random walk 
model

Outlet Trap
Computational domain boundary Escape
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Results and discussion

Effect of different negative pressure on collection 
efficiency

In this regard, the collection efficiency of the equipment 
is investigated at a distance of 216 mm between the upper 
surface of the residual carbon block and the exhaust 
hood when the negative pressure P is 3000 Pa, 3500 Pa, 
4000 Pa, 4500 Pa and 5000 Pa, respectively. Using the 
above simulation scheme, a contour of the flue gas concen-
tration field can be obtained as shown in Fig. 6.

Figures a, b, c, d and e are the flue gas concentration 
fields at pressures P of 3000 Pa, 3500 Pa, 4000 Pa, 4500 Pa 
and 5000 Pa, respectively.

As is seen from Fig. 6, when the negative pressure is 
from 3000 to 4000 Pa, the flue gas escapes from the bot-
tom of the exhaust hood to all around. This indicates that 
when the negative pressure is small, the thermophoretic 
force plays a dominant role and the flue gas drifts into 
the hood chamber under the action of thermal pressure, 
resulting in a high concentration of flue gas in the hood 
chamber and the pipes. When the negative pressure is from 
4500 to 5000 Pa, the flue gas only partially leaks at the 
bottom of the exhaust hood. This indicates that when the 

negative pressure increases, the effect of wind pressure is 
greater than the thermal pressure. When the pressure-gra-
dient force increases, the initial momentum of the flue gas 
increases [33], the flue gas in the hood chamber is more 
extracted and collected, and the concentration of flue gas 
in the hood chamber and the pipe is significantly reduced.

As shown in Fig. 7, the dust concentration fields (unit: kg/
m3) from Figures a, b, c, d and e are at negative pressures 
of P = 3000 Pa, 3500 Pa, 4000 Pa, 4500 Pa and 5000 Pa, 
respectively.

As is seen from Fig. 7, when the negative pressure is 
from 3000 to 4000 Pa, the dust escapes from the bottom 
of the exhaust hood under the action of gravity. This indi-
cates that when the negative pressure is small, gravity and 
buoyancy play a dominant role, and the dust is dispersed 
in all directions under the action of buoyancy. When the 
negative pressure is from 4500 to 5000 Pa, the concentra-
tion of dust escaping from the surroundings of the exhaust 
hood is relatively reduced as the negative pressure increases. 
This indicates that when the negative pressure increases, the 
pressure-gradient force plays a dominant role, when the dust 
enters the exhaust hood under the action of wind pressure 
and is collected, and the escaping dust is relatively reduced.

Figure 8 shows the average concentration of flue gas 
at the hood inlet and the number of particles captured 
at the outlet obtained by numerical simulation. As the 

Fig. 6  Flue gas concentration field at different pressure conditions
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negative pressure of the fan increases, the average con-
centration of flue gas decreases, and when the negative 
pressure is 5000 Pa, the average concentration of flue 
gas is the lowest. Because when the negative pressure is 

small, the thermophoretic force plays a dominant role. 
When the negative pressure increases, the pressure-gradi-
ent force increases, the initial momentum of the flue gas 
increases, and more of the flue gas in the hood chamber 

Fig. 7  Dust concentration field at different pressure conditions

Fig. 8  Different pressure condi-
tions
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is extracted and collected. As the negative pressure of 
the fan increases, more dust particles are collected by the 
equipment, and the maximum number of particles are cap-
tured at the outlet when the negative pressure is 5000 Pa. 
Because when the negative pressure is small, gravity and 
buoyancy play a dominant role, when the negative pressure 
increases, the pressure-gradient force plays a dominant 
role, the dust enters the exhaust hood under the action 
of wind pressure is collected, and the escaping dust is 
reduced.

By substituting the data in Fig. 8 into Eqs. (1) and (2), 
the effect of negative pressure P on the flue gas and dust 
collection efficiency can be obtained.

As shown in Fig. 9, the horizontal coordinates 1, 2, 
3, 4 and 5 are the pressure conditions at the distance 
h = 216 mm when P = 3000 Pa, 3500 Pa, 4000 Pa, 4500 Pa 
and 5000 Pa respectively, with the increase in negative 
pressure, the flue gas collection efficiency rises, and when 
the negative pressure is 5000 Pa, the flue gas collection 
efficiency is the highest, up to 83.86%.With the increase 
in negative pressure, the dust collection efficiency rises 
slowly, and when the negative pressure is 5000 Pa, the dust 
collection efficiency is the highest, up to 71.65%. When 
the negative pressure increases, the pressure-gradient force 
plays a dominant role, which results in an increase in the 
collection efficiency of flue gas and dust. The dust col-
lection efficiency increases insignificantly with increasing 
negative pressure, which may be due to the limitations of 
the equipment structure, resulting in dust deposition on 
the upper surface of the hood chamber and in the pipes.

Effect of different distance on collection efficiency

As shown in Fig. 10, from Figures a, b, c, d, e are the flue 
gas concentration fields of the equipment at the distance 
h = 96 mm, 136 mm, 176 mm, 216 mm, 256 mm between the 
upper surface of the residual carbon block and the exhaust 
hood at the negative pressure P = 5000 Pa, respectively.

As is seen from Fig. 10, when the distance between the 
upper surface of the residual carbon block and the exhaust 
hood is 96 mm, the concentration of flue gas inside the hood 
chamber is lower. This is because the distance between the 
upper surface of the residual carbon block and the exhaust 
hood is closer, the wind pressure along the resistance loss is 
lower, the initial momentum of the flue gas is larger, and the 
flue gas inside the hood chamber is more easily collected. 
When the distance between the upper surface of the residual 
carbon block and the exhaust hood is from 136 to 256 mm, 
as the distance increases, the concentration of flue gas in 
the hood chamber becomes higher and higher, and at the 
same time, the flue gas is partially leaked at the bottom of 
the exhaust hood. This is because the distance between the 
upper surface of the residual carbon block and the exhaust 
hood is getting farther and farther, the wind pressure along 
the resistance loss is increasing, and as the area outside the 
exhaust hood exposed at the bottom of the carbon block is 
increasing, the flue gas is influenced by the thermophoretic 
force to escape from the exhaust hood.

As shown in Fig. 11, from Figures a, b, c, d and e are 
the dust concentration fields (unit: kg/m3) of the equipment 
at the distance h = 96 mm, 136 mm, 176 mm, 216 mm and 
256 mm between the upper surface of the residual car-
bon block and the exhaust hood at the negative pressure 
P = 5000 Pa, respectively.

As can be seen from Fig. 11, the dust escapes relatively 
more when the distance is 96 mm and 256 mm, and less 
dust escapes when the distance is 136–216 mm. When the 
distance between the upper surface of the residual carbon 
block and the exhaust hood is small, the air volume entering 
the exhaust hood is insufficient, the initial momentum of the 
dust is low, which makes it challenging to collect the dust; 
when the distance between the upper surface of the residual 
carbon block and the exhaust hood is large, the area of the 
residual carbon block exposed outside the exhaust hood is 
more extensive, which causes the dust to escape under the 
action of buoyancy.

Figure 12 shows the average concentration of flue gas 
at the hood inlet and the number of particles captured at 
the outlet obtained by numerical simulation. With the 
increase in the distance between the upper surface of the 
residual carbon block and the exhaust hood, the average 
concentration of flue gas at the hood inlet first decreases 
and then increases, and when the distance is 176 mm, the 
average concentration of flue gas at the hood inlet is the 

Fig. 9  Flue gas and dust collection efficiency at different pressure 
conditions
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smallest and the collected flue gas is the largest. This is 
because when the distance between the upper surface of 
the residual carbon block and the exhaust hood is small, 
the air volume entering the hood is insufficient and the 
initial momentum of the flue gas is small, at which time 
the flue gas escapes under the action of thermophoretic 
force; when the distance between the upper surface of 
the residual carbon block and the exhaust hood is large, 
the residual carbon block exposes more area outside the 
exhaust hood, thus causing the flue gas to escape under the 
action of thermophoretic force. With the increase in the 
distance between the upper surface of the residual carbon 
block and the exhaust hood, the number of particles cap-
tured at the outlet first increases and then decreases, and 
the number of particles captured at the outlet is the highest 
when the distance is 176 mm. This is because when the 
distance between the upper surface of the residual car-
bon block and the exhaust hood is small, the air volume 
entering the collection hood is insufficient, and the initial 
momentum of the dust is small, so the dust escapes under 
the effect of buoyancy, which makes it difficult to be col-
lected; when the distance between the upper surface of 
the residual carbon block and the exhaust hood is large, 
the residual carbon block exposes more area outside the 
exhaust hood, which causes the dust to escape under the 
effect of buoyancy.

By substituting the data in Fig. 12 into Eqs. (1) and (2), 
the effect of distance h on the flue gas and dust collection 
efficiency can be obtained.

As shown in Fig. 13, the horizontal coordinates 1, 2, 
3, 4 and 5 indicate the pressure conditions when the dis-
tance between the upper surface of the residual carbon 
block and the exhaust hood is 96 mm, 136 mm, 176 mm, 
216 mm and 256 mm at negative pressure P = 5000 Pa, 
respectively. When the distance between the upper surface 
of the residual carbon block and the exhaust hood is lower 
than 176 mm, the air volume entering the hood holes is 
insufficient, the initial momentum of the flue gas is small, 
and the flue gas escapes under the action of thermopho-
retic force at this time, resulting in low flue gas collection 
efficiency; while when the distance exceeds 176 mm, the 
surface area of the residual carbon block exposed out-
side the exhaust hood increases, hence increasing the flue 
gas dissipation under the action of thermophoretic force. 
When the distance between the upper surface of the resid-
ual carbon block and the exhaust hood is 176 mm, the 
highest flue gas collection efficiency is achieved, reach-
ing 85.08%. When the distance between the upper surface 
of the residual carbon block and the exhaust hood is lower 
than 176 mm, the air volume entering the exhaust hood 
is insufficient, the initial momentum of the dust is small, 
and the dust escapes under the action of buoyancy at this 

Fig. 10  Flue gas concentration field at different distance conditions
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time, resulting in a low dust collection efficiency; and as 
the distance increases, the surface area of the residual car-
bon block exposed outside the gas collector increases, so 
that more dust is dissipated under the action of buoyancy 
and the collection efficiency is slightly reduced. When 

the distance between the upper surface of the residual 
carbon block and the exhaust hood is 176 mm, the dust 
collection efficiency is the highest, reaching 72.58%.

Fig. 11  Dust concentration field at different distance conditions

Fig. 12  Different distance conditions
Fig. 13  Flue gas and dust collection efficiency at different distance 
conditions
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After the above analysis, it is known that the highest 
collection efficiency of flue gas and dust is achieved when 
the negative pressure of the exhaust hood is P = 5000 Pa 
and the distance between the upper surface of the residual 
carbon block and the exhaust hood is h = 176 mm. There-
fore, the collection equipment is installed and operated with 

these parameters, and experimental tests are conducted. The 
flue gas and dust concentrations are tested with a gas chro-
matograph and a dust concentration detector, respectively 
(Fig. 14).

The experimentally measured data are shown in Table 3.
The collection efficiency obtained from the numerical 

simulation is compared with the experiment, as shown in 
Fig. 15

As shown in Fig. 15, the flue gas collection efficiency of 
the equipment is 82.45% and the dust collection efficiency 
is 71.72% as measured experimentally, so the new collection 
equipment can effectively collect unorganized fumes.

Comparing the experimentally measured collection effi-
ciency with the maximum collection efficiency of flue gas 
and dust in Fig. 13, the error of flue gas collection efficiency 
is less than 3.1% and the error of dust collection efficiency 
is less than 1.2%, indicating that the established CFD cou-
pled DPM simulation method has a good agreement with the 
experimental results.

Summary and limitations

Now we will further provide an extended discussion on the 
collection efficiency of the aluminum electrolysis unorgan-
ized fumes collection equipment influenced by the negative 
pressure P of the fan and the distance h between the upper 
surface of the residual carbon block and the exhaust hood. 
The collection efficiency of flue gas and dust increases as 
the negative pressure increases, and the collection efficiency 
of flue gas increases more significantly than the collection 
efficiency of dust. When the negative pressure is 5000 Pa, 
the flue gas and dust collection efficiency are the greatest. 
Furthermore, as the distance h increases, the average con-
centration of flue gas at the hood inlet first decreases and Fig. 14  Distribution of measurement points

Table 3  Test point data

Number of experi-
ments

Flue gas concentration in natu-
ral state (mg/m3)

Dust concentration in natural 
state (mg/m3)

Flue gas concentration after 
collection (mg/m3)

Dust concentration 
after collection (mg/
m3)

1 200.36 12.41 35.28 3.48
2 201.28 13.25 34.66 3.21
3 200.85 12.69 35.11 3.43
4 202.53 13.68 36.11 3.82
5 199.76 12.12 34.85 3.13
6 201.58 13.73 36.73 2.97
7 202.34 11.28 33.86 3.86
8 198.67 12.33 35.86 4.23
9 200.39 11.34 34.71 3.34
10 200.87 12.07 35.43 3.85
Average 200.86 12.49 35.26 3.53
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then increases, the number of particles captured at the outlet 
first increases and then decreases, and when the distance is 
176 mm, the average concentration of flue gas at the hood 
inlet is the smallest, the number of particles captured at the 
outlet is the greatest, and the flue gas and dust collection 
efficiency are the greatest. Therefore, appropriately increas-
ing the negative pressure of the fan within the allowed range, 
while reasonably controlling the distance between the resid-
ual carbon block and the exhaust hood can improve the col-
lection efficiency of the flue gas and dust. Previous studies 
[34] have also found that the height of the exhaust hood from 
the pollution source and the exhaust hood suction pressure 
can affect the collection efficiency of aluminum electrolysis 
fumes, and increasing the suction pressure can improve the 
collection efficiency of fumes at the optimal exhaust hood 
height. In general, among the two factors in this study, the 
negative pressure P and distance h have some influence on 
the performance of the aluminum electrolysis unorganized 
fumes collection equipment. The variation of negative pres-
sure P and distance h has a relatively obvious effect on the 
collection efficiency of flue gas. In contrast, the effect on 
the collection efficiency of dust is relatively less significant.

Nevertheless, the limitations of our current study are as 
follows:

Only the effect of negative pressure P on the collection 
efficiency of unorganized fumes from aluminum electroly-
sis at a fixed distance h and the effect of distance h on the 
collection efficiency of unorganized fumes from aluminum 
electrolysis at a fixed negative pressure P were discussed, 
and the collection efficiency of flue gas and dust did not 
reach the optimal value because of the structural limitation 
of the equipment. Next, the interaction effects of two or more 
factors on the collection efficiency can be investigated, the 
structural parameters of the equipment can be improved, and 

multi-objective optimization for maximizing the collection 
efficiency can be carried out.

Conclusions

In this paper, we proposed an aluminum electrolysis unor-
ganized fumes collection technology and mobile fumes 
collection equipment based on negative pressure suction, 
which could collect the unorganized fumes emitted from the 
residual carbon block in the process of lifting and transiting. 
The performance of the new collection equipment was inves-
tigated, the influence of the negative pressure P of the fan 
and the distance h between the upper surface of the residual 
carbon block and the exhaust hood on the collection effi-
ciency was investigated. The main conclusions obtained are 
as follows:

When the negative pressure P is small, the thermopho-
retic force and buoyancy play a dominant role and more flue 
gas and dust escape. When the negative pressure P increases, 
the pressure-gradient force plays a dominant role and the 
collection efficiency of flue gas and dust increases. When 
the distance h is small, the air volume into the exhaust hood 
is insufficient and the initial momentum of the flue gas and 
dust is low, resulting in more flue gas and dust escaping. 
When the distance h is larger, the residual carbon block 
exposes more area outside the exhaust hood, and the flue gas 
is influenced by thermophoretic force and dust is influenced 
by buoyancy to escape.

Among the two factors in this study, the negative pressure 
P and distance h have some influence on the performance 
of the aluminum electrolysis unorganized fumes collection 
equipment. The variation of negative pressure P and distance 
h has a relatively obvious effect on the collection efficiency 
of flue gas. In contrast, the effect on the collection efficiency 
of dust is relatively less significant. The collection efficiency 
of flue gas and dust increased with the increase in negative 
pressure P. The collection efficiency of flue gas and dust 
increased at first and then decreased with the increase in the 
distance h. When the negative pressure P = 5000 Pa and the 
distance between the upper surface of the residual carbon 
block and the exhaust hood h = 176 mm, the collection effi-
ciency of flue gas and dust is the highest, and the collection 
efficiency of flue gas is 85.08% and the collection efficiency 
of dust is 72.58% at this time.

The influencing factors of the equipment's flue gas and 
dust collection efficiency are analyzed and experiments are 
carried out. The error of flue gas collection efficiency is less 
than 3.0% and the error of dust collection efficiency is less 
than 1.0%. The simulation and experimental results have 
a good agreement, indicating that the numerical simula-
tion results can be used as a reference basis for theoretical 
analysis.

Fig. 15  Numerical simulation and experimental comparison
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Abstract
Combustion systems can use tire pyrolysis oil (TPO) due to its high energy content. The amount of nitrogen and sulfur present 
in the TPO should result in NOx and  SO2 emissions when combustion occurs. A flameless combustion regime can reduce 
pollutant emissions, mainly NOx, with greater thermal efficiency. This work aims to analyze the NO and  NO2 emission in 
different diesel fuel mixtures with TPO, 5% (TPO5), and 10% (TPO10) by mass, in a flameless regime. A combustor was 
used operating with a maximum heat input of 13 kW and an effervescent injector promoting an average Sauter diameter of 
33.89 ± 3.77 µm. The uniform temperature profile within the combustor characterizes the flameless combustion regime that 
was reached after 50 min for diesel and after 40 min for TPO5 and TPO10 from the ignition. TPO5 and TPO10 have similar 
NO emissions in flameless combustion. The  NO2 emission increases with the TPO content in the mixture.

Keywords Pyrolysis oil · Waste tires · Diesel · Flameless · Emissions

Introduction

In 2019, the production of tires was 5 million tons [1]. This 
production would eventually become undesirable waste 
without proper treatment, which could become an environ-
mental problem. In the same year, almost 95% of the waste 
tire were used in energy recovery, recycling, civil engineer-
ing application, and other minor applications, including 
pyrolysis [2]. Pyrolysis is a thermal degradation process in 
an inert ambient, resulting in fuel gas, fuel oil, and solid 
waste as products [3–5]. Tire pyrolysis oil (TPO) has the 
potential to be used in combustion systems because of its 
calorific value and physicochemical properties that are simi-
lar to diesel [6, 7]. Even though its great potential, TPO has 

the drawback of having a high sulfur and nitrogen content 
that will generate pollutant emissions, such as NOx and  SO2, 
when used in a combustion process [5, 7].

William et al. [7] measured the gas emissions of TPO in 
a combustor chamber. Their measurements show that TPO 
has higher emissions of NOx and  SO2 than pure diesel due 
to the nitrogen and sulfur content in TPO. Frigo et al. [5] use 
a single-cylinder diesel engine to study the blends of TPO 
with diesel in 20% and 40% of TPO. When the engine is at 
full load and 3000 rpm, the NOx emissions were lower for 
the TPO blends compared to pure diesel, and with blends of 
50%, the emissions were practically the same as pure die-
sel. They claimed that this was due to the increase in the 
ignition delay, resulting in lower pressure and temperature 
combustion. In another study, Murugan et al. [6] analyzed 
the performance characteristics of TPO blended with diesel 
in 10%, 30%, and 50% in a single-cylinder diesel engine. 
Their results show that in brake power below 3.25 kW, the 
mixture of 10% of TPO has higher emissions of NOx than 
the pure diesel, and in brake powers above 3.25 kW, the NOx 
emission is practically the same. For the other blends, NOx 
emissions increase with the brake power. In aeronautical 
applications, the emissions of TPO blended with kerosene 
in a small gas turbine were analyzed by Suchocki et al. [4], 
which shows that the emissions of NOx increase with the 
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TPO content in the mixture; however, the  SO2 emission 
decreases with the TPO content.

One way to reduce pollutant combustion emissions, espe-
cially NOx, is through a flameless regime [8–12]. Flameless 
combustion regime has received several acronyms over the 
years, such as HiTAC (high-temperature air combustion) 
[13, 14], Flameless Oxidation (FLOX) [15, 16], CDC (color-
less distributed combustion) [17, 18], and MILD (moderate 
or intense low oxygen diffusion) combustion [19, 20]. In all 
these cases, the recirculation of exhaust gases within the 
combustion chamber characterizes the flameless regime, 
resulting in a higher turbulence level than conventional com-
bustion [19, 21, 22]. In addition, the injection of the oxidizer 
at high temperatures leads to a lean, stable, and distributed 
reaction throughout the combustion chamber, obtaining a 
homogeneous temperature profile inside it [23]. The higher 
level of turbulence increases fuel's residence time to a value 
greater than the chemical time. This residence time allows 
the fuel to burn completely inside the combustion chamber, 
which results in high-efficiency combustion. NOx emissions 
in MILD combustion were studied numerically by Mohamed 
and Hmaeid [24], who concluded that the NOx emission 
after complete combustion depends slightly on the mixing 
combustion.

Therefore, this work’s goal is to measure the NO and  NO2 
emissions of TPO with Diesel, in 5% and 10% on a mass 
basis, in a combustion chamber that operates in a flameless 
regime which was built based on the acquired knowledge 
of the previous works of this research group [25, 26] and 
will operate with a power input of 13 kW. An effervescent 

injector will atomize the fuel. A homogeneous temperature 
profile within the combustion chamber indicates the achieve-
ment of a flameless regime. Eleven thermocouples type K 
placed along with the combustion chamber measures the 
temperature profile. The chemiluminescence analyzer meas-
ures the emissions of NO and  NO2 during the entire test.

Experimental

Figure 1 shows the experimental setup. A 32 HP Schulz air 
compressor provides the necessary combustion air. Nitrogen 
pressurizes the fuel's tank, and synthetic air is the atomiza-
tion gas. An effervescent injector makes the fuel mixture 
atomization. It consists of a twin fluid atomizer with an 
internal mix.

Figure 2 presents a scheme of the effervescent injector. 
The injector has a length of 40 mm and diameter of 27 mm 
and comprises two concentric regions. The inner region with 
a diameter of 6.35 mm is for the fuel. The outer is for the 
atomization's air and has a diameter of 19 mm. The inlet 
of the atomization air also has a diameter of 6.35 mm. The 
air was injected into the fuel by two lines of 4 concentric 
aeration holes placed at the inner tube. The aeration holes 
have a diameter of 0.5 mm. The exit nozzle has a diameter 
of 0.5 mm.

The stainless-steel combustion chamber has a diameter of 
130 mm and a length of 500 mm. Figure 3 depicts a scheme 
of the combustion chamber. It has two observation windows 
of  ROBAX® ceramic glass. The combustor was isolated by 

Fig. 1  Experimental setup
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a ceramic blanket to minimize heat loss to the environment. 
The combustion air passes through a 9 mm diameter serpen-
tine welded in the outlet wall before entering the combustor. 
This serpentine acts like a heat exchanger and uses the gen-
erated heat inside the combustor to heat the combustion air 
to the desired temperature. The injector is concentric with 
the combustor and placed at the bottom of it. The combus-
tion air enters through 6 holes of 1.5 mm diameter equally 
spaced radially from the fuel injection center.

A National LabVIEW software interface records 
temperature and gas emissions during the tests. The 

temperature profile inside the combustion chamber was 
measured by 11 thermocouples K type. One is placed at 
the bottom of the combustor; the other ten thermocou-
ples are placed along the combustion chamber, equally 
spaced by 50 mm. The top of the combustion chamber has 
a 28 mm diameter duct with a length of 100 mm for gas 
exhaustion. A stainless-steel probe placed at the exhaus-
tion duct withdraws the emissions gases samples. An 
electric plug spark of 450 W placed at the bottom of the 
chamber ignites the fuel/oxidant mixture. Table 1 presents 
the range and uncertainty of all measuring instruments.

Fig. 2  Scheme of the effervescent injector

Fig. 3  Scheme of the combustion chamber. A Cross section of the combustion chamber; B combustion chamber; C heat exchanger



490 International Journal of Energy and Environmental Engineering (2023) 14:487–495

1 3

Results and discussion

Test conditions

The fuels tested are diesel with low sulfur content with max-
imum value of 10 ppm, and mixtures with TPO in 5 and 
10% on a mass basis. Table 2 presents the physical–chemical 
properties of diesel and TPO. A previous work [27] meas-
ured the TPO's physical–chemical properties used here.

Atomization efficiency is fundamental in the combustion 
of liquid fuels. Atomization should be efficient to promote 
vaporization, mixing, and fuel combustion inside the com-
bustion chamber [28]. In an effervescent atomizer, the air is 
forced directly into the liquid fuel inside the mixing chamber 
inner to the injector. It creates pressurized “bubbles” that 
quickly expand when it passes through the exit nozzle, and 
it will break the liquid fuel into a fine spray. The advantages 
of this injector are that it can produce homogenous spray in 

an ample range of operations and use a smaller quantity of 
atomizer air than the other types of injectors, and its perfor-
mance is insensitive to the fluid viscosity [29, 30].

Atomization efficiency is quantified through the Sau-
ter mean diameter (SMD) together with the measurement 
span in a specific air–liquid mass ratio (ALR). A Malvern’s 
Spraytech© with an accuracy of ± 1% in full scale measured 
the SMD. Table 3 presents the atomization parameters. It 
was considered an average value for SMD, span, and cone 
angle in the three tested fuels because the difference between 
them is in the second decimal place.

At the beginning of the tests, the combustion chamber 
operates in a conventional regime with stoichiometric pro-
portion. In this regime, the combustion air was heated up 
through the combustor walls until reaches the fuel's auto-
ignition temperature. To achieve flameless combustion, it is 
also necessary to increase the equivalence ratio ( λ ). For that, 
the air combustion volumetric rate increases, consequently, 
the inlet momentum rate inside the combustion chamber. 
The latter increases entrainment and recirculation inside the 
combustion chamber, parameters necessary for achieving 
flameless combustion [21, 31, 32]. Also, inlet momentum 
will affect the residence time [33]. Indeed, the character-
istic length will increase with the recirculation inside the 
combustor resulting in a high residence time. The total inlet 
momentum rate can be calculated as

ṁl and ṁg are the injector’s fuel and air mass flow rates, 
respectively. It was considered that the liquid and the air at 
the injector have the same velocity v. ṁair and vCA are the 
mass flow rate and velocity of the combustion air, respec-
tively. As vCA ≫ v, combustion air velocity controls the total 
inlet momentum rate.

(1)M =
(

ṁl + ṁg

)

v + ṁairvCA

Table 1  Range and uncertainty 
of the measuring instruments

*The accuracy is in full scale

Parameters Measure instrument Ranges Accuracy* (%)

Atomization air mass flow rate GFM 0–5 l/min ±1
Combustion air mass flow rate Rotameter 0–200 l/min ±5
Fuel mass flow rate Rotameter 0–5 l/min ±5
Temperature K-type thermocouple − 200–1260 °C ±0.1
Injector Pressure Pressure transducer 0–10 bar ±0.5
NO, and  NO2 concentration Chemiluminescence analyzer 0–5000 ppm ±3

Table 2  Properties of Diesel and TPO [27]

Property TPO Diesel

Autoignition temperature(K) – 498
Density (kg/m3) at 293 K 920.7 820–865
Viscosity (cSt) at 413 K 5.153 2.5–5.5
Carbon (wt%) 87.1 86.499
Hydrogen (wt%) 9.65 13.5
Nitrogen (wt%) 0.6 –
Sulfur (wt%) 0.89 < 0.001
Oxygen (wt%) 1.76 –
Ash (wt%) < 0.01 –
Higher heating value (MJ/kg) 42.015 46
Lower heating value (MJ/kg) 39.891 43

Table 3  Atomization 
parameters

Fuel Pair (bar) Pliq (bar) ALR (kg/kg) SMD (μm) Span (-) Cone angle (°)

Diesel 0.25 0.19 0.191 33.89 3.77 18
TPO5 0.29 0.20 0.190
TPO10 0.34 0.28 0.192
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Another important parameter in the flameless combustion 
regime is the combustor thermal input because the amount 
of injected fuel is proportional to the average temperature 
inside the combustor [33]. However, the recirculation will 
spread the reaction along the combustor, and the temperature 
will not increase anymore. Thermal input can be calculated 
by the fuel mass flow rate ( ṁl ) multiplied by the low heat 
value. Table 4 shows the test parameters.

Flameless regime characterization

The temperature profile measurement in the combustion 
chamber characterizes the flameless regime. Figure 4 pre-
sents the temperature profile for the three different fuels 
tested. AC is the combustion air thermocouple, and the 
number of the other thermocouples (TC_XX) shows their 
axial locations (in mm) on the combustion chamber, with 
reference at the bottom. The thermocouples are near the 
combustor wall where the temperature is lower than the 
center because of the system heat loss. So, when these ther-
mocouples reach a homogenous temperature, it is possible 
to say that the reaction is homogeneous throughout the entire 
combustion chamber.

Before flameless regime achievement, the combustion 
chamber passes through two phases: conventional and tran-
sition. The Supplemental material has photographs of the 
fuel’s combustion in the different stages (Fig. 4A–C). In the 
first phase, the temperature grows up with time, as shown 
on the left side of each figure in Fig. 4. Figure 4 shows that 
the temperature of the AC rises with a different rate than the 
others. AC is at the supply line of the combustion air (bot-
tom of the combustor), so the increase in temperature in this 
location comes from the heat exchange presented in Fig. 3C. 
The heat generated in the combustor heats by conduction of 
the serpentine that carries the combustion air. Therefore, this 
stage can be called as “heat up stage” in this experimental 
apparatus.

The other thermocouples are inside the combustion cham-
ber where the combustion actuals occur. Hence, it should 
be elevated temperatures gradients and an accentuated tem-
perature increase rate, even though these temperatures are 
lower than the actual flame temperature because they are 
near the wall and not in the flame itself due to heat loss and 
the recirculation inside the combustor. However, once the 
flameless regime is achieved, the difference between these 
temperatures reduces to a maximum value of 50 K [33–35]. 

Table 4  Test parameters Fuel ṁ
l
 (g/s) � (-) Thermal input 

(kW)
ṁair (kg/s) vCA (m/s) M (N)

Diesel 0.244 3.66 10.49 0.19 136.41 26.30
TPO5 0.303 4.54 13.01 0.14 97.32 13.39
TPO10 0.280 4.17 12.01 0.23 165.52 38.73

Fig. 4  Temperature profile in the combustion chamber for different test fuels. Thermocouples are placed near the combustor chamber’s wall
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Therefore, if the temperature near the wall is constant along 
the combustor, the reaction is already homogenized inside it.

In the transition stage, the combustion chamber has 
almost all the necessary parameters to achieve flameless 
conditions, i.e., high recirculation rate and an air combus-
tion temperature above the fuel auto-ignition temperature. 
Figure 4 shows that in the transition stage, the air combus-
tion temperature is near the auto-ignition for all fuels, so it 
is necessary to increase the recirculation rate by raising the 
air combustion velocity. This phenomenon is shown in Fig. 4 
by the sudden increase in the AC for all tested fuels. With 
the increment of the air combustion velocity, more mass is 
injected into the combustor resulting in a sudden elevation 
in AC’s temperature.

The flameless regime was achieved with a combustion air 
temperature of 500 K (above the auto-ignition temperature 
of the tested fuels) and a high equivalence ratio. It occurred 
for diesel after 50 min, for the 5% and 10% TPO blend after 
35 min, all from the ignition. The results showed a uniform 
temperature profile in flameless combustion. For diesel, the 
average temperature was 1029.56 ± 87.25 K in 50 to 70 min 
(flameless regime). The average temperature for TPO5 was 
1054.21 ± 70.43 K in 36 to 60 min. An average tempera-
ture of 1149.04 ± 57.51 K was measured for TPO10 in 35 
to 60 min.

In the flameless regime, the temperature inside the com-
bustor is uniform because the recirculation of products mass 
spreads the reaction inner it [20, 23, 36, 37], contrary to the 
transition stage where the temperature profile is not uniform. 
Therefore, in this way, flameless combustion was character-
ized by the tested fuels.

Emissions

Figure 5 depicts the emission of NO and  NO2 for Diesel, 
TPO5, and TPO10.

NO emissions increase with time in the conventional 
combustion regime for all the tested fuels due to the tem-
perature rise inside the combustor that enhances the ther-
mal mechanism of NO formation. In the transition stage, 
there are peaks in the measurement of NO emission that 
can be related to a non-stable condition inside the combus-
tor because this stage is the intermediate one between the 
conventional and the lean and stable combustion (flameless 
regime). NO emissions reduce for all teste fuels after the 
achievement of the flameless regime.

For Diesel, NO emission increased to 60 ppm in the con-
ventional combustion and decreased in the flameless stage. 
For TPO5, NO emissions increase from 30 to 50 ppm, fol-
lowed by a reduction to an average value of 18.58 ± 2.45 ppm 
in the flameless regime. TPO10 shows similar behavior for 
NO emissions, increases to 60 ppm in the transition regime, Fi
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and reduces to an average value of 14.49 ± 0.29 ppm in the 
flameless stage.

In a combustion reaction, the principal source of NO 
emissions is related to the  N2 present in the air at high tem-
peratures (a thermal mechanism) [38, 39]. However, the 
fuels tested here have a high nitrogen content, enhancing 
NO formation. According to Barlow and Carter [40], the NO 
formation via nitrogen compounds has the same scale that 
the combustion reaction. Therefore, it has two mechanisms 
enhancing the NO formation, thermal and nitrogenated fuel. 
The thermal mechanism is reduced in flameless combustion 
because the temperature is lower than 1800 K [41, 42], but it 
does not affect the other formation mechanism. Even though, 
for all the tested fuels, the NO emissions decrease.

To have a detailed explanation, it is necessary to ana-
lyze the  NO2 emissions because  NO2 emission is related 
to the quick conversion of NO to  NO2 mainly by NO + 
 HO2 →  NO2 + OH. The region with a temperature gradient 
between the hot gases’ circulation and the combustion air, 
which enters the combustion chamber at a relatively lower 
temperature than the recirculated gases, enhances  HO2 for-
mation, leading to a part conversion of NO into  NO2 [43].

In general, there are no significant changes in  NO2 
emissions for all tested fuels. Diesel in the two first stages 
had a  NO2 emission of 38.9 ppm, and the emission was 
41.23 ± 1.22 ppm in the flameless regime. TPO5 prac-
tically does not have any change in the average value of 
48.99 ± 1.49 ppm for the  NO2 emissions. TPO10 in the 
conventional and transition regimes has an emission of 
67.67 ppm and passes to 72.60 ± 1.32 ppm in the flameless 
regime.

These results for  NO2 emissions collaborate with the 
previous possible explanation about the transformation of 
NO to  NO2. Average  NO2 emissions increased with TPO 
content; in other words, the increase in nitrogen content 
increases its emissions. Therefore, it can be inferred that 
part of the NO formed in the reaction had converted to  NO2. 
Also, this conversion can explain why there was no detection 
of NO emission for diesel in the flameless regime. However, 
a numerical detail study, which is not the focus of this work, 
is necessary to estimate how much NO has converted into 
 NO2 and how significant is the nitrogen content of the fuel 
to the formation of NO in flameless combustion.

It is important to point out that once the flameless regime 
is achieved, NO and  NO2 emissions do not change with time 
anymore because the reaction is already stable with a con-
stant temperature, so the mechanism of NO and  NO2 should 
not change without an external mechanism.

Considering NOx as NO +  NO2, the NOx emission for 
TPO5 and TPO10 is 67.57 ppm and 87.09 ppm, respec-
tively. The reduction of NOx emission when the combustion 
chamber enters in flameless regime was 33.9% for TPO5 and 
26.5% for TPO10. The reduction of the NOx emission in 

flameless combustion is following other data in the literature 
[33, 34, 44, 45].

It is not so simple to compare the results that come from 
TPO because its composition depends on the production 
chemical path. However, qualitatively, the emissions found 
in this work are lower than other data in the literature. Wil-
lians et al. [7] measure for pure TPO an emission of 343 ppm 
of NOx for 7.6% excess of oxygen in a furnace of 1.6 m long 
that operates in a conventional regime. In addition, Murugan 
et al. [6] found a NOx emission of 2000 ppm for Diesel and 
TPO10 in a diesel engine with a brake power of 4.329 kW. 
The temperature for these works is probably higher than the 
flameless regime, which results in a higher NOx emission.

It is essential to point out that even though  SO2 emis-
sions were not measured here, they can be formed in the 
combustion of TPO, even in a flameless regime, because 
of the oxidation of the sulfur content present in the fuel. A 
detailed study of  SO2 formation in flameless combustion is 
necessary to guarantee that the use of TPO in this specified 
condition meets the environmental criteria of reduction in 
pollutant gases.

Conclusions

This work demonstrates the possibility to achieve a flame-
less regime using a mixture of 5 (TPO5) and 10% (TPO10) 
of tire pyrolysis oil (TPO) with diesel and pure diesel. It 
used a combustion chamber that operates with a thermal 
input between 10 and 15 kW. The average temperature 
inside the combustion chamber in the flameless regime was 
1029.56 ± 87.25 K for diesel, 1054.21 ± 70.43 K for TPO5, 
and 1149.09 ± 57.51 K for TPO10.

The emission of NO increases in the first two stages of the 
combustion (conventional and transition); after the flameless 
regime is achieved, the NO emissions are reduced for all the 
tested fuels. On other hand, the  NO2 emissions increase with 
the TPO content in the mixture. Two hypotheses can explain 
this increase in  NO2 emissions: nitrogen content in the fuel 
or the part conversion of NO into  NO2. However, a detailed 
numerical study that includes the reaction mechanism is 
necessary to guarantee which one of these two factors is the 
most significant in the flameless regime.

NO and  NO2 emissions do not significantly change, once 
the flameless regime was achieved, because of the stable 
reaction inside the combustor and its low-temperature gradi-
ents. Considering NOx as the sum of NO and  NO2, each fuel 
has NOx emission reduced in the flameless regime. There-
fore, the use of the energy content in TPO in combustion 
systems generating low NO and  NO2 emissions is the main 
implication of this work. The combustion of TPO can gener-
ate  SO2 because of the sulfur present in its composition. A 
further study of the SO2 emission in the flameless regime 
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is also necessary to guarantee the environmental criteria of 
pollutant emissions.
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Abstract
Three distinct sensible thermal energy storage (STES) mediums were researched in order to optimize the packed-bed thermal 
energy storage (PB-TES) system for a combined CSP and  CO2 Rankine plant. PB-TES was studied using various particle 
types, including alumina, steel particles, and a hybrid of the two. The PB-TES system for various STES media has been 
simulated using CFD models. The experiments were confirmed by a prior investigation with constant mass flow rate air as a 
heat transfer fluid. In the present study, a cylindrical tank containing porous STES material was used for CFD modeling using 
the Ansys Fluent program. Using a transient two-phase model equation for fluid and solid phases, simulations of charging 
and discharging are performed for the current study. For more accurate simulation outcomes, the thermal dispersion and 
conductivity of the STES in the PB-TES system were taken into account. After confirming the CFD simulation, the combined 
solar thermal and Rankine cycle plant sizing and design cost for the PB-TES is required. Using the design of experiment 
approach (“Taguchi method”), a techno-economic analysis is conducted for an optimized PB-TES system employing the 
dynamic cycling methodology. In this study, geometric modifications of the PB-TES system with respect to cost assumptions 
were also examined. Hybrid STES media predict optimal outcomes for the PB-TES system at a significant cost.

Graphical abstract

Keywords Packed-bed thermal energy storage (PB-TES) · CFD simulation · Techno-economic analysis · Solar thermal 
plants · Sensible thermal energy storage (STES) media
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ch  Charging
Ch-pump  Pump for charging
CT  Cold temperature of HTF
D-ch  Design charging
D-dis  Design discharge
dis  Discharge
Dis-pump  Pump for discharging
DNI  Direct normal irradiation
DOE  Design of experiment
G  Mass flow rate per cross section [kg/(m2 s)]
H  Height of PB-TES
HT  Hot temperature of HTF
HTF  Heat transfer fluid
HTT  Height of tank
LCOE  Levelized cost of energy
N  Number of PB-TES units
NTP  Number of parallel tanks
OPEX  Operational cost of energy
PB-TES  Packed-bed thermal energy storage
Pre  Preliminary
S/N ratio  Signal-to-noise ratio
S/NS  Significance/nonsignificance
Season-ch  Seasonal charging
SF  Solar field
T  Temperature
t  Time
TC  Thermocline
therm  Thermal
VF  Void fraction
x  Height of PB-TES as per temperature profile 

in PB-TES

Introduction

Thermal energy storage (TES) is the optimal CSP compo-
nent. Due to thermal energy storage (TES), it is now feasible 
to maximize the utilization of CSP plants, making TES a 
crucial component. Combining thermal energy storage with 
a CSP plant makes it superior and unique among all other 
renewable energy production options [1, 2]. Integrating ther-
mal energy storage into a CPS plant is crucial for its eco-
nomic viability. A great deal of research is being conducted 
worldwide to determine the commercial feasibility of com-
bined TES and CSP power stations [EASE] [3].

The combination of thermal energy storage with a CSP 
plant has been shown to be revolutionary. Globally, thermal 
energy storage and CSP plants will generate around 5.1 GW 
of electrical energy by 2017. This magnitude continues to 
grow as a result of its industrial viability [ITP]. This tech-
nique has several advantages.

Due to thermal energy storage, the CSP plant is capable 
of providing optimal levels of both thermal energy and elec-
trical energy. Utilizing thermal energy storage components 
increases the CSP systems’ capacity factor. Cost-effective 
thermal energy storage is packed-bed TES, which employs 
mostly waste materials such as sand, stone, and pebbles. 
PB-TES makes the CSP plant more efficient and economi-
cal than other renewable energy generating facilities. For 
high-temperature CSP facilities, packed-bed thermal energy 
storage uses sensible storage materials and air as the heat 
transmission fluid [4]. Packed-bed thermal energy storage 
has various benefits, including inexpensive and abundant 
sensible storage material, a temperature range from low to 
high, and sensible heat distribution among STES and HTF. 
There are no safety requirements for this technology, low 
maintenance, no chemical reactions, and no rusting [5, 6]. 
Other electrical energy generation methods, like the Rankine 
power cycle, can be integrated with the CSP plant to maxi-
mize its efficiency. With thermal energy storage capacity, 
the thermal energy receiver of the CSP plant may operate at 
output temperatures of about 800 °C. According to Dostal 
et al. [7], super-critical alternative power cycles are com-
patible with CSP reactors. Numerous studies indicate that 
combining CSP plants with  sCO2 power cycles increases the 
total system efficiency, particularly at higher temperatures. 
They [4] analyzed the thermal and economic performance of 
the  sCO2 power cycles when paired with CSP and PB-TES 
facilities. Packed-bed TES is a basic concept that requires 
more study to enhance its thermal performance. It requires 
optimization (both single and multiple) of several design and 
process factors in order to optimize its thermal performance. 
For improved functioning of TES components integrated 
with CSP plants [3, 8–10], it is necessary to adjust geometri-
cal and operational parameters. Due to the availability of 
multiple input factors (geometrical, operational, and thermo-
physical), the experimental investigation of the PB-TES is 
both extensive and time-consuming. As a result, the majority 
of researchers do simulation-based research (modeling, opti-
mization, sensitivity) for large input parameters [45]. In a 
sensitivity study, researchers alter a number of factors before 
analyzing the effect of indicator parameters that have been 
utilized in prior investigations. These sensitivity analyses 
allow for a robust design of the CSP system and contrib-
ute to the optimization of the TES components. Hänchen 
et al. [11] reported that several researchers have examined 
the temperature distribution and charging and discharging 
of the PB-TES in order to maximize its thermal efficiency. 
Researchers select various input parameters, including 
charging and discharging temperatures, efficiency, capacity 
factor, thermal-to-electrical conversion, energy loss, materi-
als, economic analysis, and the geometrical shape of TES 
plants, including height, aspect ratio, and insulation thick-
ness, among others.
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This paper presents the techno-economic optimization of 
coupled PB-TES and CSP facilities. The LCOE is chosen as 
the economic parameter for optimizing the TES in accord-
ance with the geometrical and operational parameters of the 
TES. In order to demonstrate the significance of numerical 
modeling, the present work does experiment validation with 
earlier studies. A dynamic modeling technique is adopted for 
the techno-economic optimization of the packed-bed thermal 
energy storage device. In the initial segment, three distinct 
sensible thermal energy storage (STES) media were exam-
ined in order to optimize the packed-bed thermal energy 
storage (PB-TES) system for a combined CSP and  CO2 
Rankine plant. PB-TES was studied using alumina particles, 
steel particles, and a hybrid of the two. The PB-TES system 
was simulated using CFD models for these STES media. 
Experiments with constant mass flow rate air as a heat trans-
fer fluid were validated using prior research (HTF). Then, 
techno-economic optimization is done using the design of 
experiment approach and the Taguchi method selected for 
the best STES medium. In multi-objective optimization, a 
composite desirability function method is chosen.

In this investigation Jamshidian et al. [12], it was antici-
pated that a thermal multi-effect distillation (MED) facility 
would be coupled with a reverse osmosis (RO) desalination 
system. This integration would fulfill the heat and energy 
demands of the hybrid RO-MED facility using a solar CHP 
system comprised of parabolic trough concentrators (PTCs). 
Consequently, Bushehr’s climate patterns. First, new algo-
rithms were developed to integrate RO and MED desali-
nation plants, and then, MATLAB was used to develop an 
integrated TES system. Second, new algorithmic implemen-
tations were made. The performance of both the RO-MED 
plant and the solar CHP system was evaluated using a math-
ematical model of the entire system. To achieve impartial 
comparisons of energy performance and life-cycle costs, 
it [13] was recommended to conduct a systematic analysis 
(LCC). Particular focus was placed on practical concerns 
such as TES charging power. Most LCC cost reductions 
result from peak load reduction. Among TES technolo-
gies, BTM has the lowest total cost of ownership, but WT 
has a larger heat loss rate and lower storage density. Good 
insulation minimizes energy use, resulting in cost savings. 
Reduced discharge power is to blame for this. A higher price 
or stricter regulations may promote residential adoption of 
TES technology.

This study Desai et al. [14] examines packed-bed rock 
storage, two-tank indirect storage, and two-tank direct stor-
age for a solar cogeneration system based on foil. Deter-
mine the optimal energy storage design and technology. The 
study of two types of rocks and three heat transfer fluids 
is observed. Solar field heat transfer fluid operational and 
economic considerations influence the selection of a storage 
system. Using packed-bed rock (including quartzite) with 

Therminol 55 as the heat transfer fluid appears to offer the 
lowest levelized cost of energy. Some other authors [15–18] 
are also studied on the TES optimization for different bound-
ary conditions and found the best outcome of the research 
study. No literature available in which DOE (design of 
experiment) method is used for the techno-economic opti-
mization was performed.

Modeling

Numerical modeling

A three-dimensional numerical model of PB-TES (packed-
bed thermal energy storage) has been developed to per-
form experimental validation of Cascetta et al. [15] pub-
lished research work. The PB-TES system has a length of 
1800 mm and a diameter of 580 mm, according to Cascetta 
et al. [15] previous published research work. The modeling 
of HTF flow in a cylinder with varied boundary conditions 
is detailed in Table 1. According to Cascetta et al. [15–17], 
the sensible thermal energy storage (STES) medium “Alu-
mina” is selected for numerical modeling. Experimental 
validation aids in the development of additional numerical 
models for various STES media, such as steel and hybrids 
of both (alumina and steel). Validation results are shown in 
Fig. 1 with an approximate error of 10% with experiment 
results [15–17]. The validation of CFD simulation results 
is for the charging and discharging of PB-TES.

Using accessible pre-configured models, Ansys Flu-
ent software [19] is used to construct a numerical model. 
Because fluid and solid phases are involved in PB-TES 
numerical modeling, user-defined functions (UDF) are 
utilized to generate more accurate energy equation mod-
els. With an average mesh size of 1 mm, grid independ-
ence tests have also been done, and the results have been 
encouraging. In Table 2 are mentioned the thermo-physi-
cal characteristics of the STES medium.

Table 1  Input data for numerical modeling [15, 16]

Input boundary Value Unit

BED height 1800 [mm]

BED diameter 584 [mm]

Aspect ratio 3.1 [−]

Air flow rate 0.2
[

kg∕s

]

Alumina particle diameter 8 [mm]

BED void fraction 0.395 [−]

Insulation thickness 100 [mm]
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Comparison of three different sensible thermal 
energy storage (STES) media

In this work, three STES materials were chosen for the PB-
TES simulation: alumina, steel, and a hybrid of the two 
materials. After the successful validation of the alumina 
material, a numerical model was constructed for the remain-
ing materials, and the results for these three STES materials 
are depicted in Fig. 2.

Figure 2 depicts the charging of PB-TES at various device 
heights. As demonstrated in Fig. 2a, the highest heat gain 

is achieved by a hybrid of both STES media, and the same 
findings are displayed for 0.6 m, 0.9 m, 1.2 m, and the bot-
tom of the bed.

Optimum STES media then used for techno-economic 
modeling for 25  MWe CSP plant attached with  CO2 Rank-
ine generator [16, 20–22].

Alumina and steel materials thermo-physical proper-
ties are gathered from [15–17, 23] which are listed in 
Table 2. Hybrid material is the combination of both mate-
rials and it was assumed that both materials have same 
volume in PB-TES device.

Fig. 1  Validation of PB-TES 
against references experimental 
studies [15–17]
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Boundary conditions for thermal model 
development (steady and dynamic both)

According to the author’s best knowledge, most research 
investigations on PB-TES have utilized constant formula-
tions for techno-economic optimization [24], particularly 
when PB-TES is coupled with concentrated solar power 
plants [25–27]. For techno-economic optimization, a con-
stant heat transfer fluid (mainly air) is chosen in the major-
ity of research [28, 29]. Solar energy does not have a con-
stant DNI every day; thus, the modeling of continuous heat 

Table 2  Thermo-physical properties of STES media used in numeri-
cal modeling

STES media Unit Alumina Steel References

Density [kg∕m3] 3550 8030 [15–17, 17]
Specific heat [J∕(kg K)] 902 502.48
Thermal conductivity [W∕(mK)] 30 16.27
Particle average diam-

eter
[mm] 7–10 7–10

Fig. 2  Charging temperature comparison for three materials (alumina, steel, and hybrid of both)
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transfer fluid is not entirely warranted. Real-time modeling 
of TES in a CSP plant is only possible when the mass flow 
rate of HTF is modeled based on real DNI values [24].

The majority of CSP facilities provide steady electric-
ity. Hence, the CSP plants produce more thermal energy 
throughout the day, so the PB-TES is increased. The 
PB-TES releases this extra energy at night. The Rankine 
generator may use the discharged energy. The charging 
and discharging of the PB-TES system are governed by 
a temperature limit chosen by the author based on past 
research [24]. For more real-time modeling of PB-TES 
system, DNI-dependent HTF mass flow rate is selected for 
current study. Design mass flow rate of HTF ṁD-ch for full 
cycle charging of the PB-TES is shown in Eq. (1)

 where Tch and Tdis are charging and discharging temperature 
of the PB-TES device. EPB-TES is designed energy capac-
ity which can be produced by PB-TES during full cycle. 
(

cp
)

air
 is average specific heat capacity of the HTF. It was 

calculated by average temperature of charge and discharge 
temperature.

Dynamic mass flow rate of HTF was calculated by 
(

ṁseason-ch

)

t
 and shown in Eq. (2) for single day (15th) from 

each month.

where t represents the time, and DNI and 
(

�SF

)

 are direct 
normal irradiance and solar field efficiency. The city of 
Jaipur (Rajasthan, India) was chosen for this study due to 
its year-round sunshine availability. Jaipur’s latitude and 
longitude are 26.82° north and 75.8° east. All calculations 
pertaining to the solar field are conducted using the com-
mercially available, free software SAM (system Adviser 
Model) [NREL 30]. The input values necessary for SAM 
computations are outlined in Table 3. The monthly mass 
flow rate of HTF is calculated based on the DNI and solar 
field efficiency. Results for DNI 

(

�SF

)

 and monthly mass flow 
rate profiles are shown in Fig. 3a–c, respectively. 15th day of 
each month is selected for calculating the thermo-economic 
modeling.

The energy-plus simulation software gathers Jaipur 
weather information from the ISHARE, India data reposi-
tory. In Table 3 is presented the essential information nec-
essary for techno-economic analysis.

The operating temperature for electrical power cycle 
analysis using CSP and PB-TES is between 600 and 
100 °C. In the present study, the Rankine cycle is supposed 

(1)ṁD-ch =
EPB-TES

(

cp

)

air

(

Tch − Tdis

)

tch

(2)
(

ṁmonthly-ch

)

t
=
(

ṁD-ch

)

(

(DNI)
t

(

𝜂SF

)

t

DNI�̄�SF

)

to be selected for generating electricity from PB-TES ther-
mal energy (as shown in Fig. 4).

The design mass flow rate is required to compute the 
actual mass flow rate of HTF, and a preliminary design 
study is necessary to determine HTF’s capacity to transmit 
the necessary thermal energy. Maximum field enthalpy 
Δh change is necessary to calculate the charge and dis-
charge mass flow rates, as demonstrated by Eqs. (3) and 
(4), respectively.

where t represents time required for full cycle (charging 
and discharging) of the thermal energy storage device. N 
represents the number of storage tanks in system. �pre is 
the preliminary efficiency, and in present study, author was 
assumed it equal to 0.85 [24].

Effective volume of PB-TES is evaluated by using 
Eq. (5) where ΔTD is maximum temperature difference 
in PB-TES as per design considerations. Total 2–4 PB-
TES tanks ( NPB-TES ) are assumed for present study as per 
authors experience.

(3)ṁch =
EPB-TES

Δh.tD-ch.NPB-TES.𝜂pre

(4)ṁdis =
EPB-TES

Δh.tD-dis.NPB-TES.𝜂pre

Table 3  Input boundary conditions for techno-economic model devel-
opment

(a) Weather information-Jaipur [NREL]
Direct normal 2165 [kWh∕m2]
Global horizontal 2070.8 [kWh∕m2]
Dry bulb temperature 25.7 [°C]
Wind speed 1.5 [m∕s]
Latitude 26.82 [°]
Longitude 75.8 [°]
(b) CSP information
Solar multiple 2.5 [−]

Turn-down fraction 0.25 [−]

Maximum operation fraction 1.3 [−]

Receiver design thermal power 100 [MWt]

Design HTF Temperature 600 [°C]
Maximum receiver flux 1000 [kWt∕m

2]

(c) Thermal storage system (TES)
Storage type Thermocline [−]

Tank diameter 10–13 [m]

Tank height 10–17 [m]

Parallel tank 2–6 [−]

Void fraction 0.3–0.5 [−]

Materials Hybrid [−]
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Fig. 3  a DNI profile for 15th day of each month during 24 h time period. b 
(

�SF

)

 profile for 15th day of each month during 24 h time period. c 
ṁmonthly-ch profile for 15th day of each month during 24 h time period
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Fig. 3  (continued)

Fig. 4  Combined CSP and Rankine generator run with PB-TES component
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Ergun’s correlation is used to calculate the pressure 
drop in packed-bed thermal energy storage during flow 
conditions. Equation (6) is directly used in present study 
where H is height of the packed-bed thermal energy 
storage.

Energy required for pumping the HTF fluid at required 
mass flow rate is shown in Eq. (7).

Different pumping power is required for charging and 
discharging mode, and detailed power calculations for full 
cycle are present in Eq. (8).

 where G is mass flow rate of HTF per cross-sectional area 
for full cycle analysis. t is charging and discharging time for 
PB-TES. �comp is compressor efficiency and assumed equal 
to 0.90.

Preliminary designs calculations under dynamic 
boundary conditions

In present investigation, dynamic modeling is considered for 
calculation of thermo-economic parameters. Energy stored 
during charging cycle and discharging cycle is evaluated 
from Eqs. (9) and (10), respectively.

 where 
[((

Tout

)

t
−T in

)]

dis
 and 

[((

Tin

)

−
(

Tout

)

t

)]

ch
 are in 

and out temperature from PB-TES during discharging and 
charging mode. Temperature-dependent specific heat of HTF 
fluid is evaluated as per time fraction parameters. A is cross-
sectional area of the PB-TES unit.

Overall thermal efficiency of the PB-TES is shown in 
Eq. (11) where discharge energy is output of the PB-TES and 
charging energy and pumping energy is input of the PB-TES.

(5)VPB-TES =
EPB-TES

(

�cp

)

air
.ΔTD.NPB-TES.�pre

(6)
Δp

H
= 1.75

(

1 − �

�3

)

G2

�airdp

+ 150

(
(

1 − �2
)2

�3

)

G�air

�aird
2
p

(7)Epump = Ech-pump + Edis-pump

(8)Epump =

⎡

⎢

⎢

⎣

tch

∫
0

A.NPB-TES.
�

Gch

�

t

�

Δpch

�

t

�air
dt +

tdis

∫
0

A.NPB-TES.
�

Gdis

�

t

�

Δpdis

�

t

�air
dt

⎤

⎥

⎥

⎦

1

�comp

(9)

(

EPB-TES

)

dis
=

tdis

∫
0

(A)
(

NPB-TES

)(

Gdis

)

t

(

cp-air

)

t

[((

Tout

)

t
−T in

)]

dis
dt

(10)

(

EPB-TES

)

ch
=

tch

∫
0

(A)
(

NPB-TES

)(

Gch

)

t

(

cp-air

)

t

[((

Tin

)

−
(

Tout

)

t

)]

ch
dt

During charging of the PB-TES, the equation for ther-
mocline thickness is evaluated in Eq.  (12), where x is 
height of the PB-TES tanks as per temperature variations 
during charging and discharging.

Boundary conditions for economic model 
development

Using the following equations for CAPEX and LCOE 
financial indicators, a simple constant model for calculat-
ing economic parameters is formulated. The CAPEX is 

derived from Eq. (13) [24] where C is the cost of materials 
and V is the total volume of materials. Table 4 contains 
the costs of all the components necessary for economic 
modeling. Data collection for material pricing and thermal 
attributes is derived from earlier research [31] and local 
area of study region quotes.

The operational cost of the system is calculated using 
Eq. (14), where 5% of the CAPEX cost is assumed for 
calculations including pumping power and the regional 
electricity rate (0.12 $/kWh). All economic calculations 
are made on an annual basis.

(11)�ther =

(

EPB-TES

)

dis
(

EPB-TES

)

ch
+
(

Ech-pump

)

+
(

Edis-pump

)

(12)TCdis =
|

|

xT−50 − xT+50
|

|

H

(13)CAPEX =

Nmat
∑

i=1

CiVi

(14)OPEX = (0.05 ∗ CAPEX) +
(

EpumpCeleNPB-TES(365)
)

Table 4  Cost of main components required for techno-economic

Component Value Unit

Alumina 50–60 [$∕m3]

Insulation material 4000–5000 [$∕m3]

Tank steel 40,000–50,000 [$∕m3]

Foundation 500–1000 [$∕m3]

Steel balls (wastage) 100–200 [$∕m2]
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Fig. 5  Proposed research meth-
odology required for optimiza-
tion of PB-TES component 
combined with CSP plant
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Pumping power is evaluated from Eq. (8). LCOE (Lev-
elized cost of energy) is calculated using formula show in 
Eq. (15).

ENET is the recoverable net electrical production of the 
TES unit. LCOE was created by Short et al. [32]. For NREL, 
it is evaluated using Eq. (15), where plant cost is the total 
of plant installation, operation and maintenance costs, and 
other plant-related costs. In the current analysis, a 25  MWe 
electrical capacity plant is considered, and all expenditures 
are calculated accordingly.

Design methodology

Figure 5 proposes the research technique necessary for the 
optimization of PB-TES. In this section, we will talk about 
the four most important parts of the research process.

In the first phase, an initial steady-state model is created to 
assess the thermal behavior of the packed-bed thermal energy 
storage device during a full charging and discharging cycle. At 
this stage, it was assumed that the mass flow rate and design 
temperature of the charge were fixed. For these steady-state 
computations, the TES volume Eq. (5) is employed and an 
initial efficiency of 0.85 is used. Using Eqs. (3) and (4), the 
mass flow rate under charging and discharging circumstances 
is calculated (4). A temperature cutoff is necessary to deter-
mine the discharge time for the cycle analysis. This modeling 
research is based on the idea of a simple  CO2-based Rankine 
generator with a maximum working temperature of 600 °C 
and a minimum working temperature of 100 °C.

As in the second stage, the thermo-financial performance 
of the TES must be evaluated with respect to suitable strong 
limit constraints. In typical operating settings, the mass flow 
rate of the charge depends on the energy input from upstream. 
Consideration must now be given to the thermo-financial 
KPIs obtained during the TES under consistent and dynamic 
limit settings. During the subsequent phases of development, 
the dynamic limit conditions should be addressed if a sig-
nificant difference is found between them. Significant plan 
factors (mathematical and operational boundaries) and com-
peting objectives should be differentiated as a last step. Then, 
a comprehensive multi-objective development should be con-
ducted to study the extent of variation in the distinguished 
plan boundaries. Multiple objectives are optimized utilizing 
the CD function approach, which is advantageous.

(15)LCOE =

∑N

n=1

Plant_Cost

(1+r)n

∑N

n=1

Enet

(1+r)n

Design of experiment (DOE)–Taguchi method theory

Techno-economic performance of PB-TES combined with 
CSP plants necessitates an efficient design and depends on 
a variety of input parameters, such as number of tanks, tank 
height, charging and discharging temperature design, and tank 
porosity. All of these elements contribute to the optimization 
of thermal energy systems for CSP facilities. The Taguchi 
method is a strategy for optimizing the PB-TES system for 
certain parameters. For optimization, the Taguchi technique 
utilizes an orthogonal array. Several control variables with 
fixed values are found using the Taguchi approach. The con-
struction of an experiment table necessitates the selection of 
a specific orthogonal array (OA) based on these factors [33]. 
This OA includes optimal runs for certain parameters and 
their values, indicating that the Taguchi method is a reliable 
methodology that works on the principle of minimal experi-
ments to save money during trials.

In Taguchi technique, results from OA are analyzed using 
the “signal-to-noise ratio” parameter, depending on the con-
dition of the response parameters; three criteria are stated in 
Table 5 for signal-to-noise ratio (S/N).

n is the number of observations collected during simula-
tion, Y is the simulated response value, and I is the number 
of simulation repeats. I is equal to one in all situations for 
this research. For optimal results, “Analysis of Variance” 
(ANOVA) is used to determine the contribution of every input 
parameter. ANOVA facilitates the identification of flaws in 
simulation or experiment data.

Optimum runs for orthogonal array are selected by Eq. (16) 
generated by Ross [34], as per this equation Nmin is minimum 
number of DOE runs required for any study, NV represents 
total variables selected for study, and l represents total number 
of levels.

The control variables and their chosen values for the 
present investigation are presented in Table 6. As seen in 
the table, a total of five criteria, each with three levels, are 
selected. The selection of the components and levels is based 
on prior studies published by several scholars [24, 35–41]. 
After analyzing all of these research articles, the final 

(16)
(

NMin

)

= 1 + NV(L − 1)

Table 5  Signal-to-noise ratio for different conditions [Minitab help]

S/N ratio Formula

Larger is better
�

S∕N large = −10log
�

1

n

∑ 1

Y
2

i

��

Smaller is better
�

S∕N large = −10log
�

1

n

∑

Y
2

i

��
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Table 6  Control factors and 
their levels

No. Factors Labels Unit Level-I Level-II Level-III

1 Void fraction VF [−] 0.3 0.4 0.5
2 Number of parallel tanks NPT [−] 2 3 4
3 Height of tank HTT [m] 12 15 17
4 Hot temperature HT [◦C] 560 565 570
5 Cold temperature CT [◦C] 280 290 300

Table 7  Formulas required for ANOVA table

Description Formula –

Sum of square (SS-mean) SS = n

(

x1 − m̄

)2

+ n

(

x2 − m̄

)2
+ n

(

x3 − m̄

)2

Where n total trials of experiment/simulation, x 
represent mean S/N ratio values, m is mean of all 
S/N ratio

Sum of square (SS-total) SS
total=

∑

n=27

n=1 (xi
−�)

2 Where � is total mean of all experiment trials
Sum of square (SS-error) SSerror = SStotal − SSmean –
Degree of freedom DOF = Level − 1 Where DOF is degree of freedom
Variance/MS (mean square) Variance =

SSerror

DOF
–

F-ratio F − Ratio =
MSfactor

MSerror

–

% of contribution SSmean
SSTotal

× 100 –

Table 8  Orthogonal array (L27)

Run VF NPT HTT HT CT

1 0.3 2 12 560 280
2 0.3 2 12 560 290
3 0.3 2 12 560 300
4 0.3 3 15 565 280
5 0.3 3 15 565 290
6 0.3 3 15 565 300
7 0.3 4 17 570 280
8 0.3 4 17 570 290
9 0.3 4 17 570 300
10 0.4 2 15 570 280
11 0.4 2 15 570 290
12 0.4 2 15 570 300
13 0.4 3 17 560 280
14 0.4 3 17 560 290
15 0.4 3 17 560 300
16 0.4 4 12 565 280
17 0.4 4 12 565 290
18 0.4 4 12 565 300
19 0.5 2 17 565 280
20 0.5 2 17 565 290
21 0.5 2 17 565 300
22 0.5 3 12 570 280
23 0.5 3 12 570 290
24 0.5 3 12 570 300
25 0.5 4 15 560 280
26 0.5 4 15 560 290
27 0.5 4 15 560 300

components and levels for the PB-TES techno-economic 
analysis are picked.

Analysis of variance (ANOVA)

The greatest benefit of the Taguchi technique is the vari-
ance analysis table, which predicts the contribution of each 
input parameter and the mistakes associated with orthogo-
nal array-generated outputs [33]. In the ANOVA table, 
the total of squares, the mean of squares, the variance, the 
contribution, and the F-factor are the essential indicators 
that assist in identifying faults and improving optimizations 
[34]. Table 7 lists all the formulae necessary for generating 
ANOVA tables.

Orthogonal array

When factor and level are fixed in the Taguchi technique, an 
orthogonal array is required to finish the runs. The Minitab [42] 
is utilized to conduct appropriate simulation tests for the PB-
TES system. There are a total of 27 experiment runs, which are 
listed in Table 8. All simulations are executed according to this 
orthogonal array. In the present analysis, three response param-
eters are selected: the capacity factor of CSP plants paired with 
PB-TES (CF), thermal energy generated by PB-TES (TE-TES), 
and the levelized cost of energy (LCOE) (LCOE). LCOE is an 
economic metric of the plant that includes significant plant costs, 
such as TES building and maintenance costs.
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Result and discussion

Various thermo-physical factors, such as tank size, charging 
and discharging temperatures, affect the techno-economic 
optimization of packed-bed thermal energy storage. The 
main goal of this analysis is to find relationships between 
variables and responses using the signal-to-noise ratio and 
to do optimization research for single-response and multi-
response parameters using the Taguchi and CD function 
approaches.

Signal‑to‑noise ratio analysis: capacity factor of CSP 
plant, thermal energy of BT‑TES and LCOE

For the research of techno-economic optimization of a CSP 
plant integrated with PB-TES, the following five elements 
have been selected as control parameters: (1) VF, (2) NPT, 
(3) HTT, (4) HT, and (5) CT. The nomenclature of HT and 

CT is collected from the SAM software theory handbook 
[NREL]. Table 6 displays these five control parameters and 
their respective values. Equation (16) was used to determine 
the total number of trial runs for this research project, and 
Table 8 lists the 27 best runs. This combination of vari-
ables and levels is the same for each of the three response 
parameters used for this investigation. After the production 
of the orthogonal array, the simulation of the technological-
economic system will be undertaken using the equations 
described in the preceding portion of this study. The input 
values necessary to solve these equations must be obtained 
from Table 6. Using the formulae shown in Table 5, the 
S/N ratio is calculated for three response parameters. Larger 
is the best choice when selected for CP and TE-TES, but 
smaller is the best option when chosen for LCOE. The sig-
nal-to-noise ratio for each of the three response characteris-
tics is displayed in Tables 9, 10, and 11 accordingly.

Table 9  Mean signal-to-noise 
ratio analysis for capacity factor 
(CF) of CSP plant

Run VF NPT HTT HT CT CF S/N

1 0.3 2 12 560 280 69.20 36.80
2 0.3 2 12 560 290 68.70 36.74
3 0.3 2 12 560 300 67.70 36.61
4 0.3 3 15 565 280 69.30 36.81
5 0.3 3 15 565 290 68.50 36.71
6 0.3 3 15 565 300 67.50 36.59
7 0.3 4 17 570 280 69.20 36.80
8 0.3 4 17 570 290 68.40 36.70
9 0.3 4 17 570 300 67.10 36.53
10 0.4 2 15 570 280 69.80 36.88
11 0.4 2 15 570 290 68.70 36.74
12 0.4 2 15 570 300 67.40 36.57
13 0.4 3 17 560 280 69.70 36.86
14 0.4 3 17 560 290 68.80 36.75
15 0.4 3 17 560 300 68.10 36.66
16 0.4 4 12 565 280 69.30 36.81
17 0.4 4 12 565 290 68.20 36.68
18 0.4 4 12 565 300 67.40 36.57
19 0.5 2 17 565 280 69.70 36.86
20 0.5 2 17 565 290 69.10 36.79
21 0.5 2 17 565 300 67.50 36.59
22 0.5 3 12 570 280 69.30 36.81
23 0.5 3 12 570 290 68.60 36.73
24 0.5 3 12 570 300 67.60 36.60
25 0.5 4 15 560 280 69.80 36.88
26 0.5 4 15 560 290 68.90 36.76
27 0.5 4 15 560 300 68.20 36.68
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Discussion of results

Discussion of signal‑to‑noise ratio (S/N)

After selecting a total of five parameters with three levels 
each and generating a total of 27 trials using Minitab, the 
next step is to calculate the signal-to-noise ratio for each of 
the three response parameters. Individual S/N ratios for CF, 
TE-TES, and LCOE are detailed in Tables 9, 10, and 11, 
respectively. Signal-to-noise ratio analysis has the benefit of 
ranking the identification of response parameter variables. 
Tables 12, 13, and 14 accordingly display the ranking for 
each answer parameter.

The larger is better option chosen for the CF and TE-
TES replies, while the smaller is better option chosen 
for the LCOE response. Table 12’s average S/N ratio is 
calculated by picking each component for each level and 
then averaging the individual S/N ratios. The average S/N 
ratios are then displayed in Tables 12, 13, and 14. For rank 

identification, users need to figure out Delta. Equation (17) 
shows how to figure out Delta.

As shown in Table 12, for each factor three average val-
ues of S/N ratio are calculated so maximum and minimum 
of these average S/N ratios are used in Eq. (17).

According to Table 12, the first-ranked parameter is the 
cold temperature of the thermal energy storage system, the 
second-ranked parameter is the void fraction of the tank, 
the third-ranked parameter is the hot temperature of the 
TES, and the fourth- and fifth-ranked parameters are the 
height of the tank and the number of tanks, respectively. 
Average S/N ratios are displayed in the main impact plots 
of the CSP plant’s capacity factor.

As shown in Fig. 6, the highest contribution of input 
parameters is calculated for cold temperature of the thermal 
energy storage.

(17)Delta =
(

AvgS∕N
)

Max
−
(

AvgS∕N
)

Min

Table 10  Mean signal-to-noise 
ratio analysis for thermal energy 
produced by PB-TES

Run VF NPT HTT HT CT TE-TES S/N

1 0.3 2 12 560 280 83.88 38.47
2 0.3 2 12 560 290 81.39 38.21
3 0.3 2 12 560 300 81.06 38.18
4 0.3 3 15 565 280 85.92 38.68
5 0.3 3 15 565 290 83.37 38.42
6 0.3 3 15 565 300 80.69 38.14
7 0.3 4 17 570 280 85.56 38.65
8 0.3 4 17 570 290 84.24 38.51
9 0.3 4 17 570 300 82.28 38.31
10 0.4 2 15 570 280 81.98 38.27
11 0.4 2 15 570 290 80.35 38.10
12 0.4 2 15 570 300 80.67 38.13
13 0.4 3 17 560 280 83.10 38.39
14 0.4 3 17 560 290 84.15 38.50
15 0.4 3 17 560 300 80.67 38.13
16 0.4 4 12 565 280 83.54 38.44
17 0.4 4 12 565 290 81.37 38.21
18 0.4 4 12 565 300 79.67 38.03
19 0.5 2 17 565 280 82.78 38.36
20 0.5 2 17 565 290 80.81 38.15
21 0.5 2 17 565 300 77.68 37.81
22 0.5 3 12 570 280 82.28 38.31
23 0.5 3 12 570 290 81.17 38.19
24 0.5 3 12 570 300 80.21 38.08
25 0.5 4 15 560 280 83.26 38.41
26 0.5 4 15 560 290 82.37 38.32
27 0.5 4 15 560 300 81.49 38.22
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According to Table 13, the parameter with the highest 
rank is the cold temperature of the thermal energy storage, 
followed by the void percentage of the tank, the number of 
tanks, the height of the tank, and then the hot temperature of 
the thermal energy storage. Figure 7 shows the average S/N 
ratios for the main effect plots of thermal energy made by a 
thermal energy storage system.

According to Table 14, the first rank of the parameter 
is the cold temperature of the thermal energy storage; the 

Table 11  Mean signal-to-
noise ratio analysis for LCOE 
(levelized cost of energy)

Run VF NPT HTT HT CT LCOE S/N

1 0.3 2 12 560 280 167.23 − 44.47
2 0.3 2 12 560 290 169.50 − 44.58
3 0.3 2 12 560 300 170.84 − 44.65
4 0.3 3 15 565 280 168.40 − 44.53
5 0.3 3 15 565 290 169.27 − 44.57
6 0.3 3 15 565 300 172.80 − 44.75
7 0.3 4 17 570 280 167.10 − 44.46
8 0.3 4 17 570 290 168.50 − 44.53
9 0.3 4 17 570 300 172.69 − 44.75
10 0.4 2 15 570 280 166.80 − 44.44
11 0.4 2 15 570 290 167.40 − 44.48
12 0.4 2 15 570 300 171.31 − 44.68
13 0.4 3 17 560 280 166.32 − 44.42
14 0.4 3 17 560 290 168.50 − 44.53
15 0.4 3 17 560 300 169.34 − 44.58
16 0.4 4 12 565 280 167.80 − 44.50
17 0.4 4 12 565 290 170.20 − 44.62
18 0.4 4 12 565 300 172.90 − 44.76
19 0.5 2 17 565 280 166.20 − 44.41
20 0.5 2 17 565 290 167.90 − 44.50
21 0.5 2 17 565 300 168.34 − 44.52
22 0.5 3 12 570 280 167.10 − 44.46
23 0.5 3 12 570 290 170.61 − 44.64
24 0.5 3 12 570 300 172.29 − 44.73
25 0.5 4 15 560 280 167.21 − 44.47
26 0.5 4 15 560 290 169.20 − 44.57
27 0.5 4 15 560 300 170.71 − 44.65

Table 12  Factors rank identification table for CF (average S/N values)

Level VF NPT HTT HT CT

1 36.70 36.73 36.71 36.75 36.84
2 36.73 36.73 36.74 36.71 36.73
3 36.74 36.71 36.73 36.71 36.60
Delta 0.04 0.02 0.03 0.04 0.24
Rank 2 5 4 3 1

Table 13  Factors rank identification table for TE-TES (average S/N 
values)

Level VF NPT HTT HT CT

1 38.4 38.19 38.23 38.31 38.44
2 38.25 38.32 38.3 38.25 38.29
3 38.2 38.34 38.31 38.28 38.11
Delta 0.19 0.16 0.08 0.07 0.33
Rank 2 3 4 5 1

Table 14  Factors rank identification table for LCOE (average S/N val-
ues)

Level VF NPT HTT HT CT

1 − 44.59 − 44.53 − 44.6 − 44.55 − 44.46
2 − 44.55 − 44.58 − 44.57 − 44.57 − 44.56
3 − 44.55 − 44.59 − 44.52 − 44.57 − 44.67
Delta 0.04 0.06 0.08 0.03 0.21
Rank 4 3 2 5 1
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Fig. 6  Main effect plot for mean 
S/N ratio of CF (capacity factor)

Fig. 7  Main effect plot for mean 
S/N ratio of TE-TES (thermal 
energy)

Fig. 8  Main effect plot for mean 
S/N ratio of LCOE (levelized 
cost of energy)
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second rank is the height of the tank; the third rank is the 
number of tanks; and the fourth and fifth ranks are the void 
fraction of the TES and the hot temperature of the thermal 
energy storage, respectively. Figure 8 depicts average S/N 
ratios for LCOE main effect plots (levelized cost of energy).

If horizontal profile is present in effects plots of three 
response parameters, then particular parameters and its lev-
els should be omitted from study [33], but in present study, 
there is no horizontal line present in any effect plots (Figs. 6, 
7, 8).

Discussion of analysis of variance (ANOVA)

Analysis of variance (ANOVA) may be used to determine 
the significance (S) or nonsignificance (NS) of each com-
ponent. In the present study, an ANOVA test was con-
ducted for the five control variables and three response 
parameters listed in Table 6. In Table 7, the necessary for-
mula is provided. The ANOVA tables for CF, TE-TES, and 
LCOE are presented in Tables 15, 16, and 17, respectively. 
df (degree of freedom), SS (sum of square), percentage 
contribution, MS (mean of square), F and P values with 

Table 15  ANOVA tale for CF 
(capacity factor)

Source df SS Contribution MS F value P value S/NS

Regression 5 0.27 94.99% 0.054 79.61 0 S
VF 1 0.008 2.98% 0.0085 12.47 0.002 S
NPT 1 0.0015 0.52% 0.0015 2.19 0.154 NS
HTT 1 0.0027 0.95% 0.0027 3.96 0.06 S
HT 1 0.0081 2.83% 0.0081 11.85 0.002 S
CT 1 0.251 87.72% 0.2519 367.59 0 S
Error 21 0.014 5.01% 0.0006
Total 26 0.287 100.00%

Table 16  ANOVA tale for 
TE-TES (thermal energy)

Source df SS Contribution MS F value P value S/NS

Regression 5 70.7476 80.08% 14.1495 16.89 0 S
VF 1 14.832 16.79% 14.832 17.7 0 S
NPT 1 9.6515 10.92% 9.6515 11.52 0.003 S
HTT 1 2.6771 3.03% 2.6771 3.19 0.058 S
HT 1 0.3836 0.43% 0.3836 0.46 0.506 NS
CT 1 43.2035 48.90% 43.2035 51.56 0
Error 21 17.5972 19.92% 0.838
Total 26 88.3449 100.00%

Table 17  ANOVA tale for 
LCOE (levelized cost of energy)

Source df SS Contribution MS F value P value S/NS

Regression 5 96.509 87.95% 19.3017 30.66 0 S
VF 1 2.546 2.32% 2.5463 4.04 0.057 S
NPT 1 6.468 5.89% 6.468 10.27 0.004 S
HTT 1 9.831 8.96% 9.8306 15.62 0.001 S
HT 1 1.361 1.24% 1.3613 2.16 0.156 NS
CT 1 76.302 69.54% 76.3024 121.21 0 S
Error 21 13.22 12.05% 0.6295
Total 26 109.728 100.00%

Table 18  Percentage contribution (PC) for all three response param-
eters

Factors CF TE-TES LCOE

VF 2.98 16.79 2.32
NPT 0.52 10.92 5.89
HTT 0.95 3.03 8.96
HT 2.83 0.43 1.24
CT 87.72 48.90 69.54



304 International Journal of Energy and Environmental Engineering (2023) 14:287–308

1 3

significance and nonsignificance columns are provided in 
the ANOVA table. Selective response parameters are the 
most effective factors for determining F value and P value. 
The P value is used in ANOVA calculations to calculate 
the 95% confidence interval. If the P value is less than or 
equal to 0.05, the input parameter is significant; other-
wise, the parameter is not significant. Another essential 
aspect is “percentage contribution,” which demonstrates 
the effect of the factors on one another in relation to the 
selected response parameter. The maximum contribu-
tion percentage of the input parameter is chosen as the 
top-rated parameter for the selective response parameter. 
Table 18 and Fig. 9 illustrate the percentage contribu-
tion (PC) for each of the three response parameters. As 
depicted in Fig. 9, the highest PC for CF is found at a cold 
temperature of 87.72%, while the highest PC for TE-TES 
is discovered at a cold temperature of 48.90%, and the 
maximum PC for the final response parameter is found at 
a cold temperature of 69.54%.

Minimum PC for CF is 0.52% for number of tanks used 
for thermal energy storage device, for TE-TES the minimum 
PC is 0.43% for hot temperature, and for the last response 
LCOE the minimum PC is 1.24 for the same hot tempera-
ture. As seen in Tables 15, 16 and 17, only one NS (non-
significant) is present like for CF response parameter, the 
nonsignificant parameter is number of parallel tanks, for 
TE-TES the nonsignificant parameter is hot temperature, 
and for last response LCOE, the nonsignificant parameter 
is hot temperature.

Single‑ and multi‑objective optimization

Single optimal solution for three response parameters is 
done by using average signal-to-noise ratio analysis pre-
formed for these responses. The average signal-to-noise ratio 
is listed in Tables 12, 13 and 14 for CF, TE-TES, and LCOE, 
respectively. Optimal solutions using Taguchi method are 
only possible to select the maximum optimum values for 
each level and each factors. Optimal solution for capacity 
factor is “ (VF)0.5(NPT)2(HTT)15(HT)560(CT)280, ” opti-
mal solution for thermal energy production using thermal 
energy storage is “ (VF)0.3(NPT)4(HTT)17(HT)560(CT)280, ” 
and optimal solution for last response LCOE is 
“ (VF)0.5(NPT)2(HTT)17(HT)560(CT)280.”

Multi‑objective optimization

For the present techno-economic analysis of thermal energy 
storage, the CD function (composite desirability) multi-
objective optimization approach is chosen. Two response 
parameters, capacity factor and thermal energy of TES, are 
selected as “want to maximum” objective selection crite-
rion, whereas one response parameter is selected as “want 
to lowest” objective selection criteria. This optimization is 
performed using Minitab (Table 19).

In the CD function, the D function value is the most cru-
cial; therefore, the higher the CD function value, the more 
precise the optimization outcomes. The highest CD function 
value is one and the lowest CD function value is zero. CD 
function value for all 27 trials is shown in Table 20.

Fig. 9  Percentage contribu-
tion (PC) for all three response 
parameters
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Three best optimum results for multi-objective design 
criteria (as seen in Table 19) are listed in Table 21, in which 
all CD values are more than 0.9 and approach to one value.

As seen in Table 21, the best multi-objective solution is 
found at void fraction of 0.3, number of tanks is equal to 3, 

height of the tank is equal to 17 m, and hot and cold tem-
perature is equal to 560 °C and 280 °C, respectively.

Conclusions

A comprehensive thermo-economic analysis of packed-bed 
thermal energy storage (PB-TES) was conducted to ana-
lyze and improve the entire system. In the present work, the 
Taguchi method is utilized for the analysis and optimization 
of response parameter designs. Using SAM input data, a 
numerical model of packed-bed thermal energy storage is 
created and solved for Jaipur, India. This PB-TES is cou-
pled with a CSP plant that is capable of generating 25 MWe 
of electricity using a  CO2-based Rankine generator. The 

Table 19  Objective goals required for CD function optimization

Response Goal Lower Upper Weight Importance

LCOE Minimum 150 175 1 1
TE-TES Maximum 70 90 1 1
CF Maximum 60 75 1 1

Table 20  Composite desirability 
values for individual trials

Run VF NPT HTT HT CT CF TE-TES LCOE CD value

1 0.3 2 12 560 280 69.20 83.88 167.23 0.80
2 0.3 2 12 560 290 68.70 81.39 169.50 0.53
3 0.3 2 12 560 300 67.70 81.06 170.84 0.24
4 0.3 3 15 565 280 69.30 85.92 168.40 0.83
5 0.3 3 15 565 290 68.50 83.37 169.27 0.55
6 0.3 3 15 565 300 67.50 80.69 172.80 0.24
7 0.3 4 17 570 280 69.20 85.56 167.10 0.83
8 0.3 4 17 570 290 68.40 84.24 168.50 0.54
9 0.3 4 17 570 300 67.10 82.28 172.69 0.20
10 0.4 2 15 570 280 69.80 81.98 166.80 0.79
11 0.4 2 15 570 290 68.70 80.35 167.40 0.52
12 0.4 2 15 570 300 67.40 80.67 171.31 0.24
13 0.4 3 17 560 280 69.70 83.10 166.32 0.92
14 0.4 3 17 560 290 68.80 84.15 168.50 0.65
15 0.4 3 17 560 300 68.10 80.67 169.34 0.36
16 0.4 4 12 565 280 69.30 83.54 167.80 0.75
17 0.4 4 12 565 290 68.20 81.37 170.20 0.46
18 0.4 4 12 565 300 67.40 79.67 172.90 0.14
19 0.5 2 17 565 280 69.70 82.78 166.20 0.83
20 0.5 2 17 565 290 69.10 80.81 167.90 0.59
21 0.5 2 17 565 300 67.50 77.68 168.34 0.31
22 0.5 3 12 570 280 69.30 82.28 167.10 0.71
23 0.5 3 12 570 290 68.60 81.17 170.61 0.44
24 0.5 3 12 570 300 67.60 80.21 172.29 0.16
25 0.5 4 15 560 280 69.80 83.26 167.21 0.86
26 0.5 4 15 560 290 68.90 82.37 169.20 0.59
27 0.5 4 15 560 300 68.20 81.49 170.71 0.31

Table 21  Optimum solution for 
three response parameters using 
CD function technique

Solution VF NPT HTT HT CT LCOE TE-TES CF Composite
fit fit fit desirability

1 0.3 2.5 17 560 280 166.20 84.68 69.63 0.93
2 0.3 2 17 560 280 165.89 84.30 69.67 0.91
3 0.5 4 17 560 280 166.33 83.95 69.87 0.91
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primary objective of the present study is to determine the 
ranking of factors for selective response parameters. The 
significance of the factors is the second objective of the 
present study. The final objective of the study is to deter-
mine the single- and multi-objective optimization of the PB-
TES component via Taguchi optimization and CD function 
optimization. The very first phase of the investigation is to 
identify the most effective STES medium for usage in ther-
mal energy systems. In this experiment, three distinct types 
of STES media are used, and CFD simulations for these 
three media types (alumina, steel, and hybrid of both) are 
performed. The thermal energy system based on alumina 
is confirmed by previously published research. A thorough 
techno-economic study will be conducted after identifying 
the most cost-effective STES medium.

The following five input parameters, each with three lev-
els, have been selected for this study: the parameters include 
volume fraction of thermal energy tank (VF), number of 
parallel tanks (NPT), tank height (HTT), hot temperature 
of HTF (HT), and cold temperature of HTF (CT) (CT). 
Each component has three levels that are determined after a 
review of past research. The following three response param-
eters are selected: capacity factor, thermal energy generated 
by thermal energy system, and lastly, levelized energy cost 
(LCOE). In the current study, rank identification is done 
using the signal-to-noise ratio, the significance of each 
parameter is solved using analysis of variance (ANOVA), 
and in the last step, three response parameters (CF, TE-TES, 
and LCOE) are optimized using the CD function approach. 
The following are the study’s principal findings:

1. Three STES media are selected for CFD simulation for 
constant mass flow rate and the best result was shown by 
hybrid of alumina and steel. This hybrid is equal mixture 
of the particles. These hybrid media are then used for 
techno-economic optimization study.

2. Based on the analysis of variance (ANOVA), the best 
influence parameter for capacity factor is cold tempera-
ture of HTF (87.72%), for thermal energy production by 
PB-TES the most influence parameter is cold tempera-
ture of HTF (48.90%), and the most influence param-
eter for last response LCOE is cold temperature of HTF 
(69.54%).

3. Second influence parameter for capacity factor is void 
fraction (2.98%), for TE-TES the second influence 
parameter is void fraction (16.79%), and for LCOE the 
second influence parameter is height of tank (8.96%).

4. Least influence parameter for capacity factor is NPT 
(0.52%), for TE-TES the least influence parameter is 
heating temperature of HTF (0.43%), and for LCOE the 
least influence parameter is heating temperature of HTF 
(1.24%).

5. Opt imal  so lu t ion  fo r  capac i ty  fac to r  i s 
“ (VF)0.5(NPT)2(HTT)15(HT)560(CT)280, ” optimal solu-
tion for thermal ssenergy production using thermal energy 
storage is “ (VF)0.3

(NPT)
4
(HTT)

17
(HT)

560
(CT)

280
, ”  

and optimal solution for last response LCOE is 
“ (VF)0.5

(NPT)
2
(HTT)

17
(HT)

560
(CT)

280
.”

6. The best multi-objective solution is found at void frac-
tion of 0.3, number of tanks is equal to 3, height of the 
tank is equal to 17 m, and hot and cold temperature is 
equal to 560 °C and 280 °C, respectively.
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Abstract
Although it is an environmental threat, the flue gas of a combined cycle power plant can be a good motivation to produce 
methanol due to its high carbon dioxide richness. This paper includes a simulation and comprehensive technical, economic, 
and environmental analyses of the methanol production process through  CO2 capture. In other words, an improved and modi-
fied power plant (plus version) is introduced through structural optimization. At first, the combined cycle power plant was 
simulated, and thermoeconomic and environmental evaluations were performed. Then, it was found that its energy and exergy 
efficiencies were 44.87 and 42.86%, respectively, and its annual profit was approximately equal to 1.96 M$. In the second 
stage, in addition to the power generation section, two sections of carbon dioxide capture and methanol production were 
simulated, which showed that the performance of the power plant plus was improved compared to the conventional system. 
Energy and exergy analysis for the power plant plus demonstrated that the total energy and exergy efficiency, in this case, 
was 58.22 and 97.47%, respectively. From the environmental viewpoint, it was found that the power plant plus could reduce 
the net carbon dioxide emission by 58.84% compared to the simple system. Economic estimations explained that despite the 
116.09% increase in the investment cost of the power plant plus compared to the combined cycle power plant, the annual 
revenue and profit increased by 182.03 and 116.08%, respectively, and the payback period also decreased by 0.66 years.
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Abbreviations
A  Area  [m2]
D  Diameter [m]
Ė  Exergy rate [kW]
ĖD  Exergy destruction rate [kW]
Ġ  Molar flow rate [mol/h]
h  Specific enthalpy [kJ/kg]
J  Interest rate [%]
ṁ  Mass flow rate [kg/h] or [ton/h]
P  Pressure [Pa]
Q̇  Heat [kW]
S  Specific entropy [kJ/kg-K]
T  Temperature [K]
U  Overall heat transfer coefficient [W/m2.K]
V  Volume  [m3]
Ẇ  Work or power [kW

Greek symbols
θ  Energy efficiency [%]
η  Exergy efficiency [%

Subscripts
CH  Chemical
e  Exit
f  Fuel
i  Inlet
L  Loss
P  Product
PH  Physical

Introduction

Environmental issues such as greenhouse gas emissions, 
global warming, and ozone depletion motivate companies 
and countries to modify and optimize the structure of con-
ventional power plants [1]. Indeed, many traditional power 
plants use fossil or hydrocarbon fuels as the input fuel to run 
the cycle [2]. Moreover, they are usually associated with low 
efficiency and high irreversibility [3]. In this way, several 
techniques can be applied to these setups to improve their 
capabilities, which the operational optimization, structural 
modification, and the use of the waste heat of the plant are 
appropriate works [4]. Accordingly, the utilization of the 
waste heat and carbon dioxide  (CO2) leaving the power 
plants can be considered for producing energy-based prod-
ucts [5].

One of the proposed ways to improve and ameliorate the 
power plant’s performance is recovering waste energies and 
materials. Flue gas in a cycle, including  CO2, is one of the 
potential sources for the recovery processes. Through the 
hydrogenation of  CO2, methane, hydrocarbons, ethanol, 
methanol, dimethyl ether, and syngas can be delivered as 
by-products [6].

Carbon capture and use of heat recovery frameworks are 
standing out enough to be noticed by scientists recently. Pak 
et al. [7] described that at a condenser, the  CO2 gas in the 
flue gas could be easily separated from the condensate. The 
recovered  CO2 gas is condensed, moved by a  CO2 tanker, 
and utilized again to produce methanol. Overall energy effi-
ciency was assessed to be 54.60%. Foncillas et al. [8] recov-
ered carboxylates effectively from fermented organic waste. 
In their examination, an anion-exchange resin was utilized 
and followed by desorption with  CO2-extended methanol. 
Sarp et al. [9] compared renewable energy-powered  CO2 to 
methanol technologies. They examined the  CO2 hydrogena-
tion frameworks and the impetuses that drive them. Hermen 
et al. [10] devised a novel methanol production from renew-
able-based power plants combined with hydrogenation. In 
their work, a new non-combusting heat-carrier biomass gasi-
fier framework was proposed, combined with a solar power 
plant and alkaline water electrolysis framework, for metha-
nol production from syngas, water, and  CO2. Aspen Plus, 
MATLAB, and TRNSYS softwares were utilized to model 
and evaluate the efficiency of each component of the pro-
posed framework in various climatic conditions of Toronto, 
Canada, and Crotone, Italy.

Multiple advantages of multigeneration energy systems 
include their ability to integrate with a range of processes, such 
as  CO2 capture. Li et al. [11] comparatively investigated  CO2 
power cycles for the waste heat recovery of the gas turbines. 
Four classifications and six cycles were picked to address 
the common design of the supercritical  CO2 power cycle. In 
another work, Li et al. [12] proposed a hybrid cooling, heat-
ing, and power plant, which comprised of  CO2 power system, 
absorption chiller, and heaters for waste heat recovery of the 
gas turbine. In the described new framework, the chiller and 
heaters were driven by the excess energy of the  CO2 power 
procedure and chimney flue gas simultaneously. A trigenera-
tion plant was proposed by Nazerifard et al. [13] to diminish 
environmental  CO2-caused pollution and generate methanol, 
hydrogen  (H2), and electricity. The setup was made out of an 
organic Rankine cycle, a direct methanol fuel cell, a carbon 
capture unit, a proton-exchange membrane (PEM) electro-
lyzer, and a methanol synthesis section. Castellani et al. [14] 
concentrated on surveying the carbon and energy footprint 
of a novel cycle for  CO2 recycling, with chimney flue gas as 
the feedstock of nitrogen  (N2) and  CO2.  N2 was changed into 
ammonia  (NH3) through the Haber–Bosch cycle and  CO2 into 
methane  (CH4) utilizing a Sabatier reaction utilizing  H2 gener-
ated by renewable energy. Yuan et al. [15] studied the favorable 
conditions for  CH4 recovery from hydrate supply with gaseous 
 CO2. The trial results demonstrated that a hydrate supply with 
underlying free gas, high saturation of free gas, and low satu-
ration of water was suitable for the recovery of the methane 
with  CO2. Abdelaziz et al. [16] developed effective cycles that 
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were proper for converting/using  CO2 streams into energy-rich 
liquid products (fuels).

To increase efficiency, the recently proposed strategy for 
Heat Recovery Steam Generator (HRSG) Flue-Gas Injection 
(FGI) into the Heller tower of the power plant was developed 
by Sharif et al. [17]. At that point, the  CO2 captured plant 
(utilizing MEA mechanical Absorption), which was installed 
inside the Heller towers, was explored. Energy and exergy 
investigation was done for every segment and lastly for the 
entire power plant under crosswind conditions. León and Mar-
tín [18] assessed the power generation utilizing a combined 
gas turbine/steam turbine cycle. In their investigation, the gas 
was cleaned up to eliminate humidity,  H2S,  CO2, and  NH3. Fu 
and Gundersen [19] represented three  CO2 capture procedures. 
They showed that critical energy saving could be accom-
plished by appropriate heat and work combination. Leonzio 
[20] analyzed producing methanol and dimethyl ether from 
 CO2 hydrogenation. The social considerations about carbon 
capture and use frameworks were reported. Deng and Adams 
et al. [21] proposed a new process for coke oven gas and blast 
furnace gas to methanol with  CO2 capture. They utilized the 
Aspen Plus software pack to simulate the represented process. 
Wiesberg et al. [22] used a novel structure for exergy analysis 
of cycles with chemical reactions, which was utilized to assess 
the efficiency of two methanol production methods from  CO2 
of flue gas. Their investigation included direct hydrogenation 
and indirect conversion. The exergy efficiency of the direct 
method was 66.3%, while it was 55.8% for the indirect pro-
cess, demonstrating the lower sustainability of the latter. They 
showed that carbon capture and storage had the worst exergy 
proficiency, even lower than the emission scenario. Alsayegh 
et al. [23] showed the economic feasibility of a novel methanol 
production process using captured  CO2 and  H2 obtained from 
water splitting unit. Ultimately, they compared their method 
to an alternate sustainable methanol synthesis technique from 
the literature in order to emphasize the distinctions between 
electrochemical and thermochemical approaches. Parigi et al. 
[24] represented energy and economic analyses for the  CO2 
re-utilization procedure to produce methanol. To create an 
economically attractive market for methane and methanol, it 
was determined that the production plants should maintain a 
utilization factor of approximately 50%, the cost of SOECs 
should be close to 1050 €/kW, and the electricity required to 
operate the system must come from renewable sources at a 
very low cost (below 40–50 $/MWh).

Main novelties and contributions

Technology for carbon capture and utilization (CCU) has the 
potential to make industrial and power production operations 
more sustainable and generate additional revenue from the 
conversion of carbon dioxide  (CO2) to commercial products. 

To reduce global warming while possibly replacing fossil 
fuel feedstocks in the chemical and energy sectors, CCU 
stands as a significant option. The literature review proves 
that the  CO2 gas exiting the power cycles can be recovered 
and captured for technical ameliorations. Concerning this 
fact, the present work is motivated to incorporate a  CO2 
capture unit into a combined power plant and use the cap-
tured  CO2 for methanol production. Hence, all simulation 
processes are completely performed using the Aspen Hysys 
software [25]. Based on the simulation, the comprehensive 
energy, exergy, economic, and environmental analyses have 
been implemented to examine the feasibility of the opti-
mized structure with  CO2 capture and methanol production 
units (power plant plus) compared to the base power plant. 
Also, a sensitivity analysis of the system is carried out, in 
which the effect of the reflux ratio of the solvent recovery 
tower on the performance criteria is measured.

Process overview

Figure 1 shows the diagram of the methanol production pro-
cess using  CO2 captured from the power plant’s flue gas. 
Operational components include the combined cycle power 
plant as the principal source of flue gas production and the 
carbon source required for methanol conversion, chemical 
absorption, flue gas purification, methanol synthesis, and 
separation. The combined cycle power plant, which uses nat-
ural gas as inlet fuel and steam turbines to generate electric-
ity, regularly releases flue gas into the atmosphere. This flue 
gas stream contains a significant amount of  CO2 resulting 
from the combustion of natural gas (methane in this study) 
in the combustion chamber of the gas turbine.

Contrary to the usual trend, the flue gas produced from 
the heat recovery section of the power plant enters the  CO2 
capture process, wherewith a technology called post-com-
bustion,  CO2 is 90% absorbed and provided to the methanol 
production system. The recovered  CO2 enters the methanol 
synthesis and separation process, where it reacts directly 
with  H2 to produce methanol.  H2 can be supplied in various 
ways, including natural gas reform, coal gasification, bio-
mass gasification, and electrolyzer [16]. This study considers 
that the  H2 needed to react with  CO2 is provided through 
the reforming of natural gas. As shown in Fig. 1, to provide 
a part of the energy of the carbon capture unit, the energy 
released from the methanol synthesis and separation sec-
tion through the methanol reactor and cooling of the metha-
nol reactor products is sent to the stripper tower’s reboiler. 
Likewise, in the  CO2 capture section, at the beginning of 
the process, a part of the energy from the flue gas cooling 
is provided to the reboiler, which has a total of three energy 
flows used for optimization to minimize energy consumption 
for solvent recovery and create thermal integration.
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Since the post-combustion process is performed at a 
pressure between 101.3 kPa and 120 kPa, the solvent flow 
and the energy consumption are high. Therefore, choosing 
a suitable solvent to absorb  CO2 can greatly help reduce 
costs and increase overall energy efficiency. According 
to Table 1, which shows a comparison between energy 
consumption for solvent recovery based on a wide range 
of chemical solvents, the use of activated methyl dietha-
nolamine solvent (MDEA-PZ) can be a good option to 
recover  CO2.

As mentioned, the methanol is produced through hydro-
genation of  CO2 captured from the flue gas of the combined 
cycle power plant. Initially, the simulation of the conven-
tional combined cycle power plant with natural gas feed, 
illustrated in Fig. Figs. 12, is carried out. Figure Figs. 13 
demonstrates the simulation of the power plant plus, using 
 CO2 capture, synthesis, and methanol production unit.

Figure  Figs.  14 shows a complete plot with details, 
including all parts of the process (combined cycle power 
plant,  CO2 capture, methanol synthesis, and separation) for 
methanol production from the combined cycle power plant’s 
flue gas. Subsequently, all three sections are described in 
detail.

Combined cycle power plant

The natural gas is considered methane with an intensity 
of 500 kmol/h, a pressure of 2000 kPa, and a tempera-
ture of 30 °C, which is mixed with the airflow supplied 
from the atmosphere. The K-100–K-103 compressors and 
E-100–E-102 intermediate coolers are responsible for air 
conditioning. Finally, a mixture of air and methane enters 
the combustion chamber, where methane is completely 
burned, and high energy is released from combustion 
according to Eq. (1) [33].

Combustion products enter the gas turbine (GT) at a 
temperature of 2361 °C and a pressure of 2000 kPa and 
leave this equipment at a pressure of 120 kPa and enter 
the producing steam heat exchangers. The E-103–E-105 
heat exchangers generate high-pressure, medium-pressure, 
and low-pressure steam streams, respectively, and each 
feeds HP-ST, MP-ST, and LP-ST turbines for power gen-
eration, individually. The outlet pressure of these turbines 
is equal to 101.1 kPa. The condensate flow coming out of 
the turbines is mixed by a mixer and enters the AC-100 
air cooler with a total intensity of 5321 kmol/h so that the 
condensate temperature in this equipment reaches 90 °C at 
a constant pressure of 101.1 kPa. The outlet current from 
the air cooler enters the P-100 pump and in this equipment, 
the water pressure increases up to 4000 kPa. Considering 
that apart from high-pressure turbines, two other turbines 
operate at pressures of 2000 and 1000 kPa; therefore, the 
water flow is passed through the reducing valve before 
entering the medium and low-pressure turbines.

(1)CH4 + 2O2 → CO2 + H2O

Fig. 1  Process of methanol 
production from power plant’s 
flue gas

Table 1  Comparison of energy consumption for recovery of different 
amino solvents (single and mixed)

Work Solvent Eregen(GJreb∕tCO2)

Zhao et al. [26] MDEA-PZ 2.74

Dubois and Thomas [27] MEA 3.36

Osagie et al. [28] AMP 2.9

Pérez-Fortes et al. [29] MEA 4.95

Nwaoha et al. [30] AMP-PZ-MEA 3.86

Ozcan et al. [31] Hybrid System 3.2

Laribi, et al. [32] DEA-PZ 3.03
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Carbon dioxide capture from flue gas

As Figure Figs. 14 displays, the flue gas that leaving the 
E-105 heat exchanger is the feed of the  CO2 capture unit. In 
the chemical absorption unit, the formulated solvent MDEA-
PZ reacts with  CO2 and this is the main mechanism in this 
process. The capture reactions are presented in Eqs. (2)–(16) 
[34]. These equations display MDEA with the chemical for-
mula C5H13NO2 and PZ activator with the chemical formula 
C4H10N2 [34].

Due to its temperature, the flue gas is a desirable heat 
source to supply a part of the energy of the stripper tower’s 
reboiler. Hence, before entering the absorption tower, it is 
passed through the Side Reboiler and E-109 heat exchangers. 
The amount of energy released through the Side Reboiler 
heat exchanger is equal to 5,372,000 kJ/h, which reduces 

(2)H2O ↔ 0.5H3O
+ + 0.5OH−

(3)0.5CO2 + H2O ↔ 0.5H3O
+ + 0.5HCO3

−

(4)HCO3
− + H2O ↔ H3O

+ + CO3
−2

(5)C5H13NO2
+ + H2O ↔ C5H13NO2 + H3O

+

(6)C5H13NO2 + CO2 + H2O ↔ C5H13NO2
+ + HCO3

−

(7)C4H10N2H2

+2 + H2O ↔ C4H10N2H
+ + H3O

+

(8)C4H10N2H
+ + H2O ↔ C4H10N2 + H3O

+

(9)C4H10N2 + H2O + CO2 ↔ C4H10N2COO
− + H3O

+

(10)
C4H10N2COO

− + CO2 + H2O ↔ H+C4H10N2COO
− + HCO3

−

(11)
H+C4H10N2COO

− + H2O + CO2 ↔ C4H10N2(COO
−)2 + H3O

+

(12)
C4H10N2COO

− + CO2 + H2O ↔ C4H10N2(COO
−)2 + H3O

+

(13)2H2O ↔ H3O
+ + OH−

(14)H2S ↔ H+ + HS−

(15)C5H13NO2 + H+
↔ C5H13NO2

+

(16)C5H13NO2 + H2S ↔ C5H13NO2
+ + HS−

the flue gas temperature to 128 °C, and in the second stage, 
using cooling water, the flue gas temperature reaches 45 °C 
in the E-109 heat exchanger. In the output of the E-109 heat 
exchanger, a part of the water in the condensate flue gas flow 
is separated by V-100 two-phase separator. The vapors above 
this separator enter the absorption column from below, 
where a parallel and counter contact is established between 
the MDEA-PZ solvent and the  CO2-rich flue gas.

The absorption and stripper towers are designed so that 
90% of the  CO2 in the flue gas is captured (see Eq. 17) 
and sent to the methanol synthesis and separation section 
through the reflux of the stripper tower drum. The sizing 
and specifications of these two towers, which are primarily 
responsible for mass transfer in the post-combustion absorp-
tion process, are presented in Table 2. Compensatory water 
flow is injected from the highest point of the absorption 
tower to prevent solvent losses. Thus, there is no solvent in 
the purified gas stream, and there is no need for compensa-
tory water for reflux in the stripper tower.

In Eq. (17), the calculation of  CO2 capture is presented, in 
which CO2,ABS is the percentage of the  CO2 capture, ĠCO2,in

 is 
the molar flow rate of the  CO2 in the feed gas, and ĠCO2,out

 is 
the molar flow rate of  CO2 in the purified gas [16].

The solvent flow exiting the bottom of the absorption 
tower has a high concentration of  CO2 (Riched Amine), and 
its load ( αRich

CO2
 ) is equal to 0.3154 (see Eq. (18)) [35]. The 

Riched Amine flow enters the E-110 heat exchanger through 
a P-103 pump at a pressure of 250 kPa, where the tempera-
ture of the rich solvent flow is increased and preheated by 
the hot solvent produced in the stripper tower’s reboiler [16].

A stream of gas-rich Amines is fed from the top of the 
stripper tower. The stripper tower has a partial condenser 
with liquid and steam products. From the top of the reflux 
drum, the recovered  CO2 product is sent to the methanol 
synthesis and separation section, and a clean solvent flow 

(17)CO2,ABS =
ĠCO2,in

− ĠCO2,out

ĠCO2,in

× 100

(18)αRich
CO2

=
moleCO2

moleAmine

Table 2  Specifications and sizing of absorption and stripper towers

Stripper(T-101) Absorber (T-100) Term

4.015 4.015 Diameter (m)
1 1 Filling height (m)
FLEXIPAC FLEXIPAC Filling type
10 10 Tower height (m)
10 10 Number of equilibrium steps
plastic plastic Filling material
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or Lean Amine is generated from the reboiler, which has 
less  CO2 compared to the Riched Amine flow. Lean Amine 
current temperature is slightly reduced by passing through 
the E-110 heat exchanger, and to send it to the absorption 
tower, it is necessary for its temperature to reach 45 °C, so 
after the E-110 heat exchanger by cooling water flow in the 
heat exchanger E-111, the solvent flow temperature reached 
the desired value of 45 °C, and the solvent was used again 
in the T-100 absorption tower.

Synthesis and separation of methanol

This section starts with the K-108 compressor and ends with 
the T-103 distillation column (see Appendix. A. 3). Two 
streams of captured  CO2 and  H2 are the main feeds. In the 
synthesis section, based on the hydrogenation of  CO2 on 
commercial Cu/ZnO/Al2O3 catalyst, methanol production 
has been done [35]. The reactor in this study is simulated 
as a plug, and the LHHV kinetic model is used to define 
the reactions. The hydrogenation reaction of  CO2 with 
excess  H2 is the main reaction. Also, two reactions, namely 
reverse water–gas shift (RWGS) and hydrogenation of car-
bon monoxide, occur at lower rates. Reaction equations are 
presented in Eqs. (19)–(21) [36]. Also, the velocity equa-
tion for methanol synthesis under operating conditions of 
250 °C and pressure between 5000 kPa and 10,000 kPa are 
presented by Bussche and Froment [37]. The dimensions and 
specifications of the methanol synthesis reactor used in this 
simulation can be seen in Table 3 [37].

H2 and  CO2, the main feed for methanol synthesis, are 
compressed in a network of compressors and heat exchang-
ers with phase separators and at a temperature of 118.8 °C 

(19)
CO2 + 3H2 ↔ CH4O + H2OΔH

0

25◦C
= −49580kJ∕kmol

(20)CO + 2H2 ↔ CH4OΔH
0

25◦C
= −90770kJ∕kmol

(21)CO2 + H2 ↔ CO + H2OΔH
0

25◦C
= +41190kJ∕kmol

and a pressure of 5000 kPa constitute synthetic gas. As 
shown in Fig. Figs. 14, compressors K-108 to K-111 and 
K-112 to K-117 are used to compress  CO2 and  H2. After 
each stage of gas compression, due to the increase in temper-
ature, heat exchangers are used to reduce the temperature of 
the next compression. Owing to the presence of water in the 
 CO2 stream, after compaction and cooling, the condensed 
water is separated by V-103 to V-105 phase separators. 
The resulting gas mixture enters the E-128 heat exchanger 
before entering the methanol synthesis reactor, where the 
temperature of this flow is increased by the hot product 
leaving the reactor and enters the plug reactor. The reactor 
product releases its energy by passing through the E-128 
heat exchanger in the Side Reboiler 2 heat exchanger and 
provides it to the solvent recovery tower reboiler in the post-
combustion section. The output flow from the Side Reboiler 
2 enters the E-129 heat exchanger, which reduces the flow 
temperature of the methanol reactor product to 45 °C. This 
matter allows the methanol and water to be partially sepa-
rated from light gases at high pressures. The separation of 
gases and raw methanol was performed in the V-106 phase 
separator, and the gases above this separator formed a single 
purge. The liquid produced from the V-106 phase separator 
enters the methanol separation distillation column at a pres-
sure of 120 kPa. The distillation tower consists of 30 trays, 
and a methanol is produced from a condenser at a tempera-
ture of 60 °C. Wastewater also comes out of the reboiler of 
this distillation tower. Methanol distillation tower reboiler 
heating was performed using a steam utility (saturated steam 
at a pressure of 500 kPa).

Simulation and analyses

The simulation method of the project is to select the equa-
tion of state, select the reactant components, determine the 
reactions and set the reaction settings up, enter the simula-
tion environment and install the operational units (such as 
reactor, gas compression, absorption, and stripper towers, 
methanol synthesis and its separation). Simulation with soft-
ware is a major part of this study. Simulation software such 
as Aspen Hysys [25] contains various components, such as 
a composition database, a thermodynamic model database, 
a flow plate constructor, a single operating model database, 
and a flow plate convergence. Note that other elements, such 
as other levels of the flow plate, financial analysis tools, 
and the engineering unit option, are part of the dependent 
software category included in the Aspen One package. The 
purpose of the process simulation is to predict how a pro-
cess will behave in a given operating situation. To simulate 
the process of methanol production from the flue gas of the 
aforementioned power plants, several assumptions have been 
considered, which are mentioned below:

Table 3  Dimensions and specifications of the methanol synthesis 
reactor [37]

Parameter Value

Diameter (mm) 0.0055

Catalyst Cu∕ZnO∕Al2O3

Number of Tubes 3026

Reactor Length (m) 10

Reactor Total Volume (m3) 0.72

Void Fraction 0.39

Reactor Type Plug
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• Isentropic efficiency of pumps, turbines, and compressors 
is equal to 75%.

• The combustion chamber of the gas turbine is simulated 
as the Gibbs reactor.

• The cooling water flow temperature is 30 °C, and its pres-
sure is 500 kPa in all parts of the process.

• The inlet pressure of the high-pressure (HP), medium-
pressure (MP), and low-pressure (LP) turbines are equal 
to 4000 kPa, 2000 kPa, and 1000 kPa, respectively.

• To simulate the heat exchangers producing steam in a 
combined cycle power plant, the characteristic of steam 
flows is 100% of complete steam.

• The ambient air temperature for cooling in the AC-100 
air cooler is equal to 35 °C.

• The operating pressure and temperature of the natural 
gas inlet  (CH4) for combustion in the gas turbine are 
2000 kPa and 30 °C, respectively.

• There are no Carry Over phase separators.
• The pressure of the  CO2 capture tower is 120 kPa, and 

the amount of pressure loss is zero.
• The pressure of the stripper tower (distillation tower) is 

230 kPa, and the pressure drop between the reboiler and 
the condenser is 50 kPa.

• The condensing temperature of the distillation tower 
 (CO2 outlet) is equal to 45 °C.

• The pressure of the methanol synthesis reactor is 
5000 kPa [38].

• The temperature of the methanol synthesis reactor is 
250 °C [30].

• The condensing temperature of the methanol separation 
tower is 60 °C.

• The number of methanol distillation tower trays is calcu-
lated based on the Short Cut design, and the concentra-
tion of methanol in the solution is equal to 0.1 mol%.

• The simulation conditions are steady state.
• The composition of the forming components of the sol-

vent for  CO2 capture is 40% by weight of methyl dietha-
nol amine (MDEA) and 10% by weight of piperazine 
(PZ).

• Combustion products exit the gas turbine at a pressure of 
120 kPa.

• The outlet pressure of the HP, MP, and LP turbines is 
equal to 100 kPa.

• Methane’s combustion in the combustion chamber is 
100%.

Process analysis

Evaluation of methanol production process through hydro-
genation of  CO2 captured from the flue gas of combined 
cycle power plant in this section has been done generally 
in three sections of Thermodynamic-Economic-Environ-
mental Analysis (TEEA). Thermodynamic evaluation has 

been performed in both energy and exergy modes. In the 
economic evaluation section, basic parameters such as 
Total Investment Cost (TIC), Return On Investment (ROI), 
Min Annualized Total Cost (MATC), Minimum Selling 
Price (MSP), and Payback Period are calculated. Environ-
mental assessment has dealt heavily with  CO2 emissions 
based on power plant and power plant plus products.

Energy analysis

In this study, the main goal is to improve thermo-environ-
mentally the combined cycle power plant with natural gas 
fuel. In this regard, one of the essential thermodynamic 
analyzes is to evaluate the energy of the power plant and 
the power plant plus (along with methanol production). 
For this purpose, the amount of energy efficiency must 
be formulated for two cases. The general mass rate and 
energy rate equations for a component are written as Eqs. 
(22) and (23) [39]:

In the above correlations, ṁi is the input mass flow rate 
and ṁe is the output mass flow rate. Q̇i is the heat input rate 
and Q̇e is the heat output rate. Also, h is the specific enthalpy. 
Based on the general relation (23), the energy efficiency for a 
cycle or component ( θsystemen  ) can be shown as Eq. (24) [40]:

According to this equation, the energy efficiency of the 
power plant ( θpowerplanten  ) is defined as Eq. (25) for when is 
only operating and no other cycle has been added to it [40]:

Subsequently, the relationship between the energy effi-
ciency of the methanol production process through direct 
hydrogenation of recovered  CO2 from the flue gas of a com-
bined cycle power plant (power plant plus) is as follows [41]:

In the methanol synthesis and separation unit (direct 
hydrogenation of  CO2), the energy efficiency relationship 
can be defined specifically according to Eq. (27) [41].

(22)
∑

ṁi =
∑

ṁe

(23)
∑

ṁihi + Q̇i + Ẇi =
∑

ṁehe + Q̇e + Ẇe

(24)θsystem
en

=

∑

ṁehe + Q̇e + Ẇe
∑

ṁihi + Q̇i + Ẇi

(25)θpowerplant
en

=
ẆGT

prod
+ ẆHP−ST,LP−ST,MP−ST

prod

ṁfuelLHVfuel + Ẇ
aircomps

used

(26)

θpowerplant+
en

=
ṁMeOHLHVMeOH + Q̇prod + Ẇprod

ṁfuelLHVfuel + ṁH2LHVH2 + Ẇused + Q̇used
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In this equation, Q̇fromR101 is the net given heat-based 
energy to the reboiler of the methanol separation distillation 
tower, Q̇fromR101 is the generated heat by the methanol syn-
thesis reactor, Q̇fromSideReb2 is the released energy through 
side reboiler 2 heat exchanger, ẆH2

comps
 is the power consump-

tion in  H2 compression compressors, and ẆCO2
comps

 is the power 
consumption in  CO2 compression compressors.

Exergy analysis

The concept of exergy applies to many processes. Exergy 
is used for thermo-environmental studies and process opti-
mization. Exergy rate balance in a system is the basis of 
exergy assessment. For static processes and systems, exergy 
destruction rate ( ĖD ) can be explained as the difference 
between the sum of input exergy rates ( 

∑

Ėi ) to the system 
and the sum of output exergy rates ( 

∑

Ėe ) from that as fol-
lows [42]:

With regard to the use of fuel ( ĖF ) and product ( ĖP ) con-
cepts, the exergy rate balance for a stable process or sys-
tem can be written as a function of exergy destruction rate, 
exergy loss rate, and fuel and product exergy rates, which is 
consistent with Eq. (29) [37]:

The exergy efficiency can be defined and calculated based 
on Eq. (30) [40] for the i th component of the system and 
according to Eq. (31) for the whole cycle [43].

where 
∑

Ėi and 
∑

Ėe are the total input exergy rate and 
total output exergy rate, respectively.

In this study, the methanol is produced through hydro-
genation of  CO2 captured from the flue gas of a combined 
cycle power plant. Considering that in different parts of the 
process such as power plant,  CO2 capture by chemical sol-
vent, and methanol synthesis, there is a chemical reaction, so 

(27)θ
MeOHSynandSep
en =

ṁMeOHLHVMeOH + Q̇fromR101
̇+QfromSideReb2

ṁH2LHVH2 + ẆH2
comps

+ ẆCO2
comps

+ Q̇T103Reb

(28)ĖD =
∑

Ėi −
∑

Ėe

(29)ĖF = ĖD + ĖL + ĖP

(30)ηi
ex
=

Ėi
P

Ėi
F

= 1 −
ĖD + ĖL

ĖF

(31)ηcycle
ex

=

∑

Ėe
∑

Ėi

in addition to physical exergy ( ĖPH
i

 ), chemical exergy ( ĖCH
i

 ) 
must be considered. Thus, the total exergy of the  ith state ( Ėi ) 
is defined as Eq. (32) [40].

In addition, Table 4 represents the exergy equilibrium 
equations for each component of the methanol production 
process and the whole cycle.

Economic analysis

A comprehensive economic analysis has been performed 
for the methanol production process. Almost all the basic 
and competitive parameters that are important for a chemi-
cal process have been measured in this work. It is assumed 
that the economic lifetime (N) of the project is 30 years, 
the interest rate (J) is 8%, and the tax rate ( TRate ) is 35% 
[44]. Also, the operating hours of the system for one year 
are equal to 8150 h [16]. In this study, the Total Operat-
ing Cost (TOC) is obtained through the Aspen Process 
Economic Analyzer (APEA) tool, which is the sum of the 
fixed and variable operating costs. Also, the Total Equip-
ment Cost (TEC) has been calculated through the same 
tools and Aspen Hysys software [40].

Moreover, the Total Investment Cost (TIC) of the sys-
tem has been calculated regarding the following equation 
[40]:

For this purpose, the values for the relative factors  (RFj) 
are presented in Table 5 [45, 46].

The Return On Investment (ROI) rate, which is a function 
of plant’s lifetime and interest rate, is calculated based on 
Eq. (35) [47]. By obtaining the ROI parameter, the value of 
the competitive parameter of the Minimum Annual Total 
Cost (MATC) can be determined by Eq. (36) for the pro-
posed design. The MATC includes the total operating and 
investment costs [47].

(32)Ėi = ĖPH,i + ĖCH,i

(33)
Total OperatingCost (TOC)

= FixedOperatingCost + VariableOperatingCost

(34)Total Investment Cost = Total Equipment Cost (1 +

m
∑

j=1

RFj)

(35)ROI = Total Investment Cost (
J(J + 1)N

(1 + J)N − 1
)
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The second important parameter that has been calculated 
for the methanol production scheme by hydrogenation of 
 CO2 from power plant’s flue gas is the Minimum Selling 
Price (MSP), which can be calculated from [47]:

(36)

MATC = TOC + ROI

= TOC + Total Investment Cost

(
J(J + 1)N

(1 + J)N − 1
)

(37)

MinimumSellingPrice

(

USD

kgMeOH

)

=
ROI + TOC + Tax

.
m

MeOHProd

This parameter is calculated at the point of equality of 
costs and revenues and is a direct function of the rate of 
return on capital, costs, and taxes. In Eq. (37), the parameter 
ṁMeOHProd is the annual flow rate of the methanol production 
(kg/year).

Equation (38) can be used to calculate the amount of 
annual tax, while the amount of depreciation for 30 years is 
assumed to be linearly constant. As can be seen in this equa-
tion, the amount of tax over a year depends on the project 
Annual Profit (A.P) and the tax rate. The profit of the project 
can be calculated through Eq. (39), where it is necessary 
to have the amount of revenue of the methanol production 
plan to calculate the value of the A.P parameter. To compute 

Table 4  Exergy equations and 
relations for the components 
and whole cycle of the methanol 
production system

Component Schema Ėi
F
(kW) Ėi

P
(kW)

Compressors

 

Ẇused Ėout − Ėin

Pumps
 

Ẇused Ėout − Ėin

Chamber

 

Ėout ĖPH
inlets

− ĖPH
out

Turbine

 

Ėin − Ėout Ẇprod

Heat Exchangers

 

(

Ėin − Ėout

)

hot

(

Ėout − Ėin

)

cold

Air Cooler

 

(

Ėin − Ėout

)

hot
+ W

(

Ėout − Ėin

)

air

R-101

 

Ėinletstream Ėoutlet +
(

ĖLPS − ĖCWS

)

T-103

 

Ėfeed +
(

ĖLPS2 − ĖLPC2

)
∑

Ėprods

Cycle Efficiency ∑

Ėi(KW)
∑

Ėe(KW)

Methanol Synthesis 
and Separation

ĖH2 + ĖCO2 +
(

ĖLPS2 − ĖLPC2

)

+ Ẇused ĖMeOH +
(

ĖLPS3 − ĖCWS19

)

Power Plant Ẇused + ĖNatGas Ẇprod

CO2 Capture nit ĖFlueGas + ĖReb + Ẇused ĖCO2Capture + ĖLowCarbon

Power Plant Plus Ẇused + ĖNatGas + ĖReboilers ĖMeOH + Ẇprod



414 International Journal of Energy and Environmental Engineering (2023) 14:405–429

1 3

revenue, Eq. (40) should be used. Finally, the payback period 
can be measured in terms of years based on Eq. (41) [47].

Environmental analysis

The process based on the use of  CO2 must be environ-
mentally capable of reducing the emission of this green-
house gas compared to the base state. Therefore, in this 
manner, the methanol production process can be accept-
able in terms of environmental features. The Net  CO2 
Emission (NCE) should be evaluated to determine the 
position of the proposed process relative to the baseline. 
The NCE parameter can be calculated from the total 
emission of  CO2 through the flue gas ( CO2,f luegas ), utility 
gas ( CO2,utility ), and the  CO2 introduced into the process 
through the feed ( CO2,feed ) [40].

(38)Tax = (A.P) × TRate

(39)A.P = Revenue − Total OperatingCost

(40)

Revenue =

(

ROI × TRate

)

+ Total OperatingCost
(

1 − TRate

)

1 − TRate

(41)PaybackPeriod =
Total Investment CostRevenue

=

Total Equipment Cost(1 +
∑m

j=1
RFJ)

(ROI×TRate)+Total OperatingCost(1−TRate)
1−TRate

(42)NCE

(

kg

h

)

= CO2,f luegas + CO2,utility − CO2,feed

Results and discussion

This chapter is prepared in six different subsections includ-
ing the results attained from the energy, exergy, economic, 
and environmental analyses, comparison of the results, and 

sensitivity analysis results.

Energy analysis results

Table 17 presents the thermodynamic properties for each 
stream of the combined cycle power plant illustrated in 
Fig. Figs. 14 Also, Table 6 represents its simulation results, 
wherein the polytropic efficiency of the compressors and 
turbines, energy consumption capacity of the compressors, 
and power produced by the turbines attained from the Aspen 
Hysys software are reported. Based on Table 6, the total 
energy consumption capacity of the compressors is com-
puted to be 43,751,000 kJ/h, which is equal to 12,153 kW. 
Here, the gas turbine and steam turbines provide 44,120 kW 
and 11,384 kW power for the grid, respectively.

Figure 2 reveals a schematic illustration of the energy 
results attained from the simulation process specifically 

Table 5  Relative factors for investment cost [37]

Type Item (j) RFj

Direct cost Purchased equipment 0.21

Purchased equipment installation 0.10

Piping 0.12

Buildings 0.15

Electrical systems 0.06

Field 0.01

Instrumentation and Controls 0.05

Engineering and supervision 0.1

Working Capital 0.17

Indirect cost Construction expenses 0.09

Contingency 0.07

Contractor’s fee 0.04

Fixed-capital investment 1

Working capital 0.17

Table 6  Simulation results for the combined cycle power plant

Parameter Value

Polytropic efficiency of K-100 (%) 77.63

Polytropic efficiency of K-101 (%) 77.18

Polytropic efficiency of K-102 (%) 77.25

Polytropic efficiency of K-103 (%) 77.56

Energy consumption of K-100 (kJ/h) 11590000

Energy consumption of K-101 (kJ/h) 9901000

Energy consumption of K-102 (kJ/h) 10260000

Energy consumption of K-103 (kJ/h) 12000000

Gas turbine production capacity (kW) 44120

Electricity generated from gas turbines (kWh/day) 1059000

Polytropic efficiency of GT (%) 69.33

Polytropic efficiency of HP-ST (%) 72.16

Polytropic efficiency of MP-ST (%) 72.73

Polytropic efficiency of LP-ST (%) 73.2

Power generation of HP-ST (kW) 8250

Electricity generated from HP-ST (kWh/day) 198000

Power generation of MP-ST (kW) 1931

Electricity generated from MP-ST (kWh/day) 46340

Power generation of LP-ST (kW) 1203

Electricity generated from LP-ST (kWh/day) 28880
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for the power plant plus (power plant with methanol pro-
duction). In the power plant section, inlet streams include 
methane gas fuel and energy consumed by the air compres-
sors. Likewise, the power generated by the gas turbine and 
three steam turbines is the total produced energy. Indeed, 
the power plant receives 111,402 kW of fuel energy rate 
and 12,297 kW of power and generates 55,504 kW of power. 
Similarly, the stripper tower and pumps of the  CO2 capture 
unit are recognized as energy-consuming components. But 
in the same unit, energy is released through the cooling of 
the flue gas in the Side Reboiler heat exchanger, which is 
provided for the reboiler. The utility used in the CO2 cap-
ture unit is equal to 25,333.1 kW and its output energy rate 
is computed to be 1492 kW. In the methanol synthesis and 
separation unit, the input energies to the process include 
 H2 as feed, power consumption in the  H2 compressors and 
captured  CO2, and reboiler of the methanol separation dis-
tillation tower. The energies produced in the methanol syn-
thesis and separation unit also include the energy released 
by cooling the reactor product in the Side Rebiler2 heat 
exchanger and the energy released by controlling the reactor 

temperature and producing low-pressure steam to supply 
the power of the stripper tower reboiler in the recovery of 
 CO2 from the flue gas section. Consequently, by receiving 
21,628.2 kW of utility used, and 89,567 kW of energy from 
the  H2, the methanol is generated with an energy generation 
rate of 78,589.2 kW.

Fig. 2  Input and output energy 
flow rates for the methanol 
production process through  CO2 
capture

Table 7  Composition of 
formation components for 
streams of the  CO2 capture unit 
(Molar fraction)

Stream Name CO2 N2 O2 H2O PZ MDEA

Mole Fraction
Flue Gas-2 0.1163 0.6274 0.0237 0.2326 0.0 0.0
STM30 0.1163 0.6274 0.0237 0.2326 0.0 0.0
STM31 0.1163 0.6274 0.0237 0.2326 0.0 0.0
STM32 0.1393 0.7516 0.0284 0.0807 0.0 0.0
Low Carbon 0.0128 0.7658 0.0209 0.1924 0.0 0.0
STM34 0.0419 0.0 0.0 0.8254 0.0341 0.0986
STM35 0.0419 0.0 0.0 0.8254 0.0341 0.0986
STM36 0.0419 0.0 0.0 0.8254 0.0341 0.0986
STM38 0.0059 0.0 0.0 0.8551 0.0357 0.1033
STM39 0.0059 0.0 0.0 0.8551 0.0357 0.1033
STM39 0.0059 0.0 0.0 0.8551 0.0357 0.1033
L-Amine 0.0059 0.0 0.0 0.8551 0.0357 0.1033
CO2 Captured 0.9456 0.0002 0.0 0.0541 0.0 0.0

Table 8  Composition of formation components for streams of the 
methanol synthesis and separation unit (Molar fraction)

Stream Name CO2 N2 H2O H2 MeOH

Mole Fraction
H2 Feed 0.0 0.0 0.0 1 0.0
STM72 0.254 0.0001 0.0016 0.7443 0.0
STM74 0.0118 0.0001 0.4956 0.0 0.4925
Purge Gas 0.8327 0.0087 0.0318 0.0007 0.1255
STM80 0.0013 0.0 0.5016 0.0 0.4972
Methanol 0.0023 0.0 0.0 0.0 0.9977
waste water 0.0 0.0 0.999 0.0 0.0001
Light Gas 0.1149 0.0004 0.0 0.0 0.2083
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In Table 7, the composition of the components of each 
stream is reported as a result of the simulation with Aspen 
Hysys. Likewise, Table 8 shows the composition of the 
components of each stream in the methanol synthesis and 
separation section. In Table 9 the technical results for the 
Post-Combustion section are also presented.

* This value does not take into account energy integration.

Exergy analysis results

In this study, a comprehensive exergy analysis has been 
performed for different parts of the methanol production 
process through the hydrogenation of  CO2 recovered from 
the power plant’s flue gas. These results are presented in 
Table 18 for all streams connected to the equipment that 
ultimately formed the whole system. Indeed, the physical, 

chemical, and total exergy rates for the streams are presented 
in this table.

Table 10 presents the results of the exergy rate balance 
for the combined cycle power plant. According to the cal-
culations, the total exergy of the fuel and product of the 
power plant is 260098.91 kW and 190,750 kW, respec-
tively, which the total amount of exergy destruction rate is 
estimated to be 69,349.91 kW. In addition, the total exergy 
loss of the combined cycle power plant ( Ėpowerplant

L
 ) has 

been calculated, which is equal to 79,272 kW. Based on a 
comparison between the three components of a combined 
cycle power plant, including compression and cooling of 
air conditioning, gas turbine and its combustion cham-
ber, heat recovery, HRSG, and ST, the share of exergy 
destruction rate for the second part is equal to 62.82%. In 
other words, in a combined cycle power plant, the combus-
tion chamber and the gas turbine destroy more exergy, the 
amount of which is 43565 kW. It should be noted that the 
combustion chamber alone has the highest exergy destruc-
tion rate among other equipment. Lastly, the exergy effi-
ciency of this section is computed to be 42.86%. Addition-
ally, according to Fig. 3, the combustion chamber and gas 
turbine section has the highest share of exergy destruction 
with a value of 59.14%.

Table 9  Technical results for carbon dioxide absorption section

Parameters Value

Rich Amine Loading ( αRich
CO2

) 0.3154
Lean Amine Loading ( αLean

CO2
) 0.043

L/G Ratio ( 
molesolvent

molefeedgas)
3.34

*Reboiler Heat Duty (kJ/h) 91,130,000
Condenser Heat Duty (kJ/h) -17,520,000
pCO2

inTreatedGas(kPa) 1.536
T-101 Reflux Ratio (mol/mol) 0.5

Table 10  The exergy analysis results for the components of the com-
bined cycle power plant

Component ĖF
i
(kW) ĖP

i
(kW) ĖD

i
(kW) ηi

ex
(%)

K-100 3220 2601 619 80.78

E-100 439 96.24 342.76 21.92

LP-ST 1669.31 1203 466.31 72.07

K-101 2750 2230 520 81.1

E-101 477 96.24 380.76 20.18

K-102 2849 2315 534 81.26

MP-ST 2680.6 1931 749.6 72.04

E-102 508 101.73 406.27 20

K-103 3333 2727 606 81.82

Chamber 127334 86318 41016 67.79

G.T 46669 44120 2549 94.54

E-103 34325 28558 5767 83.2

HP-ST 11495 8250 3245 71.77

E-104 11418 6904.5 4513.5 60.47

P-100 144.8 131.22 13.58 90.62

AC-100 10932 3167 7765 28.97

Power Plant 260098.91 190750 69348.91

η
powerplant
ex = 42.86%
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Fig. 3  Comparison of the share of exergy destruction rate in different 
parts of the combined cycle power plant

Table 11  The exergy analysis results for the components of the  CO2 
capture unit

Component ĖF
i
(kW) ĖP

i
(kW) ĖD

i
(kW) ηi

ex
(%)

E-109 1378.91 442.5 936.41 32.1

T-100 1677998.42 1678023.06 0 100

P-103 17.6 11.87 5.73 67.44

E-110 2664.48 2090.47 574.01 78.46

T-101 1680287.47 1678078.33 2209.14 99.87

P-102 5.482 3.66 1.822 66.6

E-111 1551.6 566 985.6 36.48

CO2 capture unit 3363904 3359216 4688.11 −

η
CO2Capture
ex = 51.94%
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Table 11 shows the results of exergy calculations for the 
CO2 capture unit. According to the calculations, the total 
exergy rate of fuel and product for this section is equal to 
3,363,904 kW and 3,359,216 kW, respectively. Moreover, 
the calculated total exergy destruction rate and exergy loss 
rate of this unit are 4688.11 kW and 1,612,004.15 kW, 
respectively. The solvent recovery tower has the highest 

exergy efficiency (99.87%) due to preheating operation in 
E-110 heat exchanger but has more share in exergy destruc-
tion rate than other types of equipment. This section has an 
exergy efficiency of 51.94%. According to Fig. 4, the share 
of the exergy destruction rate of the T-101 tower is equal to 
47.12%, which is the highest amount.

Table 12 shows the results of exergy calculations for 
the synthesis and separation of methanol. According to the 
estimates, the exergy rate of the fuel and product in this 
part of the process is 202443.38 kW and 191,560.23 kW, 
respectively. Also, the total exergy destruction rate of the 
synthesis and separation of the methanol unit is equal to 
10,883.15 kW. The exergy efficiency of this unit is found to 
be 85.39%. Also, the total exergy loss rate for this section is 
equal to 18,693.83 kW. Here, the distillation column T-103 
has the largest share of exergy destruction rate with a share 
of 64% (see Fig. 5).

Table 12 represents the basic parameters of exergy 
analysis. Also, in Fig. 6, the comparison of the share of 
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Fig. 4  Comparison of the share of exergy destruction rate in different 
parts of the  CO2 capture unit

Table 12  The exergy analysis results for the components of the syn-
thesis and separation of methanol unit

Component ĖF
i
(kW) ĖP

i
(kW) ĖD

i
(kW) ηi

ex
(%)

R-101 96488.19 96244.34 243.85 99.75

T-103 96477.55 89475.23 7002.32 92.74

K-112 838 671.3 166.7 80

E-123 136.66 27.57 109.09 20.17

K-113 1005 817.99 187.01 81.39

E-124 180.46 32.35 148.11 17.93

K-114 961 780.55 180.45 81.22

K-108 406.4 328.06 78.34 80.72

E-125 168.68 32.35 136.33 19.18

K-115 1009 821.77 187.23 81.44

E-126 180.64 32.35 148.29 17.91

K-116 1014 825.52 188.48 81.41

E-127 181.37 32.35 149.02 17.84

K-117 842.4 679.96 162.44 80.72

E-120 82.35 18.64 63.71 22.64

K-109 396.7 320.62 76.08 80.82

E-121 75.78 15.62 60.13 20.61

K-110 375.4 303.07 72.33 80.73

E-122 72.69 14.81 57.88 20.37

K-111 409.9 328.71 81.19 80.19

E-128 690.62 527.27 163.35 76.35

E-129 450.59 87.67 362.92 19.46

Methanol 
Synthesis and 
Separation

202443.38 191560.23 10883.15 –

η
MeOHplant
ex = 85.39%

29%

7%

64%

Gas Conditioning MeOH Synthesis MeOH Separation

Fig. 5  Comparison of the share of exergy destruction rate in different 
parts of the methanol synthesis and separation unit

82%

5%
13%

Power Plant CO2 Capture Methanol Plant

Fig. 6  Comparison of the share of exergy destruction rate for each 
unit of the power plant plus
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exergy destruction rate of the power plant, CO2 capture 
unit, and methanol production unit is performed. Accord-
ing to the study, the combined cycle power plant section 
has the highest share of the total exergy destruction rate as 
69,348.91 kW, which is equal to 82%. The means that the 
combustion chamber of the gas turbine must be optimized 
to reduce the overall exergy destruction of the power plant. 
Because according to Table 13, the combustion chamber’s 
exergy destruction rate is very high and it is considered an 
exergy challenge.

In terms of exergy efficiency, the evaluations indicate 
that the methanol production sector is in a better position 
(85.39%). In the methanol production section, the heat 
generated from the heat of the reaction, heat production 
through cooling of methanol reactor’s products, and pre-
heating the methanol reactor’s feed are three significant 
factors that have led to the most utilization of fuel exergy. 
Moreover, in the methanol production part, the highest 
share of the total exergy destruction rate belongs to the 
T-103 tower (64%). Due to the integrated performance of 
the reactor and Side Reboiler 2 heat exchanger, this chal-
lenge is not much considerable in general and it is over-
shadowed by the good performance of the entire methanol 
production sector.

Economic analysis results

Initially, the calculated purchase cost for each component of 
the whole system is reported in Table 19. The purchase cost 
of the equipment is calculated using the APEA tool.

Accordingly, Table 14 shows the results of the compre-
hensive economic estimate performed for the power plant 
and the power plant plus. Based on the obtained values, the 
total investment cost of the power plant is almost 40.89 M$, 
and the amount of income from annual electricity production 
is approximately 14.55 M$. Likewise, its profit is approxi-
mately equal to 1.96 M$/year. However, when the CO2 cap-
ture unit and methanol production section are added to the 
power plant, the annual revenue increased by 182.03% and 
reached 40.77 M$/year. Also, based on the calculations, it 
is found that the annual profit of power plant plus increases 
by 116.08% compared to the combined power plant and 
reaches 4.23 M$/year. The payback period for the power 
plant plus is 2.17 years and for the combined cycle power 
plant is 2.83 years, which shows that using the process of 

capturing  CO2 from the power plant’s flue gas and convert-
ing it to methanol can reduce the payback period.

In the following, the results of economic estimates for the 
three mentioned sectors of the power plant plus are com-
pared (see Fig. 7).

According to Fig. 7, among the sectors of the power plant 
plus, the methanol production sector (synthesis and separa-
tion) has the highest share of costs (operating costs, equip-
ment costs, and investment costs). The  CO2 capture unit is 
much less expensive than a power plant and methanol produc-
tion. It should be noted that in the methanol production sec-
tion, two factors have a strong effect on increasing investment 
costs. First, in this section, a two-stage compressor is used for 
compression and cooling of  CO2 and  H2 gases, and the second 
factor is the distillation tower of methanol separation.

Table 13  Comparison of exergy 
results for different parts of the 
power plant plus

parameter unit power plant CO2 capture Methanol production

Fuel exergy kW 260098.91 3363904 202443.38

Product exergy kW 190750 3359216 191560.23

Exergy destruction kW 69348.91 4688.11 10883.15

Exergy efficiency % 42.86 51.94 85.39

Table 14  Results of the economic calculations

Parameters Value

a: Combined power Plant
TotalOperatingCost(USD∕year) 12501700

TotalEquipmentCost(USD) 18842140

TotalInvestmentCost(USD) 40887443.8

Revenue(USD∕year) 14457352.83

Prof it(USD∕year) 1955653

PaybackPeriod(year) 2.83

b: CO2 Capture Unit
TotalOperatingCost(USD∕year) 9035250

TotalEquipmentCost(USD) 1878600

TotalInvestmentCost(USD) 4076562

c: Methanol synthesis and separation unit
TotalOperatingCost(USD∕year) 15011450

TotalEquipmentCost(USD) 19995020

TotalInvestmentCost(USD) 4338919.34

d: Power Plant Plus
TotalOperatingCost(USD∕year) 36548400

TotalEquipmentCost(USD) 40715760

TotalInvestmentCost(USD) 88353199.2

MATC(USD∕year) 44396587.92

Revenue(USD∕year) 40774347.38

Prof it(USD∕year) 4225947.39

Tax (USD∕year) 1479081.59

MSP (USD∕kgMeOH) 0.396

PaybackPeriod(year) 2.17
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Environmental analysis results

To calculate the parameter CO2,utility , it should be considered 
that this item has a section of electricity and heat generation. 
That is, the amount of  CO2 emitted through utility is obtained 
from the total amount of emissions by generating electricity 
and generating heat. However, considering that the case study 

is a combined cycle power plant, so a part of the generating 
capacity of the power plant is used to supply power to pumps 
and compressors. As a result, the CO2,utility term for the power 
plant is zero. But in connection with the methanol production 
process through the hydrogenation of the  CO2 captured from 
the power plant, a part of the energy of the solvent recovery 
tower’s reboiler (equivalent to 26.87 MMBtu

h
 ) and all energy 

of the methanol separation tower’s reboiler (equivalent to 
49.02 MMBtu

h
 ) are provided by heat production. It should be 

noted that the amount of  CO2 emission per MMBtu of heat 
is equal to 205.3 pounds (lb) [45]. Table 15 summarizes the 
amount of  CO2 emissions in various forms for the power plant 
and the methanol production process through captured  CO2 
(power plant plus). According to the results of the environ-
mental assessment, the power plant has a net  CO2 emission of 
22,004.85 kg/h in the baseline state, while with the addition 
of the methanol production process and utilization of  CO2, the 
value of the NCE parameter has been reduced to 9057.53 kg/h, 
which indicates a reduction of 58.84% of  CO2.

Comparison of power plant and power plant plus

The comparison between the combined power plant and power 
plant plus is presented here. According to Fig. 8, when the 
power plant is only operating, the amount of energy consumed 
and produced is equal to 1236.78 kW and 55,504 kW, respec-
tively. In this case, the total energy efficiency for the power 
plant is equal to 44.87%. With the addition of two sections of 
CO2 capture unit and synthesis and separation of methanol, 
the amounts of energy produced and consumed are changed, 
the values of which are compared in Fig. 8. When the metha-
nol process was added to the power plant to reduce the  CO2 
emission, the energy produced is 173% higher than that of 
the simple power plant. This structural optimization improves 
thermodynamically the power plant and increases its overall 
energy efficiency to 58.22%. The use of two heat exchangers 
of Side reboiler 1 and 2, the production of methanol, utilization 
of released heat from the methanol synthesis reactor, are the 
main factors for increasing the energy efficiency.
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Table 15  Summary of the 
environmental analysis results

Parameters Vale

a. Power Plant
CO2,f luegas(kg∕h) 22004.85

CO2,utility(kg∕h) 0

CO2,feed(kg∕h) 0

NCE(kg∕h) 22004.85

b. Power Plant Plus
CO2,f luegas(kg∕h) 1990.53

CO2,utility(kg∕h) 7067

CO2,feed(kg∕h) 0

NCE(kg∕h) 9057.53

Fig. 8  Comparison of energy 
consumption and production 
for power plant and power plant 
plus
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Table 16 compares the triple thermodynamic, economic, and 
environmental results for both systems evaluated in the present 
study. According to this table, the use of power plant plus is far 
superior to the power plant. Because it has been able to improve 
the technical, economic, and environmental indicators well. 
The energy efficiency of the power plant plus is 58.22% and the 

combined cycle power plant is 44.87%. The exergy efficiency of 
power plant plus is 97.47%, while this value is 42.86% for the 
combined cycle power plant, which indicates a thermodynamic 
improvement. Economically, the annual profit of the power plant 
plus is 2.27 M$ more than the combined cycle power plant, and 
the payback period for the power plant plus shows a decrease of 
0.66 years. Also, in terms of environment, the NCE index for the 
power plant is 9057.53 kg/h and for the combined cycle power 
plant is 22004.85 kg/h, which shows that methanol production 
through hydrogenation of the flue gas leads to a reduction of 
58.84% for the  CO2 emission (Table 17, Table 18, Table 19).    

Sensitivity analysis results

Figure 9 investigates the effect of the reflux ratio of sol-
vent recovery tower on energy consumption of T-101 and 
T-103 towers in the  CO2 capture section. According to this 

Table 16  Comparison of the results between combined power plant 
and power plant plus

Parameter Power Plant Power Plant Plus

θen[%] 44.87 58.22

ηex[%] 42.86 97.47

PaybackPeriod(year) 2.83 2.17

Prof it(USD∕year) 1955653 4225947.39

NCE( kg/h) 22004.85 9057.53

Fig. 9  Investigation of the effect 
of reflux ratio of solvent recov-
ery tower on energy consump-
tion of methanol stripper and 
separation towers
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figure, with increasing the reflux ratio from 0.1 to 1.5, the 
energy consumption of the T-101 solvent recovery tower in 
the reboiler and condenser has taken an upward trend. When 
the reflux ratio of the T-101 tower increases, more moles of 
water evaporate in the reboiler, and for this, it is necessary 
to increase the energy consumption of the T-101 tower. On 
the other hand, by increasing the evaporation of water moles 
in the reboiler, more mass of steam is produced to emit the 
 CO2, and more energy must be used in the condenser to 
condense the vapors. According to Fig. 9, when the reflux 
ratio of the T-101 distillation tower increases, the energy 
consumption of the methanol separation distillation tower 
(T-103) in both reboiler and condenser equipment also rises. 
According to the curves, this upward trend to Reflux Ratio 
of 0.7 continued and from this amount onwards the energy 
consumption in the reboiler and condenser has been fixed. 

Figure 10 shows the effect of the reflux ratio of the T-101 
tower on the percentage of  CO2 uptake. It is an uptrend 
because with the increase in the reflux ratio parameter, the 
 CO2 stripper operation in the T-101 tower is better and 
finally the produced amine by the reboiler has a lower load 
( αLean

CO2
 ). When the αLean

CO2
 parameter decreases, more  CO2 is 

released in the absorption tower, which eventually leads to 
an increase in the absorption percentage. But it is notewor-
thy that in this study, the absorption of 90% of  CO2 was 
considered. Therefore, 90% absorption in a reflux ratio of 
0.5 has been achieved. Increasing the percentage of  CO2 
capture causes the amount of CO2,f luegas parameter to 
decrease in NCE. By reducing this parameter, which has a 
stronger effect on the net  CO2 emission, the amount of NCE 
for the whole process also takes an upward trend, which is 
shown in Fig. 10. According to Fig. 10, with increasing the 
reflux ratio in the solvent recovery tower (T-101), the 
amount of methanol production also has an upward trend. 

According to the simulation, when the reflux ratio value 
exceeds 0.5, the H2

CO2

 ratio in the methanol synthesis reactor 
will decrease (at a constant amount of  H2). By reducing this 
ratio, the conversion rate of  CO2 decreases due to the lack 
of excess  H2. Finally, the efficiency of methanol production 
in the methanol synthesis reactor decreases, which results in 
a lower methanol production flow rate.

Figure 11 examines the influence of the reflux ratio of 
the stripper tower in the  CO2 recovery section on the total 
operating cost. According to this study, with the increase in 
the reflux ratio parameter of T-101 tower, fixed and variable 
operating costs and in general, TOC parameter has taken an 
upward trend. Because according to Fig. 9 with increasing 
the reflux ratio, the amount of energy consumption in dis-
tillation towers increases. Moreover, this trend of increas-
ing energy is also present for  CO2 compressors, but it is 
very significant for reboilers and condensers of T-101 and 
T-103 distillation towers. Figure 11 displays that increasing 
the reflux ratio of the T-101 tower to 0.5 causes the overall 
energy efficiency to experience an upward trend and above 
this value has reduced the process energy efficiency. Like-
wise, the amount of methanol production and the resulting 
energy have a significant effect on the overall value of the 
θ
powerplant+
en  . However, referring to Fig. 10, methanol produc-

tion has a maximum value when the reflux ratio is 0.5. After 
this amount, methanol production has a downward trend due 
to the decrease in the conversion of  CO2 in the methanol 
reactor. As a result, when the reflux ratio of the T-101 tower 
is greater than 0.5, firstly, the conversion rate of  CO2 in the 
methanol reactor decreases, and secondly, the intensity of 
the methanol production decreases, and with decreasing 
methanol production, the overall energy efficiency will 
decrease (Fig. 12, Figure 13, Figure 14.)

Fig. 11  Investigation of the 
effect of the reflux ratio of 
solvent recovery tower on 
TOC, MSP, and overall energy 
efficiency of the methanol 
production process
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Conclusions

Designing an efficient methanol production process and calcu-
lating its performance and life cycle GHG emissions were the 
primary goals of this work, which aimed for a minimal carbon 
footprint. Accordingly, a comprehensive study on methanol pro-
duction through direct hydrogenation of captured  CO2 from a 
combined cycle power plant has been performed. Thus, in two 
modes of the power plant and power plant plus (power plant that 
was associated with the production of methanol), energy, exergy, 
economic, and environmental assessments have been carried 
out. Also, a sensitivity analysis based on the effect of the reflux 
ratio of the solvent recovery tower on the performance criteria 
has been conducted. The main outcomes of the present work are 
summarized below:

• The simulation results revealed showed that the exergy 
and energy efficiencies were 42.86% and 44.87%, respec-
tively, while the  CO2 emission through the combined 
cycle was equal to 22,004.85 kg/h that was an important 
motivation to define this research.

• According to the results, the exergy efficiency of the power 
plant plus was 97.47%, and its energy efficiency was equal 
to 58.22%, which indicated a thermodynamic improvement.

• According to the survey conducted among the power plant 
plus sectors, the power and steam generation sector (power 
plant) had the highest exergy destruction rate (82%).

• The economic analysis showed that despite an increase 
of 116.09% in investment costs in the power plant 
plus system, annual income and profits increased by 
182.03% and 116.08%, respectively, compared to the 
base system. The payback period was also reduced by 
0.66 years, which exhibited the significant advantage of 
the power plant plus compared to the combined cycle 
power plant.

• From an environmental viewpoint, the  CO2 in the flue 
gas was used for methanol synthesis; the power plant plus 
could reduce the net emission by about 58.84%.

• Finally, adding a methanol production plant to the com-
bined cycle power plant is completely positive in terms 
of technology, economy, and environment.

Future directions

Commercial use of captured  CO2 is an alternate approach 
for reducing industrial GHG emissions and perhaps meet-
ing the Paris Agreement obligations.  CO2 is utilized as a 
chemical commodity in this option to make value-added 
fuels, chemicals, and other goods that would otherwise be 
made with fossil fuels, enhancing the financial and societal 
acceptability of  CO2 capture. The possibility of using  CO2 
in methanol production systems raises significant concerns. 
Which of the  CO2-methanol pathways is the most environ-
mentally friendly? Is it always necessary to use direct  CO2 
hydrogenation technology? Is it preferable to integrate the 
 CO2 collection plant into the existing natural gas-based 
methanol plants? Despite the fact that multiple papers on the 
 CO2 to methanol conversion process have been published, 
there is still a dearth of comprehensive design and life cycle 
comparisons of alternative conversion paths. As a result, 
full process development and extensive modeling, energy 
integration, and life cycle evaluation for multiple methanol 
production paths can be considered in the upcoming works.

Appendix 

See Figs. 12, 13 and 14 and Tables 17, 18 and 19.

Fig. 12  The plot of the combined cycle power plant with natural gas as fuel simulated in the current work
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Fig. 13  The plot of the power plant plus simulated in the current work
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Table 17  Thermodynamic 
properties for the streams of the 
power plant plus

Stream T(◦C) P(kPa) F(kmol∕h) Stream T(◦C) P(kPa) F(kmol∕h)

a: Combined power plant
Natural Gas 30 2000 500 STM1 128.5 230 3800
Air From ATM 25 101.3 3800 STM2 45 230 3800
STM3 133.2 450 3800 STM4 45 450 3800
STM5 136.3 900 3800 STM6 45 900 3800
STM7 151.7 2000 3800 STM8 133.7 2000 4300
STM9 2361 2000 4300 STM11 1616 120 4300
STM12 699.4 120 4300 STM14 411.7 120 4300
Flue Gas 166.9 120 4300 HPS 250.4 4000 3511
STM13 99.78 101.3 3511 HPC 90.52 4000 3511
MPC 90.52 2000 1000 MPS 212.4 2000 1000
STM15 99.78 101.3 1000 LPC 91.14 1000 810
LPS 179.9 1000 810 STM17 99.78 1000 810
STM18 99.78 101.3 3511 STM19 90 101.3 3511
b: CO2 capture unit
STM30 128 120 4300 STM31 45 120 4300
STM32 45 120 3589 STM33 45 120 710.5
STM34 60.76 120 12,570 STM35 60.79 250 12,570
STM39 86.83 210 12,000 STM36 100 230 12,570
STM40 86.84 250 12,000 STM40 45 120 12,000
L-Amine 45 120 12,000 Makeup Water 45 120 500
Low Carbon 63.06 120 3523 STM38 124.7 230 12,000
STM37 44.99 180 85.29 CO2 Captured 44.99 180 481.1
c: Methanol synthesis and separation unit
H2 Feed 45 100 1333 STM61 124.2 180 1333
STM62 45 180 1333 STM63 139.8 180 1333
STM64 45 180 1333 STM65 135.6 700 1333
STM66 45 700 1333 STM67 139.8 1400 1333
STM68 45 1400 1333 STM69 139.8 2800 1333
STM70 45 2800 1333 STM71 123.1 5000 1333
CO2 Captured 44.99 180 481.1 STM50 122.5 400 481.1
STM51 45 400 481.1 STM52 45 400 467
STM54 123.7 900 467 SM55 45 900 467
STM56 122.9 2000 460.6 STM57 45 2000 460.6
STM60 136.6 5000 457.9 STM72 118.8 5000 1791
STM73 220 5000 1791 STM74 250 5000 902.2
STM75 243.2 5000 902.2 STM76 128 5000 902.2
STM77 45 5000 902.2 STM78 45.14 120 902.2
Purge Gas 45.14 120 11.44 STM80 45.14 120 890.8
Light Gas 60 110 0.3236 Methanol 60 110 443.2
waste water 104.6 120 447.2 LPS2 151.8 500 1240
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Table 18  Physical, chemical, and total exergy rates for each stream of 
the power plant plus

Stream ĖPH,i(kW) ĖCH,i(kW) Ėi(kW)

a: Combined cycle power plant
Air From ATM 0 1755 1755
STM1 2601 1755 4356
STM2 2162 1755 3917
STM3 4392 1755 6147
STM4 3915 1755 5670
STM5 6230 1755 7985
STM6 5722 1755 7477
STM7 8449 1755 10,204
CWS 32 8667 8699
CWR 128.24 8667 8795.24
CWS2 32 8667 8699
CWR2 128.24 8667 8695.24
CWS3 38.27 10,400 10,438.27
CWR3 140 10,400 10,540
Natural Gas 1013.1 116,182 117,195.1
STM8 9397 117,937 127,334
STM9 95,715 6702 102,417
STM11 49,046 6702 55,748
STM12 14,721 6702 21,423
STM14 3303 6702 10,005
Flue Gas 2322 6702 9024
HPC 529 3043 872
HPS 18,009 11,421 29,430
STM13 7557 10,378 17,935
MPC 140.5 867 1007.5
MPS 4659 3253 7912
STM15 2213 3018.4 5231.4
LPC 110 702 812
LPS 3358 2634.75 5992.75
STM17 1834 2489.44 4323.44
STM18 11,602 15,883 27,485
STM19 670 4612 5282
STM20 801.22 4612 5413.22
b: CO2 capture unit
Flue Gas-2 2322 6702 9024
STM30 1895.46 6702 8597.46
STM31 516.55 6702 7218.55
STM33 10.6 615.77 626.37
STM32 506 6086.23 6592.23
L-Amine 248.4 1,670,717 1,670,965.4
STM41 248.4 1,670,717 1,670,965.4
STM40 1800 1,670,717 1,672,517
STM39 1796.34 1,670,717 1,672,513.34
STM38 4460.82 1,670,717 1,675,177.82
Makeup Water 7.46 433.33 440.79
Low Carbon 963.48 3110.45 4073.93
STM34 583.13 1,673,366 1,673,949.13
STM35 595 1,673,366 1,673,961

Table 18  (continued)

Stream ĖPH,i(kW) ĖCH,i(kW) Ėi(kW)

STM36 2685.47 1,673,366 1,676,051.47
CO2 Captured 194.29 2631 2825.29
STM37 1.3 73.92 75.22
CWS7 216.5 52,000 52,216.5
CWR7 659 52,000 52,659
CWS8 271 65,000 65,271
CWR8 837 65,000 65,837
c: Methanol synthesis and separation unit
H2 Feed 0 88,307.55 88,307.55
STM61 671.3 88,307.55 88,978.85
STM62 534.64 88,307.55 88,842.19
STM63 1352.46 88,307.55 89,660.01
STM64 1172 88,307.55 89,479.55
STM65 1952.55 88,307.55 90,260.1
STM66 1783.87 88,307.55 90,091.42
STM67 2605.64 88,307.55 90,913.19
STM68 2425 88,307.55 90,732.55
STM69 3250.52 88,307.55 91,558.07
STM70 3069.15 88,307.55 91,376.7
STM71 3749.11 88,307.55 92,056.66
CO2 Captured 194.29 2631 2825.29
STM50 522.35 2631 3153.35
STM51 440 2631 3071
STM52 439.38 2631 3070.38
STM53 0.21 12.26 12.47
STM54 760 2631 3391
SM55 684.22 2631 3315.22
STM52-2 682.18 2631 3313.18
STM53-2 0.12 5.53 5.65
STM56 985.25 2631 3616.25
STM57 912.56 2631 3543.56
STM58 910.29 2631 3541.29
STM60 1239 2631 3870
STM59 0.07 2.35 2.42
STM72 5022.37 90,938.55 95,960.92
STM73 5549.64 90,938.55 96,488.19
STM74 4379 90,664 95,043
STM75 3688.38 90,664 94,352.38
STM76 525.38 90,664 91,189.38
STM77 74.79 90,664 90,738.79
STM78 22.57 90,664 90,686.57
STM80 20.66 89,255.261 89,275.921
waste water 82.65 387.7 470.35
Methanol 38.73 88,923.16 88,961.89
Light Gas 0.21 42.78 42.99
CWS19 22.66 3467 3489.66
LPS3 1224 3467 4691
LPS2 4494 4033.44 8527.44
LPC2 251.14 1074.67 1325.81
CWS13 12.76 3467 3479.76
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Table 18  (continued)

Stream ĖPH,i(kW) ĖCH,i(kW) Ėi(kW)

CWR13 40.33 3476 3516.33
CWS14 15.93 4333.33 4349.26
CWR14 48.28 4333.33 4381.61
CWS15 15.93 4333.33 4349.26
CWR15 48.28 4333.33 4381.61
CWS16 15.93 4333.33 4349.26
CWR16 48.28 4333.33 4381.61
CWS17 15.93 4333.33 4349.26
CWR17 48.28 4333.33 4381.61
CWS10 9.57 2600 2609.57
CWR10 28.21 2600 2628.21
CWS11 8.29 2253.33 2261.62
CWR11 23.94 2253.33 2277.27
CWS12 7.5 2036.67 2044.17
CWR12 22.31 2036.67 2058.98
CWS18 41.46 11,267 11,308.46
CWR19 129.13 11,267 11,396.13

Table 19  Purchase cost for each component obtained from APEA.

Component Purchased cost fromAPEA(USD)

E-111 154,200
T-103 455,900
V-105 18,500
P-102 12,400
E-109 33,700
K-108 807,800
E-127 25,500
AC-100 622,600
K-109 841,400
E-123 50,200
K-111 927,700
E-103 737,760
K-110 878,800
E-110 251,500
E-125 22,900
K-101 3,037,200
E-128 32,600
K-102 2,011,300

Table 19  (continued)

Component Purchased cost fromAPEA(USD)

P-100 90,800
E-101 80,800
K-113 3,198,700
LP-ST 225,000
E-104 202,000
G.T 360,000
MP-ST 270,000
E-122 11,200
HP-ST 370,000
V-100 73,100
K-114 1,882,400
P-103 13,900
K-117 1,612,400
K-116 1,606,400
E-129 55,700
E-121 11,000
V-103 18,000
K-112 5,962,600
E-126 23,600
T-100 781,800
Chamber 1580
K-100 8,870,300
E-102 58,300
Side Reboiler 25,900
E-105 182,800
Reboiler-2 29,800
E-100 126,100
K-115 1,564,900
T-101 532,100
E-100 33,100
R-101 22,500
V-104 15,600

Side Reboiler2 21,500
E-120 11,100
E-124 31,700
V-106 23,100
K-103 1,595,600
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Abstract
Optimizing the operation of a photovoltaic system involves a precise model. The current–voltage characteristic equation 
remains the best way to obtain its optimal parameters from the model. However, the transcendence of this equation remains 
a significant problem in the process of extracting these parameters. This paper presents a hybrid method comprised of the 
improved social network search algorithm and the Lagrange method for obtaining the best parameters for modeling a photo-
voltaic panel. The proposed method improves the basic algorithm by randomly adding a control parameter through Gaussian 
and Cauchy distributions, which aim to boost the search space agents to converge to the best solution. Then, the Lagrange 
method is used to solve the objective function's transcendental problem and to generate the best-estimated current. The 
proposed method has been applied to three different systems, viz., a photovoltaic array consisting of 18 modules (GL100), 
a photovoltaic panel (Photowatt PWP module), and a photovoltaic cell (RTC France). The difference in the results obtained 
vis-a-vis the other metaheuristic methods and those recently proposed for solving the transcendental of the I–V equation 
demonstrated the efficiency of the proposed algorithm. For the Photowatt PWP PV panel considered as the test system in 
the literature, the best parameters obtained are 1.0331 A for the photocurrent, 1.1863 µA for the saturation current, 45.3535 
for the diode ideality factor, 1.5002 Ω for the series resistance, and 683.8995 Ω for the parallel resistance. These parameters 
gave a root mean square error of 1.5410 ×  10–3, which converges at the 600th iteration.

Keywords Photovoltaic parameters · PV array · Lagrange · Optimization · Solar cell

Introduction

The development of new energy sources, such as solar 
energy, which is clean, accessible, and cost-free, has been 
prompted by the world's energy shortage [1]. The photovol-
taic (PV) cell is the main constituent in solar energy gen-
eration [2]. The photovoltaic module is composed of cells 
arranged in series and parallel [3]. For the solar array to 
create sufficient electrical power, the modules are linked in 
series and/or parallel. The design, forecast, sizing, diagnosis, 
and maintenance of photovoltaic system installations need a 
dependable and accurate model of the cell, module, and PV 
array [4]. The literature has developed three distinct types 
with one, two, and three diodes [5]. These models are char-
acterized by parameters that have to be extracted accurately. 
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Obtaining these different parameters remains a crucial and 
challenging problem. Several methods have been developed 
in the literature to estimate the best PV parameters. These 
methods can be numerical, analytical, evolutionary, and 
hybrid [6]. The current–voltage characteristic equation is the 
optimal approach for determining the features of a PV since 
it encompasses all of the PV's attributes and parameters. 
This equation is difficult to solve because of its transcend-
ence, which leads to an optimization challenge. Metaheuris-
tics are likely the most effective approach to resolving this 
issue, since their efficacy has been shown in the resolution 
of several issues in other domains. [7–9].

Using Lambert's W function, [10] provided a novel 
explicit approach to estimate the seven parameters of a 
two-diode model. The model is founded on two principles: 
Thevenin's theorem, which describes the linear portion of 
the PV cell model, and a piecewise linear function, which 
approximates the nonlinear portion of the cell. [11] extracted 
parameters from a single-diode model using a novel empiri-
cal relation. The empirical technique derives the starting 
value of the series resistance from the slope of the manu-
facturer-supplied current–voltage characteristic. In general, 
the numerical data of the current–voltage characteristic are 
never supplied at the time of purchase of a PV; thus, image 
processing will be required to get this data from the techni-
cal literature; however, these data are not always precise. 
Under normal weather circumstances, analytical procedures 
are effective, but changing atmospheric conditions render 
them ineffective [4]. Moreover, the approximation of the 
equations greatly reduces the precision of the results. Fur-
thermore, [12] proposed a new approach with good accuracy 
of the one-diode model of a PV module; they developed a 
novel, very accurate method for the one-diode model of a 
PV module; the methodology is implemented in MATLAB/
Simulink using the Levenberg–Marquardt algorithm. The 
approach used by [13] was predicated on the analysis of the 
current–voltage characteristic. The main disadvantage of 
numerical techniques such as Newton–Raphson is the need 
to perform extensive calculations for convergence; they do 
not give accurate results when the number of parameters to 
be estimated increases. The primary drawback of numeri-
cal approaches such as Newton–Raphson is the necessity to 
do long computations for convergence; they do not provide 
reliable answers as the number of parameters to be evaluated 
rises. Despite the efficacy of numerical approaches, their 
slow convergence does not necessarily ensure the optimal 
outcome, since they may converge to a local minimum and 
the selection of the starting condition is often not straight-
forward [4]. The five parameters of a single-diode model 

are estimated using the penguin emperor optimization 
approach [14]; to lower the algorithm's execution time, two 
parameters (Iph and Is) were calculated analytically. The 
differential evolution approach is paired with an analyti-
cal method in [15] to predict the optimal parameters of a 
PV when atmospheric conditions vary. The authors of [16] 
adapted the Harris Hawk method with trigonometric per-
sistence to minimize the global optimum search time; the 
algorithm effectively recovered the optimal parameters for 
one-, two-, and three-diode models. [17] suggested an adap-
tation of the three-diode model in which a new goal func-
tion is employed to estimate the various parameters using a 
heap-based approach. [18] suggested a novel application of 
the barnacles mating optimization algorithm (BMOA) for 
accurate parametrizing of the three-diode model of a PV 
cell. In [19], the modified bee colony algorithm was uti-
lized in conjunction with a local search technique to enhance 
the exploration capabilities of the fundamental algorithm. 
Using a hybrid technique determined the parameters of a 
two-diode model; to increase the convergence of the wind-
driven algorithm, another algorithm, the Fruit Fly, was 
incorporated to enhance the exploration capabilities of the 
former. In [20], an unique improved arithmetic optimiza-
tion technique is used with the modified Newton–Raphson 
and Levenberg–Marquardt method to efficiently extract the 
optimal parameter of both single and double diodes. A dif-
ferential method with a dynamic control parameter was pre-
sented by [21]; the control component consists of crossover 
and mutation, which allows the dynamic fit to converge on 
the optimal solution. [22] used the Grasshopper optimization 
algorithm (GOA) to estimate the parameters of a one- and 
two-diode model. Combining SNS and Secant method, [23] 
was able to determine the optimal modeling parameters for 
the design of solar PV modules and arrays. [24] used particle 
swarm optimization (PSO) and genetic algorithm (GA) to 
predict the optimal PV module settings in a thermal system.

Although metaheuristic algorithms are better suited for 
tackling optimization problems, many of them have down-
sides such as premature convergence to a local minimum, 
high execution time when the search space expands, and 
unstable solution after several trials. In order to solve the 
aforementioned limitations, a novel methodology based on 
the improved social network search (SNS) algorithm cou-
pled with the Lagrange method (ISNS-LAG) is used in this 
research to determine the optimal parameters of a photo-
voltaic cell, module, and array. The social network search 
(SNS) algorithm replicates the popularity-seeking behav-
ior of people in social networks. As with the majority of 
metaheuristics, the SNS algorithm sometimes falls locked 
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in a local minimum. To prevent this premature convergence, 
a random perturbation equation is introduced to the search 
space in order for the agents to converge on the optimum 
solution. Then, the Lagrange technique is included in the 
objective function to compute the most accurate estimated 
current.

This work’s novelty and principal contribution are as fol-
lows: The social network search algorithm and Lagrange 
technique are combined for the first time to extract the opti-
mal parameters of a PV cell, module, and array. To enhance 
the research space of the social network search technique, a 
Gaussian and Cauchy distribution-based control parameter 
is randomly introduced to the search space to enable agents 
to converge on the ideal solution. The Lagrange technique is 
included into the objective function in order to compute the 
most accurately predicted currents. The suggested approach 
is applied to an actual PV array consisting of 18 PV modules. 
In comparison to earlier research, the obtained results dem-
onstrate the superiority of the suggested methodologies. The 
specifics objectives of this work are as follows: Improve the 
basic SNS algorithm by randomly adding a control param-
eter through Gaussian and Cauchy distributions to boost the 
search space agents to converge to the best solution; use the 
Lagrange method to solve the transcendental equation of the 
objective function's; generate the best-estimated current with 
the Lagrange method; combine the MSNS-LAG algorithm 
to estimate the optimal parameters of the photovoltaic cell, 
module, and array; compare the obtained results with current 
literature.

Materials and methods

Problem formulation

The goal is to develop a PV cell or module's mathematical 
model by precisely predicting its unknown characteristics, 
which are given as follows:� =

[

IPh, I0, n, Rs, Rp

]

 for the single-
diode model (Fig. 1), and � =

[

IPh, I01, I02, n1, n2, Rs, Rp

]

 for 
the double [25].

The root mean square error is often used to quantify the 
objective function, which is defined as the difference between 
measured and predicted currents. [26, 27].

N : current–voltage measuring points;Imes : the collection 
of empirically measured current values;Iext : the estimated 
currents.

To get an estimated current–voltage characteristic ( Vi, Ii ) 
near to the measured ( Vmes, Imes ), The one-diode model's pre-
dicted current expression is given as follows:

Since the nonlinearity of Eq. (2) precludes an explicit 
solution, it is rewritten as Eq. (3) as follows:

where the equation is solved to get the total estimated cur-
rents ( Ii,ext)

Equation (4) is solved using the Lagrange technique in 
this work.

The SNS algorithm

Inspiration

The SNS algorithm mimics social network users seeking 
popularity [28]. Like other metaheuristic algorithms, SNS's 
population reflects each user's social network views. By 
exchanging opinions, users boost their network standing.

Principle and model

Another user's perspective may influence one user's perspec-
tive in four ways [29]:

Imitation As the notion of one user improves, others will 
attempt to mimic it in their own expressions. This is the 
mathematical model definition::

(1)RMSE =

√

√

√

√
1

N

N
∑

i=1

(

Imes − Iext

)2

(2)

Ii,ext = Iph − I0

[

exp

(

q(Vi + Ii,ext.Rs)

n.k.T

)

− 1

]

−
Vi + Ii,ext.Rs

Rp

(3)

fi,ext = Iph − I0

[

exp

(

q(Vi + Ii,ext.Rs)

n.k.T

)

− 1

]

−
Vi + Ii,ext.Rs

Rp

− Ii,ext

(4)f (Ii,ext) = 0

Fig. 1  One-diode PV cell
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Xi : is the vector representing the ith user's perspective 
or position.

Xj : is the vector representing the jth user's perspective 
or position.

Xi,New:is the user's new location in the search space.

Conversation The conversation is the phase of exchange 
with other users to choose the best idea. The mathematical 
model of this viewpoint is defined by:

Xl : denotes the randomly selected issue vector that will be 
addressed.

sign(fi − fj) : indicates the disparity between user 
viewpoints.

Dispute Conversation is the stage of exchanging ideas with 
other people to choose the best concept. The mathematical 
model for this perspective is described by:

M =
∑Nr

t
Xt

Nr

 : is the average of comments made by other users 
in the group AF: 1 + round(rand) : is the emphasis a user places 
on their opinion.

Nr : is the number of users in the group.

Innovation This is the fact that a user can share an idea from 
their new experience. The mathematical model for this is 
defined by:

d: is the 10th variable selected at random from the interval 
of decision variables.

lb: is the minimum value for the variable d.
ub: represents the maximum value of the variable d.
In social networks, individuals must adhere to predeter-

mined guidelines. These regulations include adhering to pre-
determined restrictions. Thus, the limit of each perspective is 
specified by:

During the exchange process, a user's viewpoint might 
modify. The user may then embrace a novel concept. The 
objective function will assess the value of the new position, 
and the following equation will determine the best option:

(5)Xi,New = Xj + rand(−1, 1).rand(0, 1).(Xj − Xi)

(6)Xi,New = Xl + rand(0, 1).(Xj − Xi).sign(fi − fj)

(7)

Xi,New = Xi + rand(0, 1).

�

∑Nr

t
Xt

Nr

−
�

1 + round(rand).Xi

�

�

(8)Xd
i,New

= rand2.Xd
i
+ (1 − t).

(

lbd + rand1.
(

ubd − ldd

))

(9)
xi = min(xi, ubi)

xi = max(xi, lbi)

The starting locations are obtained using the following 
equation:Xi = lb + rand(0, 1).(ub − lb) (11)

[29] provides exhaustive information on the SNS algorithm.

Proposed method: The ISNS‑LAG algorithm

SNS algorithm is unstable, prematurely converges, and slow. 
This study proposes three solutions to these difficulties. Ran-
domly adding a control parameter from the Gaussian and 
Cauchy distributions to the search space; adding a histori-
cal memory function; using Lagrange to minimize the error 
between observed and predicted currents.

Improvement

Randomly select one of the four equations (imitation, con-
versation, disputation, innovation) disperses the search 
space. In this paper, only the conservation equation (Eq. 6) 
is used from the original SNS algorithm model. By focusing 
only on the conversation, and choosing the user with the best 
point of view, the user's view at the end of these exchanges 
must be better.

Equation (6) of the conversation is therefore modified as 
shown as follows:

Xbest is the user's view vector following objective function 
assessment.

Pi is the equation for improved exploration and exploita-
tion balance. This disturbance equation is given as follows:

Gi is a random function that is created using the Cauchy 
distribution.

with randch the Cauchy distribution, ri a random integer 
between [1 100],

XM1 and XM2 are selected candidates in the search space.

The Lagrange method

Like the dichotomy, Lagrange method consists of the follow-
ing principle. It is assumed that f ∶ [a, b] → ℝ is continu-
ous, f (a) < 0 , and f (b) > 0 . Consider the points A(a, f (a)) 
and B(b, f (b)) located on the representative curve C of f  . A 

(10)Xi =

{

Xi, f (Xi)< f (Xi,new)

Xi,new, f (Xi,new) ≥ f (Xi)

(12)Xi = Xl + rand.(Xbest − Xi).sign(fi − fj) − Pi

(13)Pi = Gi ∗ (XM1 − XM2)

(14)Gi = randchi(MC,ri, 0.1)
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sequence 
(

xn

)

 of real numbers is constructed using points An 
of C . To do this, A0 = A is posited and An+1 is constructed 
by drawing the line 

(

AnB
)

 which meets the axis (Ox) at a 
point of abscissa xn+1 . The point An+1 is the point on C with 
abscissa xn+1 . This illustration can be observed in Fig. 2. The 
sequence 

(

xn

)

 verifies the recurrence Eq. (15).

If f  is convexly increasing, the sequence 
(

xn

)

 converges to 
a solution of f (x) = 0 in the interval [a, b] , and furthermore, 
the convergence is geometric.

Application for the calculation of the best‑estimated 
current

Considering Eq. 4, the solution of this equation is the esti-
mated current Iext . When calling the objective function 

(15)xn+1 = xn −
b − xn

f (b) − f (xn)
f (xn)

(Eq. 1), the images of the two points between which the best 
current is located are calculated by the following Eqs. (16) 
and (17):

Then, the estimated current is defined by Eq. (15), and 
its image by Eq. (3). The best estimate current can be deter-
mined by iterating Eqs. (3,15,16,17) with precision �.

Lagrange method is used to solve the transcendental prob-
lem of Eq. (2). Compared to previous method like Lambert 
function and Newton method used, respectively, by [30] and 
[31], Lagrange method has two mains advantages. The first 
is its easy implementation; just Eq. (15) is enough to insert 
into Eq. (2). Secondly, as shown in Tables 1, 2 and 3, the 
obtained results are optimal than those obtained with previ-
ous methods.  

The algorithm for calculating the best-estimated cur-
rent based on Lagrange is given in Fig. 3. Algorithm 1 in 
appendix shows the pseudocode of the proposed ISNS-LAG 
method.

Experimental platform

To evaluate the proposed method, three case studies were 
conducted. The first example is the RTC France cell with 
two diodes, the second case is the Photowatt panel with 
one diode, and the third case is an experimental array of 18 
PV modules (Fig. 4). For a fair assessment, the parameters 
were similar for each case study. The maximum number of 

(16)

fi(a) = Iph − I0

[

exp

(

q(Vi + a.Rs)

n.k.T

)

− 1

]

−
Vi + a.Rs

Rp

− a

(17)

fi(b) = Iph − I0

[

exp

(

q(Vi + b.Rs)

n.k.T

)

− 1

]

−
Vi + b.Rs

Rp

− b

Fig. 2  Illustration of the Lagrange method

Table 1  Comparison of RTC 
with literature

Algorithms Best parameters

Iph (A) Io1 (µA) Io2 (µA) n1 n2 Rs(Ω) Rp(Ω) Best RMSE ×  10–4

Proposed 0.7608 0.8800 11.3632 2.4977 1.3889 0.03902 61.5559 6.8635
SNS 0.7608 3.2303 0.2246 1.9963 1.4505 0.0368 55.4329 9.8261
DSO [31] 0.7608 0.0869 2.1772 1.3712 1.999 0.0380 58.3713 7.3255
DEDCF [21] 0.7608 0.0642 0.9999 1.3577 1.7869 0.0378 56.3793 7.4196
DE [32] 0.7605 0.4232 0.1872 1.8757 1.4360 0.02061 51.9345 7.6300
MPA [33] 0.7608 0.2704 0.2676 1.9488 1.4648 0.03667 53.5615 7.6499
GAMS [25] 0.7607 0.2259 0.7494 1.4510 2.0000 0.03674 55.4854 9.8248
OLGBO [34] 7.6078 0.7439 0.2265 2.0000 1.4512 1.4512 55.3151 9.8248
ABC-Ls [28] 0.7608 0.2279 0.7273 1.4518 1.9952 0.0367 53.5381 9.8257
ODGB [35] 0.7608 02,202 0.8020 1.4489 2.0000 0.0368 55.8326 9.8258
MABC [19] 0.7607 0.6306 0.2410 2.0000 1.4568 0.0367 54.7550 9.8276
ADHHO [16] 0.7607 2.4672 3.6648 1.4584 2.0000 0.0366 55.09 9.8398
HBO [17] 0.7606 0.6700 0.1970 1.9087 1.4407 0.0368 51.6761 10.4972
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iterations was set to 1000, the number of users Nu was set to 
50, and 10 runs were conducted for each scenario.

Details of the parameters of this experimental field are 
available in [37].

Results and discussion

Case study 1: RTC France PV cell

In the literature, the RTC France cell is utilized as the 
test set. The data of the current–voltage characteristic 

are subjected to an irradiance G = 1000 W∕m2 and a tem-
perature T = 33◦C . The manufacturer's and characteristic 
information may be found in [15].

Table 1 shows the best results obtained by the proposed 
method. A comparative study is also made with [16, 17, 
21, 25, 28, 31–35] on the basis of RMSE.

Table 1 reveals that the suggested algorithm yields the 
best results with an RMSE of 6.8635 ×  10–4, followed by 
7.3255 ×  10–4 for [31] and against 9.8248 ×  10–4 for [25, 34] 
and lastly 10.4972 ×  10–4 [17] for the worst. These various 
comparison findings are the best that are presently in the 
scientific literature.

Table 2  Comparison of PWP 
with literature

Algorithms Best parameters

Iph (A) Io (µA) n Rs (Ω) Rp (Ω) Best RMSE ×  10–3

Proposed 1.0331 1.18631 45.3535 1.5002 683.8995 1.5410
SNS 1.0318 3.2773 48.3488 1.20617 845.2469 2.4266
MSNS-SEC [23] 1.0331 1.1863 45.3536 1.5002 681.9921 1.5411
DSO [31] 1.0323 2.4965 47,3328 1.2405 748.3230 2.0399
MPA [33] 1.0323 2.5127 49,2804 1.2392 744.7016 2.0467
DEDCF [21] 1.0314 2.6380 47.5980 1.2356 821.6413 2.0529
DE [32] 1.0314 2.6380 47,3004 0.0343 22.8238 2.0529
NEPO [14] NA NA 48.4720 1.1720 982.4500 2.2000
FB-LLSEM [36] 1.0315 3.1436 48,2796 1.2181 858.4100 2.1321
EPO[14] 1.031 0.2090 48.4720 1.1720 982.450 2.2000
ODGB [35] 1.0305 3.4769 48.6369 1.2014 980.5942 2.4115
ABC-Ls [28] 1.0305 3.4742 48.6338 1.2016 984.1798 2.4250
OLGBO [34] 1.0305 3.48226 48.642 1.20127 981.9830 2.4250
ADHHO [16] 1.0304 3.5062 48.6690 1.2007 999.4300 2.4252
GAMS [25] 1.0320 3.2681 48.4020 1.2062 828.2928 2.4426
NLCWL [30] 1.0337 1.9119 46.3018 1.3792 825.8902 343.3

Table 3  Results of the 
experimental platform of 18 PV 
array

G Irradiance, T Temperature

Operating condi-
tion

Algorithms Best parameters Best RMSE

G (w/m2) T (°C) Iph(A) Io(µA) n Rs(Ω) Rp(Ω)

553 41.4 ISNS-LAG 10.0076 0.0059 5.9975 2.6917 360.6267 0.0254
ABC-TRR [37] 10.00 0.0057 215.87 2.699 368.2 0.0580

511 52.5 ISNS-LAG 9.2413 0.0098 6.1851 2.5401 412.1607 0.02213
ABC-TRR [37] 8.00124 0.01276 6.4676 2.54568 426.17692 0.0580

442 36.7 ISNS-LAG 8.0012 1.2604 6.3684 2.5506 426.4955 0.0166
ABC-TRR [37] 8.00 0.0099 230.29 2.568 419.8 0.0313

390 35.9 ISNS-LAG 7.0612 0.0036 6.0254 2.6665 487.4974 0.0128
ABC-TRR [37] 7.06 0.0057 225.77 2.630 515.5 0.0291

333 32.4 ISNS-LAG 6.0219 0.0024 6.1708 2.6608 561.7872 0.0097
ABC-TRR [37] 6.02 0.0034 225.75 2.634 580.2 0.0182

281 30.3 ISNS-LAG 5.0859 0.0022 6.2488 2.6531 603.3562 0.0069
ABC-TRR [37] 5.08 0.0032 228.83 2.620 621.8 0.0134
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The best parameters thus obtained were used to plot the 
current–voltage characteristic in Fig. 5. This curve repre-
sents the experimental measurement of the I–V character-
istic (pink) and the algorithm's estimated I–V characteristic 
(green), which is shown from Eq. (2). These two qualities 
indicate that the ISNS-LAG algorithm has successfully 
improved parameters that are as near as feasible to the 
experimental measurement. It is also noted that the algo-
rithm accurately predicts the experimental feature, as shown 
by the square root of the mean error provided in Table 1.

The closeness between the measurement (pink) and the 
estimate (green) indicates the correctness of the algorithm.

Case study 2: Photowatt PWP PV module

This model is an 11.5 W PV module, for which the cur-
rent–voltage characteristic measure at a temperature 
T = 45◦C and irradiance of G = 1000 W∕m2.

Table 2 displays the optimal parameters determined by the 
ISNS-LAG method. The obtained is RMSE 1.5410 ×  10–3. 
The gap between the original SNS and the suggested ISNS-
LAG may be noted. Clearly, the addition of the Cauchy func-
tion to the search space and the Lagrange algorithm to the 
objective function improves the accuracy.

A comparison study with other recently published tech-
niques, such as [16, 28, 21, 31, 33, 25, 34, 35, and 32] is 
undertaken in Table 2. Based on RMSE, it is obvious that the 
ISNS-LAG algorithm has the best optimum: 1.5410 ×  10–3, 
compared to 2.0399 ×  10–3 and 2.4250 ×  10–3 for the best 
recently proposed in the literature. It is also worth noting that 
the original SNS algorithm yields a value of 2.4242 ×  10–3, 
which is higher compared to the proposed method. It is also 
important to note that algorithms perform better the smaller 
the RSME.

The convergence curves of the basic SNS method and the 
ISNS-LAG algorithm are shown in Fig. 6.

The convergence curve of the ISNS-LAG algorithm is the 
first to achieve its minimum before the 600th iteration, as 
seen in the figure; this displays the algorithm's convergence 
speed. Even though the original SNS algorithm is the first 
to achieve its minimum before the  200th iteration, it stays 
stuck at a local minimum of 2.4242 ×  10–3 until the comple-
tion of the iterations. Throughout this period, the ISNS-LAG 
algorithm continues to converge on its global optimal value 
of 1.5410 ×  10–3.

Case study 3: 18 PV experimental field

To validate the ISNS-LAG technique, the method is used to 
extract the five model parameters from one diode of the PV 
field of the experimental platform shown in Fig. 4 at vari-
ous temperatures and irradiance levels. Table 3 presents the 
best retrieved characteristics of the PV field under various 
meteorological conditions.

The order of magnitude of the RMSEs is less in this table 
than in the reference publication [37]; this illustrates the 
accuracy of the ISNS-LAG method in predicting the param-
eters when the PVs are exposed to varying temperature and 
irradiation circumstances.

Start

Read initial parameters:

Compute
Eq. (16) , (17)

Eq. (15)
Eq. (3)

End

Return

Yes

Yes

Yes

No

No

No

Fig. 3  Estimated current based on the Lagrange
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Figure 7 displays the experimentally determined and pre-
dicted current–voltage characteristics of the PV array.

The correctness of the results that were acquired can also 
be shown by the correlation that can be seen on the curves 
of Fig. 7. This correlation can be seen between the experi-
mental curves and the estimated curves.

Conclusion

In this study, the optimal internal parameters of a photovol-
taic cell, module, and array were determined using a novel 
technique based on the improved social network search 

Fig. 4  Experimental platform. 
a Experimental of 18 PV array. 
b I–V sensor. c Incident irradi-
ance and temperature sensor

Fig. 5  Current–voltage charac-
teristic
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(SNS) algorithm and the Lagrange method (ISNS-LAG). 
There were three ways attempted to enhance the SNS algo-
rithm. First, a random control parameter based on the Gauss-
ian and Cauchy distributions was introduced to the search 

space, followed by adding a historical memory function. The 
Lagrange approach was utilized to improve the accuracy of 
the best predicted current when the objective function was 
called. The approach was applied to three distinct systems: 
a PV cell, a PV panel, and a PV array of 18 modules. RMSE 
values of 6.8635 ×  10–4 for the PV cell and 1.5410 ×  10–3 
for the PV module indicate that the suggested technique 
is much superior to all existing methods in the literature. 
These minimum errors were demonstrated by comparing the 
measured and estimated current curves. In addition, the con-
vergence curves reaching the optimal before the 600th itera-
tion illustrate the algorithm's speed, and the results of the 
experimental PV array consisting of 18 panels demonstrate 
the algorithm's resilience when panels are exposed to vary-
ing environmental conditions. The approach suggested in 
this research would aid in the optimum design of a PV cell, 
module, and system, which is necessary for the PV system's 
efficiency; the proposed method may be applied to more 
complex models, such as the dynamic model of the PV cell; 
and this technique may also be applied to other engineering 
problems to improve their performance.

Fig. 6  Convergence curves

Appendix

Algorithm 1: Pseudocode of ISNS-LAG algorithm

1: Define ISNS- LAG initial parameters (MaxIter,Nuser, UB,LB)
2: for i=1 to Nuser
3:     Generate initial population               Eq. (11)
4:     Evaluate objective function               Eq. (3)
5:  End for
6: for i=1 to MaxIter
7:     initialise memory parameters
8:    for i=1 to Nuser
9:       generate the permutation function      Eq. (13) , Eq. (14)
10:      Update the new position                Eq. (12) 
11:      Clamp the new solution                   Eq. (9)
12:      Evaluate objective function.                   Eq. (3)
13:      Calculate the best estimated currents  Eq(4), Eq.(16) to Eq.(19)
14:      Update the best fitness
15:      Update the memory parameter with Cauchy and Gaussian distribution
16:      Select the best position and the best finest

17:         if  NfBest < f(i)
18:            Update the new position           Eq. (10)
19:         end if
16:      Select the best position and the best finest
17:         if fBest < precision
18:         end if
19:    end for
20:  end for
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Abstract
Carrying out maximum power point tracking (MPPT) is of utmost importance in photovoltaic (PV) systems to ensure high-
efficiency power generation. A type of PV system which has not received much attention in MPPT literature is the photovol-
taic water heating system (PWHS). The few existing PWHS-specific MPPT approaches in the literature suffer either from 
low efficiency, complex implementation or significant sensitivity to sample time. Taking this into account, the present work 
has the objective of proposing a novel MPPT approach for PWHSs that avoids all aforementioned difficulties. The proposed 
approach is analytical and its main innovation consists in estimating the PV inverter input impedance, which enables the direct 
computation of duty cycle. Validation is carried via computer simulations, in which comparison to three MPPT methods for 
PWHSs is considered. Obtained results show that the proposed method yields MPPT energy efficiency improvements of: 
(a) 0.79%, 1.18% and 11.12% with respect to the other three methods; (b) 0.59% and 0.90% under dynamic irradiance and 
temperature, respectively, compared to the second-best method; and (c) 7.55%, in average, for varying sample time when 
compared to the second-best method. At last, the proposed method is seen to be robust with respect to impedance estimation 
error and maintains peak efficiency for a 37% error margin.

Keywords Maximum power point tracking · Photovoltaic system · Analytical method · Input impedance · Water heating

Introduction

A recent technological trend in photovoltaic (PV) power 
generation is that of the photovoltaic water heating system 
(PWHS), which consists of an off-grid and batteryless PV 
array dedicated to feeding a resistive element that heats a 
water reservoir [1]. The emergence of PWHSs as a competi-
tive alternative for sustainable water heating is explained by 
the continuously decreasing cost of PV modules and their 
simple installation [2, 3], which leads to significantly lower 
implementation costs when compared to more elaborate 
approaches such as the usage of photovoltaic-thermal sys-
tems [4].

As is also the case for other classes of PV systems, a 
maximum power point tracking (MPPT) function must be 
performed by electronic converters in the PWHS to ensure 
optimal PV power extraction for varying ambient condi-
tions, i.e., irradiance and temperature [5]. The most common 
MPPT approach for off-grid systems is the two-stage topol-
ogy [6–8]: the PV array is connected to a MPPT-controlled 
direct current (DC) converter, whose output feeds the DC 
bus of an inverter, which in turn powers the alternating cur-
rent (AC) loads. In this sense, the inverter DC bus corre-
sponds to an equivalent load which must be matched to the 
PV array maximum power point [9] by the DC converter.

For the particular case of PWHSs, DC bus voltage oper-
ates in an open loop and is, thereby, not regulated [10]. Fur-
thermore, the resistive water heating element constitutes a 
constant impedance load fed by the inverter. Hence, from the 
MPPT viewpoint, the PWHS inverter presents a nonlinear 
(due to voltage and current harmonics) impedance load to 
the PV array. In this work, such unique load characteristic of 
PWHSs is used as basis for devising a novel PWHS-specific 
MPPT method that analytically matches PV panel maximum 
power point resistance and inverter input impedance.
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We now briefly review the existing MPPT schemes pro-
posed for PWHSs; it is interesting to note that such PWHS-
specific approaches are relatively scarce in the literature and 
are all presented in patent documents [10–13]. The reader 
interested in extensive surveys of MPPT algorithms not spe-
cifically designed for PWHSs is pointed to the review papers 
[14–17].

In [10], the DC converter is controlled by means of a hill-
climbing algorithm for carrying out MPPT. The specific algo-
rithm is not disclosed, but a PWHS implemented according to 
[10] has a nominal efficiency of 96% [18], from which it can 
be inferred that Perturb & Observe (P &O) was probably used 
[19]. It is worth noting that P &O has the problem of high 
sensitivity of efficiency with respect to sample time, which 
can complicate practical implementation.

Instead of hill-climbing MPPT, the constant voltage (CV) 
method is used in [11] to control the DC converter. Despite 
its simpler computations when compared to P &O, a problem 
of CV is its greater steady-state error [14], which makes it a 
less efficient method. Also, it requires a proportional-integral 
(PI) voltage controller, which increases implementation cost.

In [12], a variable resistance heater (VRH) is used for per-
forming MPPT; the heating element resistance is switched 
between two possible values as a function of measured irradi-
ance. This approach has the advantage of not requiring a DC 
converter, but it is clearly a very rough MPPT approximation 
which may result in exceedingly low tracking efficiency.

Similarly, a VRH approach is also proposed in [13]. The 
main difference with respect to [12] is that a heating element 
with more than two resistance values is assumed. However, 
as pointed out by [2], it remains an approximate MPPT strat-
egy and implies a very bulky and complex heating load.

The above discussion shows that MPPT strategies for 
PWHSs are quite scarce in the literature, with the exist-
ing approaches suffering from significant performance and 
implementation problems. Taking this as motivation, this 
work aims at proposing a novel MPPT method for PWHSs 
that avoids the aforementioned difficulties associated with 
previous methods. Its innovation lies in using an expres-
sion deduced for inverter input impedance in combination 
with measurements from irradiance and temperature sensors, 
which enables analytical tracking to be performed. The pro-
posed method is shown to have low implementation com-
plexity and, as demonstrated by the experimental results, 
yields high efficiency and insensitivity to sample time.

Materials and methods

Materials

The typical implementation of a PWHS is illustrated in Fig. 1, 
where a water reservoir with dual heating element is used for 

enabling grid power demand when PV power is unavailable. 
This work focuses on the lower electric circuit of Fig. 1, which 
consists of PV module array, DC converter, inverter and heater.

PV module

The PV module is a source whose current-voltage character-
istic is nonlinear and thereby has an operating point resistance 
R which varies with output voltage V. Furthermore, the char-
acteristic is also modulated by irradiance S and temperature 
T, from which is clear that R = R(V , S, T) . For each pair of 
ambient conditions (S, T), a single voltage V = Vmp(S, T) and 
associated current I = Imp(S, T) exist which yield maximum 
power output. Hence, a maximum power point resistance 
Rmp(S, T) = Vmp(S, T)∕Imp(S, T) exists for each (S, T) and must 
be matched to the PV module load via MPPT.

Unfortunately, the dependences of maximum power point 
voltage (MPPV) and maximum power point current (MPPC) 
on S and T are not documented on PV module datasheets. On 
the other hand, dependences of open circuit voltage (OCV) and 
short circuit current (SCC), which are, respectively, denoted by 
Voc and Isc , on ambient conditions are computed as [20, 21]:

where To and So are the nominal values of temperature and 
irradiance, �I and �V are the SCC and OCV temperature 
coefficients, Ns is the number of series cells in the PV mod-
ule, Vt is the cell thermal voltage and m is the ideality factor. 
We henceforth adopt the often-used procedure of assuming 
m ≈ 1 [21].

The relations in (1) and (2) can be useful for MPPT pur-
poses, since it is known that Vmp and Imp are approximately 

(1)Isc(S, T) =Isc(So, To) ⋅
S

So

[
1 + �I(T − To)

]

(2)

Voc(S, T) =NsmVt ln

(
S

So

)
+ Voc(So, To) ⋅

[
1 + �V (T − To)

]

Hot
Water

Cold
Water

PW
HS

Reservoir

Grid

Fig. 1  Illustrative scheme of a photovoltaic water heating system with 
a dual heating element water reservoir
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proportional to Voc and Isc , respectively. Hence, it is possible 
to estimate MPPV and MPPC indirectly by using (1) and (2) 
if the proportionality constants are known.

In this study, we consider a 3 × 3 array of 1Soltech 1STH-
215-P modules, whose nominal data are taken from [22] and 
displayed in Table 1. The array has 1918.35 W peak power 
at 87 V and 22.05A for rated ambient conditions.

DC converter with MPPT control

Implementation of PWHSs must be cost-effective, which 
requires usage of simple DC converter topologies [23]. Since 
the boost topology is most often employed in practice due to 
its higher efficiency [24], it is considered in this work. The 
connection of a PV module to an arbitrary load by means of 
a MPPT-controlled boost converter is illustrated in Fig. 2.

As depicted in Fig. 2, a general MPPT control loop con-
sists in, at first, sampling PV output voltage v(t) and current 
i(t) with a sample time Ts . Then, the MPPT algorithm pro-
cesses the obtained samples of according to its given logic 
and controls the pulse-width modulation (PWM) duty cycle 
D(t) to track maximum PV power by matching Rmp and load 
resistance.

For clarity, we recall that the VRH-based methods [11, 
12] do not require a DC converter, since they consist in 
measuring S(t) and switching the load resistance accordingly. 

On the other hand, the discussion in this section applies to 
CV, P &O and the MPPT approach proposed in “Proposed 
MPPT approach for PWHS” section.

A brief discussion of boost converter steady-state opera-
tion is now carried out. This topology yields a voltage con-
version ratio given by:

where V =
1

Tsw

∫ Tsw

0
v(t)dt and analogous notations apply to 

the other voltage and current waveforms in Fig. 2, where Tsw 
is the PWM switching period.

Recall that, when maximum power point operation is 
achieved, the load resistance Ro is matched to Rmp(S, T) . 
This occurs when D is such that the load matching condi-
tion M2(D) = Ro∕Rmp(S, T) is satisfied [25]. Hence, efficient 
MPPT performs rapid and accurate matching for varying S 
and T.

The converter components L and C are functions of the 
desired inductor current ripple ΔIL and output voltage ripple 
ΔVo as follows [25]:

To compute L  and C ,  maximum power opera-
tion at nominal conditions So and To is assumed. 
Hence, M2(D) = Ro∕Rmp(So, To) ,  V = Vmp(So, To) and 
I = Imp(So, To) . Using such relations in (3)–(5), we obtain:

The input voltage ripple in boost converters is relatively 
small. Hence, in comparison to C, small values of CPV are 
sufficient for suppressing it [26, 27]. For the sake of simplic-
ity, it is henceforth assumed that CPV = C.

Selected boost converter parameters are given in 
Table 2. The reactive components and switching period 
have been selected so as to yield ripples of ΔVo ≈ 180 mV 
and ΔIL ≈ 125 mA ; such values have been selected since 
they represent about 1% of maximum power point voltage 
and current, thereby ensuring a high-quality power output 
[28]. A range of MPPT sample times from 50 to 1500 μ s 

(3)M(D) =
Vo

V
=

I

Io

=
1

1 − D

(4)L =
DVTsw

2 ⋅ ΔIL

(5)C =
DIoTsw

2 ⋅ ΔVo

(6)
L =

Vmp(So, To) ⋅ Tsw

[
1 −

√
Vmp(So,To)

RoImp(So,To)

]

2 ⋅ ΔIL

(7)
C =

Imp(So, To) ⋅ Tsw

[√
Vmp(So,To)

RoImp(So,To)
−

Vmp(So,To)

RoImp(So,To)

]

2 ⋅ ΔVo

Table 1  PV module parameters Parameter Specification

To 25 ◦C

So 1000 W∕m2

Vmp(So, To) 29.0 V

Voc(So, To) 36.3 V

Imp(So, To) 7.35 A

Isc(So, To) 7.84 A

�V −0.361%∕◦C

�I 0.102%∕◦C

Ns 60

+

v(t)

i(t)
MPPT

D(t)

CPV

L

S2

S1

Boost
︷ ︸︸ ︷

C

+

−
vo(t)

io(t)

Load

Fig. 2  Boost converter with MPPT control loop
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is considered, since the tracking performance may vary 
significantly with Ts and must thereby be assessed for dif-
ferent values of it; the selected range is similar to that con-
sidered in [29]. Switches S1 and S2 (see Fig. 2) are specified 
according to the most usual boost converter implementation, 
which employs a MOSFET and power diode pair. The switch 
parameters are taken from [28]. At last, when simulation of 
P &O is carried out, its duty cycle perturbation parameter 
is specified as ΔD = 0.01 . This is a commonly employed 
perturbation value when small Ts are used, as can be seen 
in [30].

Inverter with water heating load

A single-phase full-bridge inverter with bipolar PWM 
switching is considered. The nominal output and PWM 
switching frequencies are denoted as fc and fswi , respec-
tively. Since PWHS voltage operates in open loop, a constant 
amplitude modulation ma is assumed. As depicted in Fig. 3, 
the inverter feeds a load impedance Zl = |Zl|∠�l (@fc) , 
which is an equivalent of the heating load Rl and the inverter 
output filter. Since heaters do not require high power quality 
[10], a simple output inductor Ll is assumed as the output 
filter. Hence, Zl(�) = Rl + j�Ll , where � denotes frequency 
in radians per second. For a purely DC input vo(t) = Vo , the 
inverter output voltage is [27]:

where �c = 2�fc , Vl is the fundamental component root-
mean-square (RMS) value of vl(t) , H is the set of voltage 
harmonic orders and ck is the fixed ratio between the k-th 
harmonic RMS value and Vl . For bipolar PWM, the set 
H = {a ⋅ mf ± b;a, b ∈ ℕ

∗} , where mf = fswi∕fc is the fre-
quency modulation.

As illustrated in Fig. 3, we define for later use the inverter 
DC input impedance Ro = Vo∕Io , where it is recalled that Vo 
and Io are the DC components of vo(t) and io(t) , respectively.

(8)vl(t) = Vl

√
2 ⋅

�
sin(�ct) +

�

k∈H

ck sin(k�ct)

�

The selected inverter and heating load parameters 
are given in Table 3. Modulations satisfying mf ≫ 1 and 
ma ≤ 1 are used to avoid square-wave and low carrier fre-
quency effects. The specific values of ma , mf  and fc are taken 
from [28], as are the inverter switch parameters, which are 
assumed to be MOSFETs identical to those considered for 
the boost converter. At last, load impedance is specified so 
that Zl draws 1928.63 W (approximately matched to the PV 
array from “PV module” section) at 220 V and 0.99 power 
factor.

Proposed MPPT approach for PWHS

We now establish two theorems which will serve as basis for 
the proposed MPPT method. In Theorem 1, an expression 
for estimating the DC input impedance of the PWHS inverter 
is derived, whereas Theorem 2 provides an estimate of PV 
maximum power point resistance.

Theorem 1 Let Zl = |Zl|∠�l be an AC load connected to the 
output of a single-phase full-bridge PWM inverter. The DC 
input impedance Ro of this system is given by:

Proof Let Vo be the DC voltage applied to the inverter input 
and consider the computation of instantaneous power at the 
inverter DC and AC ports. If Zl is not exceedingly reactive 
(i.e., |�l| is not close to 90◦ ), conservation of instantaneous 

(9)Ro =
2|Zl|

m2
a

cos �l

Table 2  Boost converter parameters

Parameter Specification

C, CPV 1 mF

L 5 mH

S1 On-resistance: ron = 1 mΩ

Forward voltage: Vfwd = 0.7 V

S2 MOSFET
On-resistance: ron = 100 mΩ

Internal diode parameters: same as S1

MPPT Ts ∈ [50, 1500] (μs) , Tsw = 20 μ s
ΔD = 0.01 (P &O only)

io(t)

Zo(ω)

+

−

vo(t) Inverter

il(t)

Zl

+

−

vl(t)

Fig. 3  Single-phase inverter with heating load

Table 3  Inverter and heating load parameters

Parameter Specification

Inverter ma = 1 , mf = 29 , fc = 60 Hz

Full-bridge switches: same as S2

Heating load 1928.63 W , 220 V , 0.99 power factor
Zl = 25∠5 circ Ω (@fc)
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power is approximately valid between the two ports and thus 
[31]:

Since mf  is usually large, it is assumed that all output 
current harmonics are filtered even for small |�l| . Hence, 
il(t) = Il

√
2 sin(�ct − �l) , where Il is the RMS value of load 

current. Substituting in (10) and manipulating, we obtain:

where i(2)
o
(t) is the double-frequency component associated 

with single-phase power oscillation at the inverter AC port 
and i∗

o
(t) is the sum of high frequency components associated 

with PWM switching. Using Ro = Vo∕Io , the expression for 
Io in (11) and recalling that Vl =

1√
2
maVo for single-phase 

bipolar PWM [28], we arrive at (9).   ◻

Theorem 2 The value of Rmp(S, T) can be computed as:

w h e r e  t h e  c o n s t a n t 
K = Vmp(So, To)Isc(So, To)∕Voc(So, To)Imp(So, To).

Proof For any S and T, KV = Vmp∕Voc and KI = Imp∕Isc are 
approximately constant [32]. Hence, it follows that:

where K = KV∕KI  and KV  , KI  can be estimated from 
nominal PV values as KV = Vmp(So, To)∕Voc(So, To) and 
KI = Imp(So, To)∕Isc(So, To) . Combining (1), (2) and (13), 
the proof is complete.   ◻

The assumptions used for proving Theorem 1 are that mf  
is sufficiently large so that current harmonics are entirely 
filtered and |�l| is sufficiently small to ensure instantane-
ous power conservation. Such assumptions are valid for 
an ordinary PWHS, since the output filter is small and 
does not dominate load impedance at nominal frequency. 
Furthermore, a large mf  is always used in PWM inverters 
to avoid detrimental effects of low carrier frequency [28]. 

(10)Voio(t) = vl(t)il(t)

(11)
io(t) =

Io

⏞⏞⏞⏞⏞⏞⏞
VlIl

Vo

cos �l −

i
(2)
o (t)

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
VlIl

Vo

cos(2�ct − �l)

+

i∗
o
(t)

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
2VlIl

Vo

∑

k∈H

ck sin(k�ct) sin(�ct − �l)

(12)

Rmp(S, T) = K ⋅

NsmVt ln

(
S

So

)
+ Voc(So, To) ⋅

[
1 + �V (T − To)

]

Isc(So, To) ⋅
S

So

[
1 + �I(T − To)

]

(13)Rmp(S, T) =
Vmp(S, T)

Imp(S, T)
= K ⋅

Voc(S, T)

Isc(S, T)

In any case, to further discuss the validity of instantaneous 
power conservation, an error assessment of (10) is carried 
out in Appendix A.

The proposed MPPT method, which we name PWHS-
MPPT, is now described. It consists in using irradiance 
and temperature sensors in order to estimate Rmp(S, T) via 
Theorem 2 and, subsequently, using Theorem 1 to estimate 
Ro . Given the estimated values, the D value that matches 
such resistance values is obtained analytically by solv-
ing the matching condition M2(D) = Ro∕Rmp(S, T) . To 
illustrate the proposed method, it is expressed in block 
diagram form in Fig. 4, where the sets Xo = {ma, Zl} and 
Xmp = {m, Ns, So, To, K, �V , �I , Voc(So, To), Isc(So, To)} con-
tain the nominal heating load and PV array data for com-
puting Ro and Rmp(S, T) , respectively.

At last, it should be observed that PWHS-MPPT 
provides a very simple implementation. In fact, it only 
requires specification of sample time Ts and two sensors 
for measuring S and T. It is thus noteworthy that its imple-
mentation is computationally simpler than that of P &O, 
which also is a two-sensor method but requires two param-
eters, i.e., Ts and ΔD . Since P &O is already considered a 
very simple MPPT algorithm, it is clear that PWHS-MPPT 
is even more so.

Methods

The methodology employed for validating the proposed 
method is now described. Four computer simulations 
were carried out in Scilab 6.1.0 to assess the performance 
of PWHS-MPPT under different ambient condition sce-
narios and while varying relevant MPPT parameters. In 
all simulations, we focus on evaluating the MPPT energy 
efficiency � , which is defined as:

Ro

Rmp(S, T )

Xo

{

T (t)

S(t)

√
÷

M(t)
M−1(D) D(t)

︸ ︷︷ ︸

Xmp

PWHS − MPPT

Fig. 4  Block diagram of the proposed PWHS-MPPT method, where 
M−1(D) is the conversion ratio inverse function. Sets Xmp and Xo con-
tain nominal PV module and load data
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where � designates total simulation time and pmp(t) is the 
time-varying maximum power associated with the maximum 
power point.

The listing of experiments and their respective descrip-
tions follows. 

1. Comparison to other methods: As a first validation 
step, this experiment compares the performance of 
PWHS-MPPT to those yielded by the P &O [10], CV 
[11] and VRH [12] algorithms. In particular, VRH is 
considered in its version with two possible load resist-
ance values, which functions by doubling the nominal 
value of Rl when S < 500 W∕m2 . Also, parameters of 
the PI controller required in CV are obtained with the 
Ziegler-Nichols method [19]. For each algorithm, a 
simulation scenario with � = 1 s duration is carried out 
in which irradiance begins at S = 300 W∕m2 , switches 
to S = 1000 W∕m2 at t = 1

3
s and, at last, changes to 

S = 700 W∕m2 at t = 2

3
s . A sample time Ts = 1000 �s 

is used and a constant temperature T = 25◦C is assumed 
throughout the experiment.

2. Dynamic ambient conditions: Evaluating MPPT meth-
ods under varying S and T is of great importance, 
since efficiency is directly affected by tracking speed. 
This experiment compares P &O and PWHS-MPPT 
when subject to periodic random-amplitude irradi-
ance and temperature steps. Two simulations with 
durations � = 30 s are carried out. In the first one, a 
constant temperature T = 25 ◦C is assumed and, at 
t = 0.2j , j = 0, 1,… , 150 , irradiance is changed to a 
value randomly drawn, according to a uniform distri-
bution, from set S = {100j, j = 0, 1,… , 10} (W∕m2) . 
Analogously, the second simulation considers constant 
S = 1000 W∕m2 with temperature being randomly 
drawn from set T = {10j, j = 0, 1,… , 10} (◦C) . An 
MPPT sample time of Ts = 1000 μs is considered in this 
experiment.

3. Effect of sampling time: The sensitivity of MPPT 
algorithms to sample time must be assessed to ensure 
adequate performance can be obtained in practice for a 
large enough range of Ts values. This experiment com-
pares the performances of PWHS-MPPT and P &O, for 
varying Ts , in tracking a irradiance step. Sample time is 
varied in 50 μ s increments inside the interval specified 
in Table 2or each Ts , a simulation with � = 1 s duration 
and constant T = 25 ◦C is carried out in which the sys-
tem begins in complete shading (S = 0 W∕m2) and, at 
t = 0.5 s , transitions to S = 1000 W∕m2.

(14)� =
∫ �

0
p(t)dt

∫ �

0
pmp(t)dt

4. Effect of heating load mismatch: The PWHS-MPPT 
algorithm is based on the knowledge of Rl , which is 
used in (9) to obtain Ro . In this sense, we must assess the 
effects on performance due to a mismatch between the 
real Rl and the value assumed for it when computing (9), 
since this problem is prone to happen in practice. This 
experiment considers that Rl remains fixed and a value 
R̃l = Rl + ΔRl is used for computing Ro , with the resist-
ance error ΔRl being varied in the interval [−Rl∕2, Rl∕2] 
at increments of Rl∕400 . For each R̃l , the simulation sce-
nario consists, as in the previous experiment, in a irradi-
ance step transition from shading to S = 1000 W∕m2 . A 
sample time of Ts = 1000 �s is adopted in this experi-
ment.

It should be noted that only PWHS-MPPT and P &O are 
compared in more detail from the second experiment 
onwards since the first experiment demonstrates that such 
methods are the best-performing ones.

Results and discussion

Comparison to other methods

The obtained results are shown in Fig. 5, where computed 
efficiencies and time plots of p(t), D(t), v(t) and Vl(t) are 
presented for each considered MPPT method. For clarity, 
we recall that Vl(t) denotes the RMS value associated with 
the fundamental component of vl(t).

As could be expected, the results show that VRH is the 
least competitive MPPT approach. It is seen to be very ineffi-
cient when the PV array is not subject to nominal conditions, 
i.e., when S ≠ 1000 W∕m2 . This is explained by the fact that 
perfect source-load matching occurs with VRH only in two 
cases, namely nominal irradiance and S = 500 W∕m2 , which 
is the threshold used by VRH for doubling load resistance. 
For all other irradiance values, steady-state error and, as a 
consequence, efficiency losses occur.

The CV algorithm has its efficiency reduced by two inher-
ent problems, namely steady-state error and PI controller 
oscillations. The first issue is clearly seen from the D(t) 
plots, which show that mismatch occurs with respect to the 
optimal duty cycle. Such error is caused by the fact that Vmp 
has a slight dependence on S, whereas CV attempts to main-
tain PV voltage at the nominal value Vmp(So, To) . Hence, a 
particularly large error occurs for t < 1

3
s since irradiance is 

far off the nominal So . The oscillation issue occurs due to 
interactions between DC converter and PI controller dynam-
ics: the converter PWM switchings excite the PI response 
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and thereby increase system oscillations, which further 
reduces efficiency.

Contrastingly to VRH and CV, both P &O and PWHS-
MPPT are seen to have negligible steady-state error and 
small oscillations. Consequently, such algorithms yielded 
the highest efficiency values. Despite the small oscillations 
of P &O, it is quite notable that it still oscillates signifi-
cantly when compared to PWHS-MPPT. Since both algo-
rithms presented similar tracking speeds, it is clear that the 
very small oscillations of PWHS-MPPT are the cause of its 
superior efficiency. Due to its importance, we discuss this 
phenomenon in greater detail in the next experiment.

Dynamic ambient conditions

Results for the dynamic irradiance experiment are shown 
in Fig. 6, whereas the results for the dynamic temperature 

experiment are given in Fig. 7. Each figure displays the 
obtained time plots of p(t), D(t), v(t) and Vl(t).

As anticipated in the previous experiment, this compari-
son against P &O makes it particularly clear that a prominent 
feature of PWHS-MPPT is its very small steady-state oscil-
lation. This is explained by the fact that, during steady-state, 
PWHS-MPPT yields constant duty cycle, whereas P &O 
oscillates around the maximum power point. Hence, only the 
very small oscillations associated with boost converter rip-
ple affect PWHS-MPPT performance and steady-state effi-
ciency is improved as a consequence. This is corroborated 
by the plots of v(t) and Vl(t) in Figs. 6 and 7, where the P 
&O voltage waveforms present significant oscillation when 
compared to PWHS-MPPT.

It is fair to note that some steady-state loss is intro-
duced by PWHS-MPPT due to duty cycle estimation 
error. However, the p(t) plots in Figs. 6 and 7 show that 
such loss is, in general, negligible. A single exception 
applies: from Fig. 7, it is seen that larger losses happen 
for smaller p(t) values, which correspond to temperatures 

Fig. 5  Results for the MPPT algorithm comparison, which consist of 
time plots of a p(t), b D(t), c v(t) and Vl(t) . The “MPP” line is the plot 
of pmp(t) . Efficiencies yielded by PWHS-MPPT, P &O, CV and VRH 
were, respectively, 96.33% , 95.54% , 95.15% and 85.21% . Note that 
VRH does not use duty cycle control and therefore has no D(t) curve

Fig. 6  Results for dynamic S simulation, which consist of time plots 
(14.9 ≤ t ≤ 20.1) of a p(t), b D(t), c v(t) and Vl(t)
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close to T = 100 ◦C . This indicates that (9) is less accu-
rate for larger T. Fortunately, such loss increase happens 
for smaller pmp(t) whose associated T are very large and 
thereby not common in practice.

In any case, even with the aforementioned losses due 
to estimation error in the dynamic T simulation, PWHS-
MPPT still performed better than P &O. In fact, as indi-
cated in Figs. 6 and 7, the proposed method yielded higher 
efficiency values both for the dynamic irradiance ( 0.59% 
efficiency improvement) and temperature ( 0.90% efficiency 
improvement) simulations.

Aside from reduced steady-state oscillation, the good 
performance of PWHS-MPPT can also be attributed to 
its very fast tracking, which is clear from the D(t) plots in 
Figs. 6 and 7, where the PWHS-MPPT duty cycle antici-
pates the trend followed by the D(t) waveform yielded by 
P &O. This is explained by the fact that PWHS-MPPT 
computes duty cycle analytically, whereas P &O depends 
on a iterative perturbation routine. Hence, the proposed 

method compensates for varying S and T in a nearly instan-
taneous manner.

Effect of sampling time

The obtained results are displayed in Fig. 8, where a plot 
of efficiency as a function of Ts for each MPPT method 
is given, together with p(t) and D(t) plots for specific Ts 
values as further illustration.

The �(Ts) plots in Fig. 8 show that PWHS-MPPT is 
much less sensitive to sample time than P &O, which is 
explained as follows. Each perturbation induced by P &O 
excites a transient response in the circuit, which implies 
that the tracking efficiency depends on the complex inter-
action between successive and possibly superposed tran-
sients. This phenomenon results in the existence, for a 
given ΔD , of an optimal Ts , whereas other values of sam-
ple time worsen efficiency. On the other hand, for each 
change in S or T, PWHS-MPPT induces a single electrical 

Fig. 7  Results for dynamic T simulation of, which consist of time 
plots (14.9 ≤ t ≤ 20.1) of a p(t), b D(t), c v(t) and Vl(t)

Fig. 8  Results for varying Ts simulation, which consist of a plot of 
efficiency in terms of Ts , b selected time plots of p(t) and c selected 
time plots of D(t)
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transient in the system. Hence, complex superpositions do 
not occur and Ts becomes much less critical in determining 
tracking efficiency.

Insensitivity of PWHS-MPPT to Ts is a major advantage, 
since it does not require fine-tuning of sample time in order 
to achieve adequate performance. The exact opposite is true 
for P &O: extensive trial-and-error is required to deter-
mine an optimal efficiency Ts . The plots of p(t) and D(t) for 
Ts = 50 μs and Ts = 1500 μs in Fig. 8 further illustrate the 
difficulty of selecting Ts for P &O: a high sample time leads 
to excessive tracking delay, whereas small Ts causes drift due 
to the noise effect of output power ripple [19].

It is fair to note that a single value Ts = 250 μs was 
obtained for which P &O efficiency slightly surpassed that 
of PWHS-MPPT; the p(t) and D(t) plots of P &O with 
Ts = 250 μs are depicted in Fig. 8. This confirms the prior 
discussion that P &O requires much fine-tuning to attain 
optimal efficiency. Furthermore, it can be inferred that, 
in practical circumstances where a value of Ts would be 
selected without very extensive testing, PWHS-MPPT would 
perform better than P &O with very high probability. At last, 
by averaging over all Ts , it is concluded that PWHS-MPPT 
yielded an average efficiency improvement of 7.55% with 
respect to P &O.

Effect of heating load mismatch

The results are given in Fig. 9, where a plot of efficiency 
against ΔRl is displayed, together with p(t) plots associated 
with different efficiency values.

It is seen that constant � values are obtained for differ-
ent ranges of ΔRl . This phenomenon is explained by boost 
converter dynamics: small variations in R̃l are masked by 
power ripple, for which reason the system progresses as if no 
variation occurred at all. On the other hand, when a certain 
R̃l variation threshold is surpassed which makes it distin-
guishable from ripple, the dynamics change and cause a cor-
responding variation in efficiency. This is advantageous for 
PWHS-MPPT, since it establishes a margin inside of which 
mismatch does not cause efficiency loss. In fact, the results 
in Fig. 9 show that optimal efficiency was obtained in the 
relatively wide range ΔRl ∈ [−0.12 ⋅ Rl, 0.25 ⋅ Rl] , i.e., a 37% 
error margin for no efficiency loss was obtained.

The p(t) plots corresponding to each constant-� in Fig. 9 
show that worst losses occur when Rl is severely underesti-
mated. This is explained by comparing the nominal maxi-
mum power point resistance Rmp(So, To) ≈ 3.95 Ω , with the 
correct DC input impedance value Ro ≈ 50.2 Ω computed 
via (9). Since Ro ≫ R(o)

mp
 , the optimal duty cycle D ≈ 0.72 is 

relatively high. Hence, greater matching errors occur when 
D tends to zero rather than to unity. But D → 0 precisely 
when Rl is subestimated, i.e., ΔRl < 0 . For the same reason, 

the optimal � margin is asymmetrical and narrower at its 
ΔRl < 0 side.

Most importantly, the wide ΔRl margin for which opti-
mal efficiency was obtained demonstrates that PWHS-MPPT 
is robust with regard to estimation error. In this sense, it 
is concluded that, in practice, changes in Rl which may 
happen over time are not likely to impact PWHS-MPPT 
performance.

Conclusion

A novel and high-efficiency MPPT algorithm for PWHSs 
has been proposed. Its innovation consists in using meas-
urements from irradiance and temperature sensors, coupled 
with estimation of inverter input impedance, to perform ana-
lytical tracking. It fills a relevant research gap in the MPPT 
literature, since existing methods for PWHSs are either inef-
ficient or exceedingly sensitive to sample time selection. The 
proposed method was validated via computer simulations, 
whose results have shown it is: (a) more efficient than pre-
vious approaches; (b) insensitive to sample time; and (c) 
robust to estimation error. It is thus concluded that the objec-
tive set out in this work, namely proposing an efficient and 
simple to implement PWHS-specific MPPT method, has 
been achieved. It is important to note that the main limita-
tion of this study is that its practical application is restricted 
to PWHSs. However, in theory, it is valid for any PV sys-
tem with variable DC bus voltage and an impedance load. 

Fig. 9  Results for heating load mismatch simulation, which consist of 
a plot of � in terms of ΔRl and b time plot of p(t) for each constant-� 
interval
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In future work, we intend to investigate generalizations of 
PWHS-MPPT to three-phase PWHSs and how to improve 
the input impedance estimation by using fewer assumptions 
in its derivation.

Appendix A estimation accuracy

To assess the accuracy of (9), a simulation experiment is 
carried out in Scilab 6.1.0 as follows. An inverter with 
load Zl is directly fed by a constant voltage Vo = 100 V 
and the input DC current Io is recorded, thus enabling the 
computation of Ro . For this simulation, ma = 1 , mf = 25 , 
fc = 60 Hz and |Zl| = 1 Ω are considered. The simulation 
is iterated for �l = 0◦, 1◦,… , 89◦ and the obtained DC input 
impedance values Rsim

o
 are compared to those computed 

from (14), denoted as Rest
o

 , by means of the relative error:

The results are plotted in Fig. 10 and corroborate the analy-
sis carried out in “Comparison to other methods” section 
with respect to the validity of (9). The estimation error is 
relatively low for ranges other than the neighborhood of 
|�l| = 90◦ , in which it rapidly diverges due to violation of 
the instantaneous power conservation assumption. It is also 
noteworthy that error increases for very small power angles, 
which is explained by violation of the current harmonic fil-
tering assumption used when deriving Theorem 1. This is 
not a major drawback, since the inverter output filter (and, 
in practice, system inductances) ensure that, despite having 
a small value, �l does not tightly approach zero.

(A.1)e(�l) =
|Rsim

o
(�l) − Rest

o
(�l)|

Rsim
o

(�l)
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Abstract
The need for batteries will increase change from conventional vehicles to electric vehicles. Electric vehicles are used as an 
effort to reduce  CO2 emissions that can cause global warming. The acceleration for the development of the electric vehicle 
industry is also supported by Indonesia's ability to produce nickel which is a commodity in electric batteries. Battery waste 
that is not managed properly can cause environmental problems and result in human health due to hazardous and toxic 
materials waste. Battery waste also has economic value for its supporting metals. This recycling is also one of the measures 
to break down the excessive exploitation (mining) of nature which causes environmental damage and can reduce the cost 
of producing raw materials by around 50–70%. This study purpose to recycle battery waste in order to obtain quantitative 
data on the recovery of Ni and Co with hydrometallurgical techniques, where battery waste will be leached using sulfuric 
acid solution with the help of peroxide acid at a certain time, temperature and stirring speed. Optimization is done using the 
Behnken–Box where the variables reviewed are solid–liquid ratio variables (2–10% (S/L), acid concentration (0.5–2.5 M) 
and temperature (40–80 °C). The recovery optimization process of Ni and Co obtained optimal conditions at solid–liquid 
ratio of 2.5%, sulfuric acid concentration of 1 M, and temperature 80 °C which resulted Ni and Co recovery of 99.9 and 
97.8%, respectively, from experiment.

Keywords Lithium-ion batteries · Cobalt · Nickel · Recycling · Response surface methodology

Introduction

Currently, batteries are a viable alternative as energy drivers 
[1]. Future battery consumption will grow as demand for 
electric cars increases [2]. This is closely tied to the gov-
ernment's attempts to produce electric cars, which are still 
being refined. Electric cars are more energy efficient than 

conventional automobiles [3]. By 2030, it is expected that 
245 million electric vehicles will have been produced [4]. 
Nickel is the primary raw element in lithium-ion batteries, 
which contributes to the development of the electric vehi-
cle industry [5]. Abundant nickel ore deposits in Indonesia 
also contribute to the market's expansion [6]. As roughly 
a quarter of  CO2 is generated by the transportation sector, 
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electrification is a technological method to minimize air pol-
lution in crowded places with the goal of lowering green-
house emissions. This is done to minimize environmental 
pollutants and encourage healthy via the use of pollution-
free gasoline, which reduces emissions and has a low carbon 
footprint, as well as to combat climate change [7].

Lithium-ion batteries (LIBs) are used in electric cars due 
to their high capacity, high operating voltage, high energy 
density, low weight, and compact [8]. Increasing the perfor-
mance of electric vehicles also necessitates a higher density 
power supply. Increased battery use will inevitably lead to 
an increase in the number of spent batteries released into 
the environment. Obviously, this will lead to an increase in 
heavy metal pollution and a decline in environmental qual-
ity. Because the electrolyte includes ethylene carbonate, pro-
pylene carbonate, lithium hexafluorophosphate, etc., and the 
binder comprises polyvinylidene fluoride, battery waste is 
classed as hazardous and toxic materials [9].

The disposal of LIBs waste might cause health hazards 
by entering the food chain. Around 20% cobalt, 5–10% t 
nickel, 5–7% lithium, 15% organic compounds, and 7% poly-
mers make up LIBs, the exact proportions of which vary 
somewhat from different manufacturers [10]. According to 
Ordoez et al., [11], from the 4000 tons of LIBs trash gath-
ered in 2005, 1100 tons of heavy metals and over 200 tons 
of hazardous electrolytes were produced. Used LIBs that are 
discarded in the environment without treatment will pollute 
soil, ground water, rivers, and lakes, which may contaminate 
drinking, bathing, and washing water [12]. Cobalt overex-
posure to the nervous system may induce metallosis [13]. In 
addition to hazardous materials, LIBs waste also includes 
toxic compounds that pose grave hazards to ecosystems and 
human health [14]. Considering its application in electric 
cars, this battery's vast size necessitates special waste dis-
posal procedures.

According to Tang et al., [15], the global production of 
LIBs reached 2.05 billion in 2005 and 5.86 billion in 2012, 
and will progressively expand in the years to come. Future 
increases in the manufacture of electric cars will undoubt-
edly increase LIBs waste. In light of the aforementioned, it is 
vital to recycle spent batteries in an attempt to decrease envi-
ronmental contamination and boost their economic worth. 
This recycling operation is also a kind of assistance for the 
decrease of environmentally damaging ore mining as raw 
material. Hydrometallurgical recycling of spent batteries is 
one of solution to recover nickel and cobalt metals.

The hydrometallurgical process was selected owing to 
its cheap cost, simple procedure, low energy needs, envi-
ronmental friendliness as a result of the reduction of air 
and waste water emissions, and low toxic gas emissions, 
in addition to its high metal recovery purity [16, 17]. The 
Co recovery achieved by recycling LIBs for ranges from 
80 to 95% [10, 18], while the Ni recovery is 99% [16, 19]. 

According to Bankole et al., [20], battery recycling makes it 
possible to reduce energy consumption and  CO2 emissions, 
conserve natural resources, avoid mining and import of raw 
materials, minimize environmental toxicity, generate eco-
nomic benefits, reduce waste, and address safety concerns. 
For this reason, recycling of LIBs needs to be done to reduce 
environmental problems as well as to obtain precious metals 
nickel and cobalt.

In the near future, electric vehicles will replace conven-
tional vehicles. Electric vehicles powered by lithium-ion 
batteries are deemed capable of contributing positively to 
the environment. The usage of lithium-ion batteries is also 
the replacement of fossil fuels with renewable energy. In 
the long run. In line with Government Regulation No. 55 of 
2019 on the Program for the Acceleration of Battery-Based 
Electric Vehicles for Road Transportation, Indonesia will 
also use battery-powered electric vehicles [21]. Lithium bat-
teries are used in electric vehicles owing to their superior 
performance in terms of energy density, safety, and service 
life. The present demand for lithium batteries in Indone-
sia is fairly high, especially for annual power usage [22]. 
Indonesia anticipates that its domestic lithium-ion battery 
production for electric vehicles would increases by 2030, 
sufficient for millions electric automobile and motorbikes 
[23]. This lithium-ion battery forecast is further bolstered by 
the development of a lithium plant in Indonesia by a busi-
ness that will specialize in lithium batteries and manufacture 
lithium raw materials yearly with a nickel demand and a 
cobalt requirement [24]. Future lithium battery production 
forecasts must, of course, account for the resulting trash. In 
addition to building the lithium-ion battery energy sector, 
the Indonesian government is also exploring the processing 
of battery waste. Since 2015, these company has provided 
transportation, collecting, storage, usage, processing, and 
disposal services for battery trash, which will be disposed 
of via a recycling process by several state-owned enterprises 
(SOEs) [25].

In the report by Jung et al., [26], stated that leaching on 
Lithium Cobalt Dioxide  (LiCoO2) which is a cathode mate-
rial using sulfuric acid  (H2SO4) as a leaching agent. Mean-
while, for used lithium-ion battery cathode leaching using 
 H2SO4 as a leaching agent the reaction is very slow, this is 
because  LiCoO2 have bonds entities between the chemical 
properties of oxygen and cobalt (O–Co–O) comparable and 
so strong that breaking these bonds requires more energy 
[27]. Study by Sun & Qiu, [28] was found that 2 M  H2SO4 
was able to produce a leaching efficiency of 76%, while 
using 3 M  H2SO4 at 70 ºC achieved an efficiency of 99%. 
Increasing the acid concentration higher is not recommended 
because able to increase the consumption of reagents in the 
total recovery process and it is possible to damage the envi-
ronment. To increase the efficiency of leaching can use a 
lower acid. Roshanfar et al., [29] reported that adding  H2O2 
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as a reducing agent during the leaching process reduces  Co3+ 
to  Co2+.

The most important variables for metal recovery from 
LIBs waste are temperature, acid concentration, and solids-
to-liquids ratio [30]. Response Surface Methodology (RSM) 
can be used to discover optimum LIBs metal recovery condi-
tions. RSM is a statistical technique for designing factorial 
experiments that lowers the number of trials while assessing 
the effect of several factors on a desired result [31]. In addi-
tion, RSM permits the examination of several factors' effects 
on one or more response variables.

Tanong et al. investigated the parameters affecting the 
solubilization of metals from a mixture of waste batteries 
using the response surface approach [16]. Li et al. used 
response surface methods to optimize the synergistic leach-
ing of precious metals from used lithium-ion batteries by the 
sulfuric acid-malonic acid system [32]. Using a hydrother-
mal technique, Zhan et al. attempted to extract manganese 
from waste Zn–Mn dry batteries [33]. The optimization of 
operating parameters for the recovery of Ni and Co from 
lithium-ion batteries employing a leaching agent in the 
form of a strong acid using the RSM method has never been 
conducted, and this work is thought essential for resolving 
environmental concerns in addition to the recovery of nickel 
and cobalt as high-value metals.

The purpose of this investigation is to optimize the oper-
ating conditions for Ni and Co recovery from LIBs utilizing 
 H2SO4 as the leaching medium. By optimizing these operat-
ing parameters, it is possible to reduce the amount of energy 
and leaching medium utilized in the recovery process. RSM 
was used to investigate and optimize the impacts of tempera-
ture, acid concentration, and solid-to-liquid ratio on leaching 
Ni and Co recovery. Since no previous researchers has ever 
attempted something like that, we may claim this concept as 
our academic novelty and originality.

Materials and method

Materials and Sample preparation

The materials used are Lithium-ion Battery Waste which 
obtained from garbage dump in Semarang area,  H2SO4, as 
leaching media was purchased from Sigma-Aldrich (St. Louis, 
Missouri, USA),  H2O2,  HNO3, and HCl were acquired from 
Merck (Kenilworth, New Jersey, USA). Preparation of LIBs 
waste involves removing the LIBs casing and draining its con-
tent (then called ‘black mass’) which consisted of electrolyte, 
metal oxide, and carbon, by immersion in 5% NaCl for 24 h. 
Then, the material is crushed into smaller pieces utilizing 
crushing and burning at 700 °C for one hour in a Tunnel Kiln 
in order to remove polymers and impurities [34]. Afterward, 
separate the cathode powder by scraping the portion that is 

connected to the aluminum sheet or by washing the powder 
for one hour to separate it from the unneeded material. The 
de-ionized washing method is used to prevent the accumula-
tion of dust. The sample was then separated using a Shieve 
Shaker Retsch AS 400 (Haan, Germany) as the last step in 
preparation in order to get black mass with the size of 80 mesh. 
The material was then dried in an oven at 100 ± 5 °C for three 
hours. The black mass material is ready for use in the process 
of characterization, in which each analysis is conducted twice.

Characterization of black mass

The purpose of characterizing black mass was to determine 
its mineral composition, shape, and predominant constituents. 
Characterization of Black Mass utilizing XRF, XRD, and SEM 
equipment. The preparation for XRD and XRF testing should 
be in liquid form. The necessary preparation is dissolving the 
black mass with aqua regia which consists of concentrated HCl 
and concentrated  HNO3 with volume ratio of 3:1. XRF Rigaku 
Nex-CG (Tokyo, Japan) was used to measure black mass com-
position, while XRD Rigaku MiniFlex (Tokyo, Japan) was 
used to measure crystal elements from black mass, and SEM 
Phenom Pro X (Massachusetts, USA) was used to analyze the 
black mass morphology.

Leaching process

The leaching process is a step taken to extract solid–liquid 
cobalt and nickel metals that are present in solid shape in 
the shape of a cathode using an acid solution. Leaching 
has been done by immersing black mass into  H2SO4 and 
5%  H2O2 at a speed of 300 rpm for 90 min (Fig. 1). After 
completing the leaching process, the mixture was filtered 
to separate the filtrate (liquid phase) and residue/sediment. 
The calculation of the recovery value is shown in the fol-
lowing formula [13, 35, 36]

Fig. 1  Schematic diagram of experimental setup used for leaching 
tests
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The leaching  LiCoO2 with  H2SO4 involves reduction  Co3+ 
in the solid phase to  Co2+ in the liquid phase [23].  CoO2 
first time forming  Co3O4 solids when excess  H2SO4 will be 
changed to  CoSO4 which dissolves as shown in the reaction 
below [37]:

Total:

Optimization of Leaching by RSM and statistical 
analysis

Response surface method or responsive surface method 
is a collection of statistical and mathematical methods. 
Used to model the response that is influenced by more than 
one factor (independent variable), the goal is to optimize 
the desired response. The responsive surface method is 
the interaction between factors. The main principle of this 
method is to determine the influence between independ-
ent variables on the response or yield so that a model of 
the relationship between the independent variables and 
the response is obtained and the optimum conditions are 
obtained to obtain the best response. If there is a linear 
relationship between the independent variable and the 
response, then the order model can be used with Eq. (5) 
below [38]:

where Y is the response, Xi and Xj are independent vari-
ables, βo is the intercept and βi is the linear coefficient and 
ε is the error. The next step is to take the response surface 
function, then look for a combination of factors that produce 
a response to find the partial derivative of each factor [39]. 
The response design was carried out using Design Expert 
11 software with Box–Behnken. Some of the variables used 
in this study are fixed variables and independent variables. 
The fixed variable is the black mass particle size of 80 mesh; 

(1)

%Recovery =
Total metal content leached in acid

Total metal content dissolved in aqua regia
× 100%

(2)

4LiCoO2(s) + 3H2SO4 → Co3O4(s) + 2LiSO4(aq)

+ CoSO4(aq) + 3H2O + 1∕2 O2(g)

(3)
Co3O4(s) + 3H2SO4 → 3CoSO4(aq) + 3H2O + 1∕2O2(g)

(4)
4LiCoO2 + 6H2SO4 → 2Li2SO4 + 4CoSO4 + 6H2O + O2

(5)Y = 𝛽o +

k
∑

i=1

𝛽iXi +

k
∑

i=1

𝛽iiX2i +

k
∑

i=1

k
∑

i<1

𝛽ijXiXj + 𝜀

time for 4 h and a speed of 300 rpm. As for the independent 
variables can be seen Table 1 below.

This independent variable was chosen based on the 
consideration that the optimum temperature in the pre-
vious research test was 60 ºC. Therefore, the midpoint 
is at a temperature of 60 °C by designing the optimum 
temperature in the lower and upper limit ranges of 40–80 
ºC. For the same reason, the author also determines the 
lower and upper limits for solid liquids in the range of 
2–10% in order to get a mean value of 5%, and the con-
centration of  H2SO4 in the range of 0.5–2.5 M so that the 
median value is 1.5 M. While for the optimized response 
variable, namely recovery Ni  (Y1) and recovery Co  (Y2). 
Then, RSM will provide condition data that must be run 
in the laboratory to see the suitability of the model. There 
are 15 running that must be done based on Table 2 below.

Result and discussion

Discharging lithium‑ion battery

In order to prepare for the lithium-ion battery waste recov-
ery procedure, the remaining power or battery charge must 
be drained. The remaining battery power poses a possible 
threat to human safety since a short circuit between the 
batteries might produce a fire or explosion. By immersing 
the battery in a solution of pure salt (NaCl), which is read-
ily accessible and very inexpensive, the battery may be 
discharged or its residual power eliminated. Twenty-four 
hours were spent immersed in a 5%t NaCl solution. Below 
(Fig. 2) is the result of a 24-h immersion in 5% NaCl.

According to the results, 5% NaCl is able to drop the 
voltage of the lithium-ion battery by 98%, from 3.4533 
to 0.0664 V. During the process of immersing a lithium 
battery in a salt solution, gas bubbles will emerge slowly 
from the battery, but the longer the immersion duration, 
the higher the number of gas bubbles that will emerge 
from the exposed portion of the battery. The release of gas 
bubbles from the battery indicates the discharge process, 
which is an electrolytic reaction of NaCl salt solution. 
The discharge of the battery is shown in the response that 
follows [40] and the complete reaction can be shown in 
Eq. (6)–(12) below:

Table 1  Independent variables

Variable Unit Level

Low (− 1) Medium (0) High (+ 1)

Solid liquid % 2 6 10
H2SO4 Concentration M 0.5 1.5 2.5
Temperature ºC 40 60 80
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(6)2NaCl → 2Na + Cl2

(7)2H2O + 2Na ⇌ 2NaOH + H2

(8)2H2O → 4H2 + O2

(9)Cl2 + H2O ⇌ HCl + HClO

(10)2Al + 2NaOH + 2H2O ⇌ 2NaAlO2 + 3H2

(11)NaAlO2 + HCl + H2O ⇌ Al(OH)3 + NaCl

In Eq. (6), electrolysis of NaCl salt is followed by the 
formation of sodium hydroxide in Eq. (7); moreover, elec-
trolysis of water (Eq. (8)) is followed by the synthesis of 
Al(OH)3 in Eq. (11). When utilizing a conductor such as Cu 
for short-circuit current between the positive and negative 
electrodes, the method of draining the battery differs from 
electrolysis of a NaCl salt solution. Based on this reaction, 
bubbles of gases such as  Cl2,  H2, and  O2 are produced. The 
white foam produced by soaking is aluminum hydroxide, 
which is created throughout the process.

Characterization of black mass

SEM analysis

Tests using SEM–EDS were carried out to analyze or 
characterize the chemical elements present in the sample 
by using X-ray excitation. SEM–EDS analysis produced a 
peak of the electromagnetic emission spectrum of the atomic 
structure of each typical element. Tests using SEM–EDS 
were carried out three times at different extraction locations 
to ensure that the metal content in the black mass powder 
was evenly distributed in other parts. SEM was carried out 
to obtain the initial morphology of the black mass before 
and after leaching [41]. Figure 3 (left) shows the black mass 
with 5000 × magnification. It can be observed that the black 
mass is made up of metals, metal oxides, and carbon, with 
carbon being dark in color and metal or metal oxides being 
lighter in color due to light reflection. LiCoO2 is thought 

(12)NaOH + HCl ⇌ NaCl + H2O

Table 2  Research results based on recovery Ni and Co (Experimental vs. Predicted)

Run X1: solid–liquid 
ratio (%)

X2:  H2SO4 
(M)

X3: temp (C) Ni recovery Co recovery

Experiment Predicted Error Experiment Predicted Error

1 10 0.5 60 75.7 80.8 − 5.06 70.3 75.0 − 4.68
2 6 2.5 40 99.9 101.5 − 1.63 93.9 94.3 − 0.40
3 2 0.5 60 99.9 99.2 0.69 99.9 101.4 − 1.47
4 6 2.5 80 94.9 97.7 − 2.75 97.1 96.6 0.55
5 6 0.5 80 99.9 98.3 1.62 89.9 87.5 2.40
6 6 1.5 60 96.8 97.5 − 0.73 93.5 91.8 1.70
7 10 1.5 80 99.9 96.5 3.44 82.4 82.7 − 0.32
8 2 1.5 80 99.9 102.2 − 2.31 97.8 101.3 − 3.52
9 6 1.5 60 99.9 97.5 2.37 99.4 91.8 7.60
10 10 2.5 60 94.9 95.6 − 0.69 93.9 96.7 − 2.82
11 2 2.5 60 97.7 92.6 5.06 94.5 94.1 0.38
12 6 1.5 60 95.9 97.5 − 1.63 92.9 91.8 1.10
13 6 0.5 40 95.4 92.7 2.75 90.3 88.9 1.45
14 2 1.5 40 99.9 103.3 − 3.44 91.6 94.2 − 2.58
15 10 1.5 40 95.9 93.6 2.31 89.6 89.0 0.63

Fig. 2  Battery voltage analysis during discharging process
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to be the light-colored particles. The size of these particles 
ranges from 6 to 18 µm, with an average of 10.7 ± 4.4 µm. 
The boundary between Co and O, or cobalt oxide, may also 
be seen via element mapping on the surface of  LiCoO2 
particles. Meanwhile, according to the EDS findings in 
Fig. 3 (right), the proportions of Co, O, and C were 62.53%, 
26.82%, and 10.65%, respectively, with Co dominating the 
element composition. This is not too much different from 
the research conducted by Nshizirungu et al., [13] is Co of 
62.86, O is 31.60 and C is 5.54%. SEM/EDS analysis con-
firmed residual carbon along with  LiCoO2 cathode material 
as a result of organic combustion. The carbon source can be 
acetylene black which is used for cathode conductivity in 
electronics [42].

XRD analysis

X-ray diffraction (XRD) is also used to determine the 
phase purity and crystallinity of the black mass sam-
ple (Fig. 4). The black mass is characterized as  LiCoO2, 
 Li0.06Mg0.03Mn0.44Ni0.03O, and graphite, which is supported 
by research conducted by Nshizirungu et  al., [13] and 
Esmaeili et al., [43] wherein  LiCoO2 is produced in the black 
mass. The existence of  LiCoO2 in the black mass shows that 
valuable metals may still be recovered, in addition to the fact 
that graphite is a by-product of heating at 700 °C for one 
hour. Because carbon is inert throughout the leaching pro-
cess, graphite will rise after the leaching process, and vice 
versa,  LiCoO2 will decrease after the leaching process [44].

During the drying process,  HCoO2 may decompose, 
resulting in the presence of CoO in the peeled powder. Due 
to the release of HF at high temperatures, it is possible 
to identify  Co3O4 as the PVDF binder in cathode materi-
als, which results from the transition of  LiCoO2 [45–47]. 
When compared to  Co3O4, leaching CoO in acid solution 
requires no additional reductant. The average grain size of 
black matter was 25.12 nm, higher than the average size in 

the SEM image. During XRD analysis, agglomeration of 
certain particles may have happened.

XRF analysis

The XRF analysis results are shown in Table 3 below. 
Based on the test, the XRF equipment analyzes the metals 
Mg, Al, Ca, Cr, Mn, Fe, Co, Ni, Cu, and Zn. It is known 
that the concentrations of Ni in solution are 21.7% and Co 
in solution is 30.4%, which are the concentrations of Ni 
and Co before to leaching and will serve as a reference for 
the recovery of Ni and Co after leaching. Each acquired 
result will be compared in order to determine the optimal 
circumstances for each step. This comparison is based on 
the nickel and cobalt metal content recovery percentages.

Fig. 3  SEM images of black 
mass and its EDS spectra with 
element mapping. Arrow shows 
the distribution of elements in 
 LiCoO2

Fig. 4  Characterization of Cathode Black Mass
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Optimization of leaching using response surface 
methodology (RSM)

To ensure that the projected model accurately estimates the 
experimental data, it must be tested against a set of experi-
mental data. The coefficient of determination  (R2) must be 
strong in an experimental model. According to the ANOVA 
in Table 4, the  R2 value for nickel recovery is 0.778, while 
 R2 for Co recovery is 0.842.

At every phase in the design, Predicted Residual Sum 
of Square (PRESS) is used to anticipate the model. It has 
a good model since the press values for Ni recovery and 
Co recovery are 1730.82 and 390.7, respectively. To get a 
decent result, the p-value may also be shown. The P value 

is used to demonstrate that the created model's prediction 
parameters are statistically significant. A valid p-value is 
less than 0.05. In Table 4 for Ni recovery, the model has 
a p value more than 0.05, but in Table 5 for Co recovery, 
those with model yields greater than 0.05 are β3 C, β13 AC 
and β23 BC. The P value is used to prove that the predic-
tion parameters of the developed model are significant. 
A lack of fit test was also run to determine the dispar-
ity between the second order models. The p-value is the 
parameter that influences the lack of fit. A good model is 
one in which there is no lack of fit (does not accept  Hi).

Based on the Ni recovery hypothesis presented in Table 4, 
a decent model does not accept Hi or p-values less than 5%. 
In the meanwhile, based on Table 5, the p-value for recovery 

Table 3  Results of black mass 
composition using XRF

Element (%)

Mg Al Ca Cr Mn Fe Co Ni Cu Zn

Black mass 1.244 0.987 0.084 0.040 26.0 4.4 30.4 21.7 15.0 0.372

Table 4  Estimated regression 
coefficients for the quadratic 
polynomial model of Ni 
recovery

Parameter Predicted coefficient Standard error DF p value

β0 Intercept 97.53 2.78 1 0.2391
β1 A–Solid–Liquid Ratio − 3.88 1.7 1 0.0717
β2 B–[H2SO4] 2.06 1.7 1 0.2795
β3 C-Temperature 0.4375 1.7 1 0.8073
β12 AB 5.35 2.41 1 0.0767
β13 AC 1 2.41 1 0.6949
β23 BC − 2.37 2.41 1 0.3689
β 11  A2 − 2.05 2.5 1 0.4493
β22  B2 − 3.43 2.5 1 0.2291
β33  C2 3.42 2.5 1 0.2301
Lack of fit 3 0.1119 (p > 0.05)
Pure error
R2 0.7782 Adj  R2 0.3792
Press 1730.82 RMSE 23.15

Table 5  Estimated regression 
coefficients for the quadratic 
polynomial model of Co 
recovery

Parameter Predicted coef-
ficient

Standard error DF p Value

β0 Intercept 91.8 1.01 1 0.0072
β1 A–Solid–Liquid Ratio − 5.95 1.38 1 0.0026
β2 B–[H2SO4] 3.62 1.38 1 0.0303
β3 C–Temperature 0.225 1.38 1 0.8745
β12 AB 7.25 1.95 1 0.0059
β13 AC − 3.35 1.95 1 0.1244
β23 BC 0.9 1.95 1 0.657
Lack of fit 6 0.5102 (p > 0.05)
Pure error 2
R2 0.8415 Adj  R2 0.7226
Press 390.7 RMSE 15.24
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Co is larger than 0.05, hence  H0 is approved or there is no 
lack of fit. Based on results of the conducted experiments, 
Tables 4 and 5 serve as a response surface model for solid 
liquid, acid concentration, and temperature. The resultant 
model is a re-arrangeable mathematical equation: Yield 
Recovery Ni or Co equals Y, Solid–Liquid equals  X1, acid 
concentration equals  X2, and temperature equals  X3, so:

The generated model will be deemed precise enough to 
accurately forecast the real process conditions. In addition 
to the three statistical tests listed above, it is necessary to 
conduct a test based on the magnitude of the divergence 
between the actual value of the experiment and the value 
predicted by the model.

Interaction between variables

Interaction between concentration of  H2SO4 and solid–
liquid ratio

It is evident from Fig. 5a and b that the concentration of sulfu-
ric acid and the solid-to-liquid ratio are related. The red color 
of the contour implies that the more the recovery, the greater 
the red color. In fact, the ratio of solid liquid to changeable 
acid content has a good effect on the recovery of Ni and Co 

(12)

Ni Recovery = 97.5333 − 3.875 X1 + 2.0625 X2

+ 0.4375 X3 + 5.35 X1X2 + 1X1X3

−2.375 X2X3 − 2.05417 X2
1
−3.42917 X2

2

+ 3.42083 X2
3

(13)

Co Recovery =91.8−5.95 X1 + 3.625 X2 + 0.225 X3

+ 7.25 X1X2−3.35 X1X3 + 0.9 X2X3

in the contour region of 2–4%. According to studies by Jha 
et al. [48], the proportion of Li and Co leaching reduced as 
pulp density increased. At low pulp density, the surface area 
per unit volume of solution is greater, resulting in a higher 
leaching percentage, while raising the density decreases the 
available surface area per unit volume of solution, result-
ing in a lower leaching percentage. The rate of reaction in 
diffusion-controlled leaching processes is proportional to the 
differential between the lixiviant concentration at the mineral 
reaction surface and the concentration in the bulk solution 
[49]. Increasing acid concentration raises the concentration 
gradient, which accelerates the diffusion of the dissolved acid 
reactant to the reaction surface, hence accelerating leaching. 
With an increase in temperature, the rate-limiting step shifted 
from chemical reaction limited to diffusion restricted.

Interaction between temperature and solid–liquid ratio

Figure 6a and b depicts the relationship between tem-
perature and solid–liquid ratio during the recovery of 
nickel and cobalt. A rise in temperature will accelerate 
the pace of the reaction [19]. But an increase in the per-
cent solid–liquid ratio has the opposite effect. At a per-
centage solid—liquid ratio of 6–8%, the value of recovery 
declined, particularly for Co. For Co and Ni, trends in the 
influence of temperature on leaching were identified. The 
greatest temperature increases the amount and velocity 
of leaching. At higher temperatures, responding species 
contain more energy, leading to a rise in the proportion 
of species with adequate energy to react, which, accord-
ing to the Arrhenius equation, raises the rate of reaction 
[50–53]. Kinetics of leaching as a function of Solid–liquid 
ratios. Sulfuric acid solution interacted with the powdered 
 LiCoO2 sample in a liquid–solid non-catalytic reaction. 

Fig. 5  Interaction 3D Surface of  H2SO4 and Solid–Liquid Ratio on Recovery of a Ni and b Co
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It is possible to determine the kind of response using a 
shrinking-core model. The shrinking-core model is based 
on the premise that the reaction will start at the particle's 
outer surface [54]. Precipitated of product gets into fluid 
during intense rotation, resulting in a decreasing core of 
unreacted solid during intermediate conversions. The next 
section will establish which step has the most impact on 
 LiCoO2 leaching.

Interaction between temperature and  H2SO4

Figure 7a and b demonstrates that high temperature and 
 H2SO4 result in greater Ni and Co recovery. According 
to research Takacova et al., [44], a leaching temperature 
of 80 °C enables the complete recovery of Co. A further 
rise in temperature to a level near to the boiling point will 

accelerate the process. According to the Arrhenius equa-
tion, the rate of leaching will rise exponentially for chemi-
cal reaction-controlled systems. There are no complete data 
on the influence of temperature on the solubility of these 
metal organic acid complexes, although leaching evidence 
shows that the solubility of the metal sulfate complexes 
rises with temperature. After the equilibrium of leaching 
has been attained, the metal recovery in solution decreases 
in all temperature. As the pH of the leaching solution rose 
over time, metals precipitated as hydroxides. Li et al. [55] 
also observed a decline in metal concentrations, which they 
ascribed to hydroxide precipitation. The second potential 
cause is the adsorption of metal ions onto the carbon elec-
trode, which decreases the metal concentration in solution 
over time. The concentration of sulfuric acid has little influ-
ence on the rate of metal leaching. There was sufficient 

Fig. 6  Interaction 3D Surface of Temperature and Solid–Liquid Ratio on Recovery of a Ni and b Co

Fig. 7  Interaction 3D Surface of Temperature and  H2SO4 on Recovery of a Ni and b Co
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surplus acid in solution to describe the leaching reaction 
rate as a pseudo-zero-order function of acid concentration.

Optimization of model

Following a series of analytical procedures, the software 
design expert will offer Table 6 with optimization ideas based 
on the supplied design. Table 6 provides recommendations 
for the recovery of Ni and Co when leaching used lithium 
batteries: 2.0% (S/L); 1.5 M  H2SO4 at a temperature of 80 °C 
will generate the highest result for Ni and Co recovery. Veri-
fication of the model done research again in the laboratory 
to look at the suitability of the experimental results with the 
model obtained. Experimental verification was carried out on 
2% solid–liquid ratio; 1.5 M Acid concentration and at 80 °C 
resulted in Ni and Co recovery of 99.9 and 97.8%, while 
the predicted values for optimization of Ni recovery and Co 
recovery were 101.761% and 101.087%, or in other words Ni 
and Co are fully recovered. From these results, the tolerance 
value for predictions and experiments can be calculated, for 
Ni recovery of 1.83% and Co recovery of 3.25%.

Challenge and future prospect

Increasing electric vehicle potential will undoubtedly increase 
the amount of lithium-ion battery trash that must be con-
trolled. Even though they do not need fossil fuels, which are 
difficult to replenish, electric vehicles have a service life of 
around 10 years. After that point, you must replace it with a 
new one, particularly the old electric battery. Future obstacles 
will include the handling of battery waste. Due to the presence 
of dangerous and hazardous substances that might harm the 
environment, the battery waste management system must be 
adequate. Still included in battery trash are important metals 
such as lithium, nickel, cobalt, aluminum, and manganese. 
Utilizing the recycling process, from which useful compo-
nents may be extracted and reused, is undoubtedly the best 
method for managing battery waste. Recycling offers several 
options, including bioleaching, pyrometallurgical, and hydro-
metallurgical processes. Utilizing bacteria/microbes capable 
of oxidizing metals at 37 °C, bioleaching or bio-mining is 
conducted. In the bioleaching process, there is no carbon 
footprint and reduced pollutants [56]. In the meanwhile, the 
pyrometallurgical method of recycling used batteries will 

be expensive due to the specialized equipment required to 
combat the toxic pollutants produced by the smelting pro-
cess. In this investigation, a hydrometallurgical method using 
a waste-metal-extracting solution was selected. Hydrometal-
lurgical technology is the use of a solution to extract a mineral 
or metal. The benefits of the hydrometallurgical process are 
cheap cost, a simple process, low energy needs, environmen-
tal friendliness as a result of the reduction of air and waste 
water emissions, and low hazardous gas emissions [16]. The 
use of sulfuric acid in the hydrometallurgical process pre-
sents a barrier since sulfuric acid is corrosive and requires 
specific treatment. However, this sulfuric acid is recyclable 
and reusable accordance with reference paper [57]. Utilizing 
a nanofiltration membrane, it is possible to recycle sulfuric 
acid. This approach is ecologically beneficial for the recov-
ery of diverse acid solutions from industrial acid effluent, 
since the membrane-based nanofiltration process generates 
superior selective acid permeation and acid stability. Other 
study by Wang et al., used diffusion dialysis to recover sul-
furic acid from coal acid leaching [58]. With the addition of 
pure acid, sulfuric acid may be reused in the leaching process, 
as demonstrated by the excellent separation of sulfuric acid 
recovery. Opportunities and hopes for the use of battery waste 
recycling include reducing the impact on the environment; 
furthermore, in the future, the management of battery waste 
through the recycling process will become a circular economy 
and foster the growth of a new economy, as battery waste still 
contains reusable components [59]. A further advantage of 
battery waste management is that it is capable of conserving 
natural resources with minimal mineral content, so that in its 
implementation it is also capable of conserving energy from 
the mining process to metal extraction and reducing import 
reliance on battery raw materials. Recycling used batteries 
may potentially cut the price of rather costly electric vehicles.

Conclusion

This research examines the recycling or recycling of lith-
ium-ion batteries in order to get the valuable metals nickel 
and cobalt utilizing hydrometallurgical procedures and 
tools such as SEM, XRD, and XRF. Using the Response 
Surface Method based on the Box–Behnken equation, 
the percentage of solid liquid, acid concentration, and 

Table 6  Optimization by RSM Variables Optimum 
condition

Value of response

Predicted Experiment Error (%)

Solid–Liquid Ratio (%) 2 Recovery Ni (%) 101.761 99.9 1.83
Acid Concentration (M) 1.5 Recovery Co (%) 101.087 97.8 3.25
Temperature (ºC) 80
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temperature that influence nickel and cobalt recovery 
were observed. Solid liquid is measured between 2 and 
10% to get a mean value of 5%;  H2SO4 concentration is 
measured between 0.5 and 2.5 M to obtain a mean value of 
1.5 M; and temperature is measured between 40 and 80 °C 
to obtain a mean value of 60 °C. The RSM-based opti-
mization approach generates an optimum condition that 
illustrates the correlations between the relevant variables. 
The best conditions for the recovery of Ni and Co were 
found to be 2.0% (S/L), 1.5 M  H2SO4 concentration, and 
temperature of 80 °C, which resulted Ni and Co recovery 
of 99.9 and 97.8%, respectively, from simulation, as well 
as 101.761% and 101.087% from verification experiment.
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Abstract
Mathematical modelling of photovoltaic modules is substantial for performance analysis of PV cell. So, improved electro-
magnetism-like algorithm and differential quadrature approach are implemented to evaluate the parameters of photovoltaic 
single-, double- and three-diode model. Three tested cases are investigated on various PV systems like Kyocera polycrystal-
line (KC200GT), polycrystalline (Solarex MSX-60) and monocrystalline (R.T.C France). A MATLAB code is designed to 
solve this problem. The validity of the presented algorithms is explained by comparison of the computed results with other 
studied methods and calculating various statistical errors. Also, the results are verified by 10 different experimental I–V 
sets under various meteorological conditions for every panel. It’s found that the solutions of the presented approaches show 
high convergence speed and accuracy compared with different results where the standard deviation of the root mean square 
error reached 4.31E−4 A between calculated results and experimental measured data and achieved less CPU execution time 
1.269 s for R.T.C France. Furthermore, various changed conditions including cell temperature and irradiance conditions 
are used to validate each method. Also, we compute the maximum power point to get the efficiency of each solar cell where 
PDQM achieves the best value of efficiency as 16.564 and fill factor = 74.5103 with CPU time = 0.520 s for KC200GT solar 
panel. Calculation solutions display that the presented techniques can obtain higher parameters identification precision.

Keywords Photovoltaic · Single diode · Double diode · Triple diode · Electromagnetism-like algorithm · Differential 
quadrature approach

Introduction

Recently, renewable energy sources (RES) have been used 
in generating electricity in various parts of the world. Solar 
photovoltaic (PV) is represented as a form of RES, where 
at the end of 2020 the capacity of PV reached 713 GW [1]. 
Technologies of PV are being developed using different 
types of semiconductors. These types are monocrystalline, 
polycrystalline or amorphous which are used to convert solar 
energy to useful electrical energy [2].

Improving these systems efficiency requires an accurate 
modelling for performance estimation. Therefore, a precise 

evaluation modules parameters are highly significant in 
increasing the PV module quality through fabrication and 
module modelling. Also, the calculation of these parame-
ters by mathematical modelling can play a major role in the 
simulation, optimization, performance evaluation, control 
and supervision of solar cells. But the major drawback in 
precise modelling is the information absence about the accu-
rate values of these parameters. At maximum power point 
(MPP), PV cell can supply maximum power, but this MPP 
will change when the solar irradiance and the temperature of 
PV module vary. Therefore, it’s substantial to evaluate MPP 
for different irradiances and temperatures. It can be done by 
precise modelling of PV module. The electrical modelling 
of PV module should demonstrate whole of losses within 
PV modules and the current–voltage (I–V) characteristics 
of PV systems [3].

The perfect modelling of PV module is implemented as 
a photogenerated current (Iph), where it is proportional to 
the solar irradiance (G) falling on it. Although actual Iph 
varies because of the electrical and optical losses into the 
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positive–negative (p–n) junction of the PV model, which 
guide to the single-diode model (SDM) of the PV system, 
for getting high accurate modelling of the PV model losses, 
the double-diode model (DDM) is used in appearing recom-
bination in the space charge region (SCR) in addendum to 
SDM losses. Recently, the three-diode model (TDM) was 
displayed to explain previous losses and recombination 
in defect regions and grain border. The number of SDM 
parameters are five parameters which are, Iph, series resist-
ance (Rs) that is wiring and contact losses, parallel resistance 
(Rsh) that is leakage current losses within the p–n junction, 
and diode parameters are reverse saturation current (Io) 
and ideality factor (A). Also, DDM is introduced as seven 
parameters (five parameters of SDM plus 2 parameters of 
the second diode). TDM is represented as nine parameters 
(seven parameters of DDM plus 2 parameters of the third 
diode) [4].

The modelling operation can be split into preparation of 
the mathematical model of the PV system and the algorithms 
of parameters estimation. The main challenge in PV cell 
is famed via the nonlinearity, instability and complexity of 
(I–V) and power–voltage (P–V) characteristics equation. 
The link between photovoltaic (I–V) is both nonlinear and 
implicit and it is based on various factors like irradiance 
(G), module temperature (T) and its distribution, wire losses, 
spectrum, dust accumulation, shading and soiling. So, it's 
necessary to product a high precise mathematical model that 
can best find the ideal behaviour and represent the relation-
ship between (I–V). Many mathematical techniques have 
been advanced to describe the electric and thermal manner 
of PV cell with a various plane of complexity [5].

These parameters influence directly on the efficiency of 
the full PV- module. So, it must determine these parameters. 
To estimate the optimal values of these parameters, much 
research offered various methods which may be analytical, 
numerical and meta-heuristic techniques. Analytical tech-
nique is characterized by speed of computation and accurate 
solutions [3]. Khatib et al. [4] introduced a group of corre-
lation to evaluate the PV parameters under meteorological 
variables. Lim et al. [5] presented the analytical approach to 
derive the parameters of (SDM) depending on comprehen-
sive calculation and I–V curve. Numerical methods depend 
on some algorithms which deal with each point on the PV 
property curve [6]. Villalva et al. [7] proposed a numeri-
cal technique for solving PV model. A major drawback of 
numerical methods is wanting the many of calculation and 
time to obtain the accurate solutions. Also, these methods 
are gives slow convergence when the number of parameters 
to be evaluated increasing [8]. Stochastic optimization is 
introduced to cope the drawback of exact and numerical 

approaches by beginning the optimization with indiscrimi-
nate parameters in the consideration area [9]. Between sto-
chastic optimization methods, meta-heuristic techniques are 
the ultimate common, where meta-heuristic algorithms are 
used as stochastic optimization methods to obtain the con-
vergence and efficiency of determination the value of PV 
parameters. Also, genetic algorithm, wind-driven optimiza-
tion, Harris Hawks optimization and coyote optimization 
algorithm are the most common example for evolutionary 
and swarm intelligence algorithms. Recently, artificial intel-
ligence assisted meta-heuristic algorithms to study the most 
complicated, multi-variable problems [10].

Many algorithms developed to evaluate the optimal 
parameters of PV system. Among them, Ismail et al. [11] 
and Moldovan et al. [12] applied a genetic algorithm to get 
the parameters of PV system using different temperatures 
and irradiances. Benkercha et al. [13] combined flower pol-
lination algorithm (FPA) with the feature of independency 
on initial conditions to evaluate the parameters of PV sys-
tem. Hasanien [14] applied shuffled frog leaping algorithm 
(SFLA) to define the values of parameters of SDM. Jacob 
et al. [15] investigated artificial immune system (AIS) for 
solving parameter evaluation of (DDM). Soon and Low [16] 
proposed particle swarm optimization (PSO) together with 
opposite barrier constraint to obtain the values of PV cell 
parameters. Ebrahimi et al. [17] introduced flexible particle 
swarm optimization (FPSO) to solve PV cell model. Other 
algorithms such as simulated annealing algorithm (SA) 
[18], wind-driven optimization (WDO) [19], pattern search 
(PS) [20, 21], crow search algorithm (CSA) [22], coyote 
optimization algorithm (COA) [23], imperialist competi-
tive algorithm (ICA) [24], whale optimization algorithm 
(WOA) [25–29], sunflower optimization algorithm (SFO) 
[30], Harris Hawks optimization (HHO) [31], grasshopper 
optimization algorithm (GOA) [32], total error minimization 
(TEM) [33], marine predators algorithm (MPA) [34], tree 
growth-based optimization algorithm (TGA) [35], artificial 
bee colony algorithm (ABC) [36, 37], guaranteed conver-
gence particle swarm optimization (GCPSO) [38] and per-
formance-guided JAYA algorithm (PGJAYA) [39]. Haider 
et al. [40] introduced electromagnetism-like algorithm to 
optimally evaluate associated parameters of DDM. Tan et al. 
[41] developed electromagnetism-like mechanism algorithm 
for the optimization of a PV system. Ridha et al. [42] offered 
improved electromagnetism-like algorithm (IEM) to get the 
parameters of a SD PV system.

Differential quadrature (DQ) is a numerical approach for 
studying differential equations. The DQ technique defines as 
the derivative of a function at each position through a linear 
summation of every functional value over a mesh line. The 



355International Journal of Energy and Environmental Engineering (2023) 14:353–377 

1 3

estimation of solution depends on determining the weighting 
coefficients and grid points. PDQ approach produces highly 
accurate results and stability with the initial and boundary 
value problems at less CPU time [43–45]. This method 
reduced PV equation to a collection of nonlinear algebraic 
equations.

In this work, improved electromagnetism-like algorithm 
and differential quadrature approach are employed to esti-
mate of the five, seven and nine parameters of the PV system. 
The development of this technique is adopted by developed 
nonlinear equation of the domestic search move. Moreover, 
the process computation of the gross force is simplified to 
minimize the complication of the calculated IEM algorithm. 
Three cases of PV generating are examined like Kyocera 
polycrystalline (KC200GT), polycrystalline (Solarex MSX-
60) and monocrystalline (R.T.C France). A MATLAB code 
is designed to solve this problem. A real 10 measured I–V 
data are applied to validate the presented methods and com-
pared the results with other solutions. Also, the solutions are 
verified with other approaches depending on different statis-
tical criteria. Then, the computed results display the supe-
riority of the presented schemes as it attains less error, less 
CPU time and a smaller number of evaluations of the objec-
tive function. Further, various changed conditions including 
different temperatures and radiation intensities are used to 
validate this method. Further, a maximum power point and 
fill factor are calculated to get efficiency of each solar model.

Mathematical modelling

The PV system can be expressed as a mathematical model 
which is formed by three models, SDM [46, 47], DDM [47] 
and triple-diode model [31].

Single‑diode model (SDM) of the PV system

The electrical equivalent circuit of SDM of the PV system 
is offered in Fig. 1. By applying Kirchhoff’s Current Law, 
the output current (I) of the solar model can be expressed 
as [46, 47]:

where V is the output voltage, Iph is the photocurrent, ID is 
the current through the diode, Io and A are the saturation 
current and ideality factor of the diode, Rs and Rsh are series 
and parallel resistance. Vt is the thermal voltage for PV cell 
which equal [46, 47]:

where K, q and T are Boltzmann constant, electron charge 
and cell temperature.

Double‑diode model (DDM) of the PV system

From Fig. 2, it can be observed that there are two diodes to 
get more accurate voltage–current properties.

The current–voltage (I–V) equation for DDM can be for-
mulated as [47]:

where Io1 and Io2 are saturation currents of first and second 
diodes D1, D2. A1 and A2 are the ideality factors of the two 
diodes D1 and D2.

(1)I = Iph − ID − Ish = Iph − Io

(
e

V+I Rs

A Vt − 1

)
−

V + I Rs

Rsh

(2)Vt =
K T

q

(3)

I = Iph − ID1 − ID2 − Ish = Iph − Io1

(

e
V+I Rs
A1Vt − 1

)

− Io2

(

e
V+I Rs
A2Vt − 1

)

−
V + I Rs

Rsh

Fig. 1  SDM of PV system

Fig. 2  Equivalent circuit of DDM
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Triple‑diode model (TDM) of the PV system

Figure 3 exhibits the electrical circuit for triple-diode model 
where three diodes used to increase the performance of the 
PV system.

Depending on the Kirchhoff current rule, the equation of 
output current is written as follows [31]:

where Io1, Io2 and Io3 are the saturation currents of 1st, 2nd 
and 3rd diodes D1, D2 and D3. A1, A2 and A3 are the ideality 
factors of the three diodes D1, D2 and D3.

It’s found that Iph, Io, Rsh, Rs and Vt are dependent on 
both radiation and temperature as follows [48]:

(4)

I = Iph − ID1 − ID2 − ID3 − Ish = Iph − Io1

(

e
V+I Rs
A1Vt − 1

)

− Io2

(

e
V+I Rs
A2Vt − 1

)

− Io3

(

e
V+I Rs
A3Vt − 1

)

−
V + I Rs

Rsh

(5)Iph =
G

Gstc

Iph, stc(1 + ki (T − Tstc))

(6)Io = Io,stc

(
T

Tstc

)3

exp

((
q Eg

k

) (
1

Tstc

−
1

T

))

(7)Rs = Rs, stc

where Gstc and Tstc are irradiance and cell temperature at 
short circuit, G and T are irradiance and cell temperature at 
known operating condition.

Objective function formulation

To evaluate the parameters of PV systems, the minimiza-
tion error between experimental and computed currents 
is needed. Thus, we want objective function to solve the 
optimization problem. So, root mean square error (RMSE) 
between the experimental current (Ie) and the computed 
current (I) is the best choice as objective function. Here, 
it is necessary to utilize a dataset of N samples of experi-
mental current for each PV module. So, the objective func-
tion can be described as [25–27]:

where � represents five, seven and nine parameters for PV 
systems, and N is the number of experimental data.

For SDM

For DDM

(8)Rsh =
Gstc

G
Rsh, stc

(9)Vt =
T

Tstc

Vt, stc

(10)F(�) = RMSE (�) =

√√√√ 1

N

N∑
i=1

f (Vei
, Iei

, �)2

� =
[
Iph, Io, A, Rs, Rsh

]

(11)

F(�) =

√√√√ 1

N

N∑
i=1

(
Iei

− Iph + Io

(
e

Vei
+Iei

Rs

A Vt − 1

)
+

Vei
+ Iei

Rs

Rsh

)2

� =
[
Iph, Io1, Io2, A1, A2, Rs, Rsh

]

(12)F(�) =

√√√√ 1

N

N∑
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(
Iei

− Iph + Io1

(
e
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)
+ Io2

(
e
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)
+
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+ Iei
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Rsh

)2

Fig. 3  Three-diode PV model
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For TDM

where RMSE is a comparison with the calculated current 
and Iei

 experimental PV current, Vei
 is experimental PV volt-

age, N is points of I–V curve. Finally, mathematical model-
ling section displays the electrical equivalent circuit and the 
output current equation of SDM, DDM and TDM in Eqs. (1), 
(3) and (4), respectively. Furthermore, the computed out-
put current is utilized for extracting the objective function 
through the Root Mean Square Error (RMSE) between the 
experimental current (Ie) and the computed current (I).

Solution of the problem

Two different schemes, improved electromagnetism-Like 
algorithm and differential quadrature method are used to 
evaluate the estimated 5, 7 and 9 Solar cell parameters and 
determine maximum power point to get the efficiency and 
fill factor of each solar cell, as follows:

Improved electromagnetism‑like mechanism 
algorithm

Owing to the easy and efficiency of EM approaches in 
solving many mathematical engineering and programming 
problems, so it is using in evaluating the parameters of PV 
system.

In general, the search technique of EM can be separated 
into its exploration and exploitation parts. The EM algo-
rithm initiates with a population of randomly generated 
points from the feasible region. The exploration part of EM 
proceeds a much global search by shifting the particles in 
accordance with the superposition theorem. EM simulates 
the attraction–repulsion mechanism of charges to obtain a 
global optimal solution by using bounded variables. Parti-
cles with better objective values will apply attracting forces 
while particles with worse objective values will apply 
repulsion forces onto other particles. The particles are then 
shifted based on superposition theorem and they are uti-
lized to find a direction for every point to move on subse-
quent iterations. The regions that have maximum attraction 
will indicate other points to move towards them. As well, a 
repulsion is also introduced to search a new region for better 

� =
[
Iph, Io1, Io2, Io3, A1, A2, A3, Rs, Rsh

]
.

(13)F(�) =

√√√√ 1

N
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+ Io2
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A2 Vt − 1

)
+ Io3
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e
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Rs

A3 Vt − 1

)
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Vei
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Rsh

)2

solutions. We describe this algorithm as simple following 
steps as [40–42]:

Initialization

This algorithm begins with a population of randomly cre-
ated points from the feasible area between the correspond-
ing upper and lower limits of each parameter as in Table 2. 
This population consists of individual vectors (i) while each 
vector includes (K) particles (parameters) that need to be 
optimized. The (K) dimensional individual vectors are ini-
tialized to be distributed uniformly as:

where � is a random number within [0, 1] interval. Uk, Lk are 
the upper and lower bound.

Local search

Local search is used to collect local information within 
neighbourhood for point Xi . LSITER and δ are two control 
parameters used as the local search. LSITER is the num-
ber of the iteration that the local search repeats and δ is a 
multiplier factor as a random number within [0, 1] interval 
for the neighbourhood search. To enhance the performance, 
convergence and accuracy of this algorithm, a small search 
step L is represented as:

MAXITER is the extreme number of generations.
After that, the individual vector Xi

k
 is replaced by Yi

k
 if the 

objective function value of Yi
k
 is less than vector Xi

k
 within 

(14)Xi
k
= Lk + � (Uk − Lk)

(15)L =
2

1 + exp
(

10 ∗ LSITER

MAXITER

) .

Fig. 4  Total force and qi
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the iteration of local search. Finally, the neighbourhood 
search for the individual vector ends and the new best indi-
vidual and its objective function value are updated. If the 
new solution offers no improvement, the local search will 
re-iterate until a pre-determined maximum iteration number 
(MAXITER) is reached.

Charge calculation

The total force exerted onto an individual vector by another 
individual vector that is calculated based on the charges of 
these vectors. The charge of each point is evaluated by its 
current objective value compared to the best particle in the 
iteration. The charge of every particle qi , setting the force of 
attraction or repulsion to another particles, the charge of (i) 
individual vector Xi

k
 is calculated by:

where � is overall range of the parameters. � is the size of 
population. F(Xbest) is the fitness value of each particle.

Total exerted force calculation

The charges are computed for all points and the total forces 
created by one particle onto another particle can be calcu-
lated. According to electromagnetism theory, the total force 
onto one particle is directly proportional to the product of the 
charges and inversely proportional to the distance among the 
particles. Therefore, individual vectors with higher objec-
tive function values attract other individual vectors, while 
the individual vectors with lower objective function values 
repel the others. From Eq. (17), the overall force exerted on 
each point is computed after all the forces of attraction and 
repulsion are defined as shown in Fig. 4:

Particle movement

To get optimal particles, all particles are replaced with the 
best particle located onto a new particle location in the 
space. This particle movement is vital to ensure better global 
search of possible optimal solutions. The particle movement 
between lower and upper limits is determined as:

(16)qi = exp

⎛
⎜⎜⎜⎜⎝
−�

F(Xi) − F(Xbest)
�∑

K=1

F(XK) − F(Xbest)

⎞⎟⎟⎟⎟⎠

(17)Fi =
�
∑

j≠i

⎧

⎪

⎨

⎪

⎩

(Xj − Xi) qiqj

‖Xj−Xi
‖

2 , if F(Xj) < F(Xi) attraction

(Xi − Xj) qiqj

‖Xj−Xi
‖

2 , if F(Xj) ≥ F(Xi) repulsion

⎫

⎪

⎬

⎪

⎭

.

The last four stages of IEM algorithm are repeated until 
the pre-determined maximum iteration number (MAX-
ITER) is reached and then, the best values of particles 

(18)Xi
K
=

⎧⎪⎨⎪⎩

Xi
K
+ 𝜃

Fi
K‖Fi
K‖

�
Uk −Xi

K

�
, if Fi

K
> 0

Xi
K
+ 𝜃

Fi
K‖Fi
K‖

�
Xi

K
− LK

�
, if Fi

K
≤ 0

⎫⎪⎬⎪⎭
.

Fig. 5  Flow chart of extracting PV parameters based on IEM 
approach
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(parameters) will be displayed. Figure 5 exhibits the flow 
chart of IEM approach for evaluating the parameters of PV 
systems by five procedures.

Polynomial‑based differential quadrature technique

The presented objective function is derived from the P–V 
curve of the PV module which has unique maximum power 
point (MPP) as displayed in Fig. 6. This MPP will vary 
as the temperature and the solar irradiance of PV module 
varies. Different operating conditions of both temperature 
and solar irradiance are studied for the three kinds of PV 
modules stated in paper. The maximum power point of 
the obtained curve from polynomial differential quadrature 
(PDQ) technique should be matched with the datasheet 
curve. Referring to Fig. 6, the following equations can be 
determined as:

where Isc and Voc are the short circuit current and open cir-
cuit voltage.

where Im, Vm are maximum power current and voltage.
To get MPP, differentiate Eq. (19) with respect to volt-

age such as:

(19)P(V) = I ⋅ V = Isc

(
1 − c1

(
e

V

c2 Voc − 1
))

⋅ V

c1 =

(
1 −

Im

Isc

)
e

−Vm

c2 Voc , c2 =

Vm

Voc

− 1

ln
(

1 −
Im

Isc

) .

where w = Isc
c1

c2 Voc

e
V

c2 Voc  ,  s = c1Isc + Isc  ,  t = c1Isc  , 
r = c2 Voc.

The shape function is used in PDQ technique is 
Lagrange interpolation polynomial. The unknown � and 
its mth derivatives can be defined as a weighted linear sum 
of nodal points, �i, (i = 1 ∶ M) , as [43–45]:

� represents the field quantities I, V. M is the number of 
grid points. The weighting coefficients of 1st derivative H(1)

ij
 

can be determined as:

By replacing Eq. (24) into Eq. (21), the MPP equation 
can be expressed as:

Statistical analysis

Several statistical tests are utilized to evaluate the con-
vergence of the presented algorithm and know the good-
ness of the curve fit among computed values and meas-
ured data. Also, the solutions by IEM are compared with 

(20)
dP

dV

||||
V=Vm

I=Im

= 0

(21)

dP

dV
=

(
−Isc

c1

c2 Voc

e
V

c2 Voc V

)
+ Isc −

(
c1Isc e

V

c2 Voc

)
+ (c1Isc)

= s − (w V) −

(
t e

V

r

)
= 0

(22)

�
�
Xi

�
=

M�
j = 1

M∏
k = 1

�
Xi − Xk

�

�
Xi − Xj

� N∏
j = 1,j ≠ k

�
Xj − Xk

��
�
Xj

�
, (i = 1 ∶ M)

(23)
�m�

�Xm

||||| X = Xi

=

M∑
j = 1

H
(m)

ij
�(Xj), (i = 1, M)

(24)H
(1)

ij
=

⎧
⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1

(Xi−Xj)

M∏
k = 1,

k ≠ i, j

(Xi−Xk)

(Xj−Xk)
i ≠ j

−
M∑

j = 1,

j ≠ i

H
(1)

ij
i = j

.

(25)
M∑

j=1

HijPj = s − (wiVi) −

(
te

Vi

r

)
, (i = 1, M).

Fig. 6  Typical I–V and P–V curves of KC200GT model
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different algorithms. There are seven criteria are deter-
mined as follows:

(26)

1. Root mean square error (RMSE) =

√√√√ 1

N

N∑
i=1

(I − Iei)
2

(27)2. Mean bias error (MBE) =
1

N

N∑
i=1

(
I − Iei

)

Table 1  Electrical specifications of KC200GT, MSX-60 and R.T.C 
France at the STC

Type KC200GT [49] MSX-60 [50] R.T.C France [51]
parameter

Pmax (W) 200 60 0.3
Vmp (V) 26.3 17.1 0.45
Imp (A) 7.61 3.5 0.691
Voc (V) 32.9 21.1 0.573
Isc (A) 8.21 3.8 0.76
Ki (A/°C) 0.00318 0.00247 0.000266
Kv (V/°C) − 0.123 − 0.08 − 0.0023

Table 2  Lower and upper 
bounds of nine PV parameters

Parameter A1 A2 A3 Rs (Ω) Rsh (Ω) Iph (A) Io1 (μA) Io2 (μA) Io3 (μA)

Lower value 1 1 1 0.01 100 0.01 1 1 1
Upper value 2 2 2 0.4 1000 10 10

−6
10

−6
10

−6

Table 3  SDM, DDM and TDM PV parameters for KC200GT solar cell, obtained by proposed IEM and various optimization methods at 
(G = 1000 W/m2, T = 25 °C)

Model type Single-diode PV model

Parameter Algorithm Proposed IEM GA [11, 12] SA [6, 18, 19] PS [20, 21] WDO [19] ICA [24] FPSO [17] PGJAYA [39]

Iph (A) 8.2183 8.2112 8.2109 8.2104 8.1812 8.21 8.2186 8.21666157
Io (μA) 9.6575 0.9220 3.3484 7.1836 0.4423 0.10946 0.001436 0.00228368
A 1.738 1.4819 1.6118 1.7 1.4172 1.3079 1.05528 1.07729991
Rs (Ω) 0.0169 0.1067 0.0796 0.0339 0.1132 0.0039 0.24939 0.34351050
Rsh (Ω) 765.034 728.58 713.11 624.382 747.41 188.2103 130.28134 773.811733

Model type Double-diode PV model

Parameter Algorithm Proposed IEM GA [19] SA [6, 18, 19] PS [20, 21] WDO [19] ICA [24] CSA [22]

Iph (A) 8.2103 8.2103 8.2102 8.2107 8.1914 8.21 8.21
Io1 (μA) 8.909 1.29E−4 5.24E−3 5.22E−4 40.746 0.1429 0.0173
Io2 (μA) 5.23E−4 0.053 0.00212 3.12E−4 1.632 2.643E−3 5.75 E−4
A1 1.728 1.17 1.12 1.01 1.9667 1.3274 1.3009
A2 1.7302 1.4324 1.5631 1.9 1.537 1.0851 1.2906
Rs (Ω) 0.0196 0.0691 0.01783 0.031 0.99 0.0038 0.02
Rsh (Ω) 732.696 763.3564 862.97 793.215 784.4062 108.7844 342.146

Model type Triple-diode PV model

Parameter Algorithm Proposed IEM GA [28] SA [28] WOA [25–29] SFO [30] MPA [34] COA [23] GOA [32]

Iph (A) 8.2184 8.14 8.25 8.231 8.212 8.19 8.1256 8.229174
Io1 (μA) 6.14669 0.015 0.019 0.027 0.043 0.02804 0.023354 0.0288
Io2 (μA) 0.5476 4.59 E−4 3.77 E−4 4.68 E−4 2.22 E−4 4.814 E−4 1.865 E−4 2.8 E−4
Io3 (μA) 1.205E−2 1.02 E−4 4.6 E−4 4.93 E−4 1.35 4.687 E−4 4.912 E−4 2.797 E−4
A1 1.6916 1.19 1.2 1.32 1.25 1.3054 1.3938 1.219762
A2 1.725 1.496 1.2 1.24 1.99 1.214 1.0486 1.091667
A3 1.4808 1.38 1.48 1.022 1.84 1.5412 1.0167 1.499932
Rs (Ω) 0.0272 0.362 0.378 0.342 0.238 0.3741 0.2735 0.224810
Rsh (Ω) 727.451 311.80 327.6 341.39 606.12 330.9143 286.2602 310.8623
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(28)3. Absolute error (AE) = ||I − Iei
||

(29)4. Mean absolute error (MAE) =
1

N

N∑
i=1

||I − Iei
||

(30)5. Summation of absolute error (SAE) =

N∑
i=1

||I − Iei
||

(31)

6. Coefficient of determination (R2)

= 1 −

N
∑

i=1

(

I − Iei
)2

N
∑

i=1

(

I − Iei

)2
, Iei = 1

N

N
∑

i=1
Iei

I is computed current. i is a grade of solar radiation (i = 1, 
N).

Finally, solution of the problem section explains the steps 
of the improved electromagnetism-like algorithm (IEM) to 
optimize solar cell parameters and polynomial differential 
quadrature method (PDQM) to compute the maximum power 
point to get the efficiency and fill factor of each PV module. 
Furthermore, this section displays the statistical analysis that 
evaluates the convergence and accuracy of the IEM algorithm.

Results and discussion

In this section, the performance of proposed IEM algorithm 
is evaluated for parameter extraction of SDM, DDM and 
TDM of various PV modules. Presented algorithms are used 

(32)7. Test statistic (TS) =

√
(N − 1) MBE2

RMSE2 − MBE2
.

Table 4  SDM, DDM and TDM PV parameters for MSX-60 solar cell, computed by proposed IEM and different optimization techniques at 
(G = 1000 W/m2, T = 25 °C)

Model type Single-diode PV model

Parameter Algorithm Proposed IEM GA [52] PSO [52] SA [53] TEM [33] LSE [54] NLS [54]

Iph (A) 3.808 3.8039 3.8203 3.8721 3.8 3.8598 3.81
Io (μA) 0.4747 0.0499 0.0593 2.971 0.091 1.265E−3 9.99E−4
A 1.438 1.2759 1.2716 1.387 1.3 1.0365 1.3
Rs (Ω) 0.105 0.222 0.2221 0.2234 0.12 0.32 0.33
Rsh (Ω) 356.304 365.831 376.671 406.346 164.54 117.99 99.05

Model type Double-diode PV model

Parameter Algorithm Proposed IEM COA [55] TEM [33] Analytical 
Method [56]

Numerical 
Method [56]

Iteration Method [57] Newton Method [58]

Iph (A) 3.8 3.8418 3.8 3.8752 3.8046 3.8 3.8084
Io1 (μA) 2.27E−2 0.04958 4.7E−4 3.612E−4 3.99E−4 4.704E−4 4.87E−4
Io2 (μA) 5.3E−4 0.009549 4.7E−4 9.3773 4.033 4.704E−4 6.15E−4
A1 1.208 1.2569 1 1 0.9985 1 1
A2 1.95 1.9345 1.2 2 2 1.2 1.99
Rs (Ω) 0.2017 0.2495 0.27 0.3084 0.3397 0.35 0.3692
Rsh (Ω) 280.043 267.57 116.53 280.6449 280.217 176.4 169.047

Model type Triple-diode PV model

Parameter Algorithm Proposed IEM GA [30] SA [30] WOA [29, 30] SFO [30] MPA [34] GOA [32]

Iph (A) 3.8079 3.801 3.792 3.756 3.80111 3.6741 3.698
Io1 (μA) 0.07647 0.0164 1.98E−2 2.1E−2 4.98E−2 2.81E−2 0.02187
Io2 (μA) 9.77E−4 4.82E−4 4.76E−4 3.68E−4 7.24E−4 3.52E−4 2.294E−4
Io3 (μA) 5.93E−4 1.29E−4 2.62E−4 3.97E−4 0.0142 4.16E−4 2.118E−4
A1 1.2912 1.21 1.29 1.30 1.282 1.4012 1.375876
A2 1.2793 1.25 1.22 1.23 1.8043 1.0789 1.074414
A3 1.3096 1.30 1.28 1.03 1.4364 1.4011 1.094849
Rs (Ω) 0.1518 0.181 0.211 0.195 0.20598 0.18745 0.110955
Rsh (Ω) 282.071 280.22 298.59 277.37 578.3468 280.1452 349.8458
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for two kinds of PV system polycrystalline and monocrystal-
line. Kyocera module (KC200GT) and Solarex MSX-60 are 
given in [49, 50] are polycrystalline. R.T.C France [51] is 
applied as monocrystalline. Table 1 illustrates the electrical 
specifications of these kinds. Table 2 shows the values of 

lower and higher bounds of the nine PV parameters which 
agreed with those used in other papers. In the meanwhile, the 
population size N and MAXITER are selected to be 10D and 
500, respectively. Two control parameters δ and LSITER are 

Fig. 7  a I–V curves and b P–V curves of KC200GT computed via presented IEM and other algorithms for the SD model

Fig. 8  a I–V curves and b P–V curves of MSX-60 computed via presented IEM and other algorithms for the SD model
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assumed 0.01 and 30, respectively, to obtain better results 
according to many attempts of running the algorithm.

Tables 3, 4 and 5 show that the five, seven and nine 
optimal parameters for three kinds of PV module are 
obtained via the proposed IEM and compared with GA, 
SA, PS, WDO, ICA, FPSO, CSA, SFO, MPA, COA, 
GOA, PSO, TEM, LSE, NLS, exact method, numerical 
technique, iteration approach, Newton method, ABC, 
TGA, EPSO, OBWOA, STBLO and PGJAYA algorithms. 

It can be noticed that the parameters values obtained by 
the proposed IEM are approximately close to those pre-
sented by other works. Table 6 shows statistical errors 
criteria (RMSE, MBE, AE, MAE, SAE, R2 and TS) of the 
proposed IEM and other algorithms for SDM, DDM and 
TDM of different solar models at STC (G = 1000 W/m2, 
T = 25 °C). Definitely, the similarity of the results between 
IEM and other algorithms is remarkable and the differ-
ences are slight. It clearly shows that the IEM achieved 

Fig. 9  a I–V curves and b P–V curves of R.T.C France computed via presented IEM and various algorithms for the SD model

Table 7  Evaluated model parameters for SDM of KC200GT, Msx-60, R.T.C France solar cells, obtained by proposed IEM at different environ-
mental conditions

Environmental condition G = 1000 W/m2—T = 50 °C

Parameter Solar cell KC200GT MSX-60 R.T.C France

Iph (A) 8.2828 3.86 0.76676
Io (μA) 8.2825 0.9932 0.6551
A 1.56 1.3647 1.5461
Rs (Ω) 0.079 0.13164 0.0302
Rsh (Ω) 742.885 397.285 53.8982

Environmental condition G = 600 W/m2—T = 25 °C

Parameter Solar cell KC200GT MSX-60 R.T.C France

Iph (A) 4.9294 2.28 0.4568
Io (μA) 5.0784 0.397 0.4812
A 1.6879 1.439 1.598
Rs (Ω) 0.0348 0.107 0.0383
Rsh (Ω) 712.737 399.097 59.723
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Table 8  Evaluated model parameters for DDM of KC200GT, Msx-60, R.T.C France solar cells, obtained by proposed IEM and ICA method at 
different environmental conditions

Environmental Condition G = 1000 W/m2—T = 50 °C

Solar Cell KC200GT MSX-60 R.T.C France

Parameter Method IEM ICA [24] IEM IEM ICA [24]

Iph (A) 8.288 8.2895 3.8613 0.7667 0.7612
Io1 (μA) 9.9129 0.80422 8.30E−2 0.08951 2.0677
Io2 (μA) 9.45E−4 22.52 3.59E−4 0.9216 0,004,248
A1 1.5809 1.2455 1.175 1.3847 1.4578
A2 1.753 1.0469 1.951 1.725 0.7814
Rs (Ω) 0.0753 0.0196 0.20075 0.0301 0.0386
Rsh (Ω) 733.337 402.138 281.633 53.9829 38.6933

Parameter G = 600 W/m2—T = 25 °C

Solar cell KC200GT MSX-60 R.T.C France

Parameter Method IEM ICA [24] IEM IEM ICA [24]

Iph (A) 4.9278 4.926 2.28 0.4561 0.4562
Io1 (μA) 3.971 0.023441 4.87E−2 1.906E−2 0.52604
Io2 (μA) 3.39E−4 0.51296 5.32E−4 0.7804 1.5151
A1 1.658 1.20547 1.269 1.351 1.572
A2 1.972 1.00938 1.949 1.737 1.113
Rs (Ω) 0.0413 0.111148 0.224 0.0395 0.0375
Rsh (Ω) 753.711 167.984 294.823 58.71 72.097

Table 9  Evaluated model parameters for TDM of KC200GT, Msx-60, R.T.C France solar cells, obtained by proposed IEM at different environ-
mental conditions

Environmental condition G = 1000 W/m2—T = 50 °C

Parameter Solar cell KC200GT MSX-60 R.T.C France

Iph (A) 8.2895 3.8615 0.7667
Io1 (μA) 9.664 0.391 0.1535
Io2 (μA) 9.72E−4 1.415E−4 0.1409
Io3 (μA) 7.05E−4 5.157E−4 0.8277
A1 1.577 1.285 1.4473
A2 1.418 1.316 1.537
A3 1.745 1.376 1.809
Rs (Ω) 0.07549 0.155 0.0302
Rsh (Ω) 712.705 272.864 58.688

Parameter G = 600 W/m2—T = 25 °C

Parameter Solar cell KC200GT MSX-60 R.T.C France

Iph (A) 4.9264 2.28 0.4566
Io1 (μA) 3.878 6.808E−2 0.0437
Io2 (μA) 7.52E−4 8.35E−4 0.3496
Io3 (μA) 5.02E−4 5.96E−4 0.7163
A1 1.656 1.294 1.393
A2 1.559 1.292 1.794
A3 1.746 1.41 1.944
Rs (Ω) 0.0546 0.211 0.0492
Rsh (Ω) 738.15 297.095 56.771
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very less RMSE values compared to other algorithms. 
For KC200GT module, the results show that the RMSE 
obtained by IEM is 4.85E−4 A in SDM, 4.47E−3 A in 
DDM and 5.18E−3 A in TDM. For MSX-60 module, the 
RMSE obtained by IEM is 4.81E−3 A in SDM, 6.02E−3 

A in DDM and 4.944E−3 A in TDM. For R.T.C France 
module, the RMSE obtained by IEM is 4.31E−4 A in 
SDM, 5.325E−3 A in DDM and 7.178E−3 A in TDM. The 
IEM algorithm achieved very less execution time where 
the least CPU time for the IEM algorithm is achieved at 

Fig. 10  a I–V curves and b P–V curves of the KC200GT by IEM under various temperatures (G = 1000 W/m2)

Fig. 11  a I–V curves and b P–V curves of the KC200GT by IEM for various irradiances (T = 25 °C)
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1.269 s for SDM R.T.C France, 1.401 s for DDM MSX-60 
and 1.614 s for TDM R.T.C France. Therefore, the results 
clearly confirmed that the presented IEM algorithm is high 
accurate and more stable than different algorithms.

More results for the proposed algorithm are demonstrated 
in Figs. 7, 8 and 9 which describe the properties of I–V 
and P–V curves of the SDM for KC200GT, MSX-60 and 
R.T.C France. Also, it shows that both I–V and P–V curve 
properties from the IEM algorithm are high accurate and 

Fig. 12  a I–V curves and b P–V curves of the MSX-60 by IEM for various temperatures (G = 1000 W/m2)

Fig. 13  a I–V curves and b P–V curves of the MSX-60 by IEM for various irradiances (T = 25 °C)
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very close for the measured data than other algorithms. To 
confirm the best performance among the algorithms and 
the superiority of obtained results by the proposed IEM, 
the SDM parameters obtained for KC200GT, MSX-60 and 
R.T.C France which are tabulated in Tables 3, 4 and 5 are 

used in simulating the corresponding I–V and P–V curves 
that are shown in Figs. 7, 8 and 9 in comparison with the 
measured data curve. The zoomed curve in these figures 
to clarify the extent of compatibility between the different 
algorithms. Referring to Figs. 7, 8 and 9, the I–V and P–V 

Fig. 14  a I–V curves and b P–V curves of the R.T.C France by IEM for various temperatures (G = 1000 W/m2)

Fig. 15  a I–V curves and b P–V curves of the R.T.C France by IEM for various irradiances (T = 25 °C)
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curves obtained via the proposed IEM are closely matching 
with the curve of measured data which verifies the RMSE 
of IEM in Table 6.

Tables 7, 8 and 9 offer the optimal values of PV model 
parameters at different environmental conditions. From 
these tables, it’s obvious that the value of parameters of PV 
solar cell increased when irradiance G increased, while it’s 
decreased if temperature T increased. Table 10 shows sta-
tistical errors criteria of the proposed IEM and other algo-
rithms for SDM, DDM and TDM of different solar models 
at (G = 1000 W/m2, T = 50 °C) and Table 11 shows statistical 
errors criteria at (G = 600 W/m2, T = 25 °C). It clearly shows 
that the IEM achieved very less RMSE values compared to 
other algorithms where IEM scored the least RMSE in R.T.C 
France module which is 1.03E-3 A in SDM. Tables 10 and 
11 insist on the proposed IEM is accurate and efficient algo-
rithm for different solar cells with different irradiances and 
temperatures. Also, Table 10 exhibits that least execution 
time for the proposed algorithm is 1.208 Sec for SDM R.T.C 
France, 1.409 s for DDM KC200GT solar cell and 1.604 s 
for TDM R.T.C France at G = 1000 W/m2, T = 50 °C, while 
Table 11 displays the least execution time for this algorithm 
as 1.198 Sec for SDM R.T.C France, 1.483 s for DDM 
MSX-60 solar cell and 1.6152 s for TDM R.T.C France at 
G = 600 W/m2, T = 25 °C. Moreover, from Tables 6, 10 and 
11, the value of statistical parameters of the IEM responses 
show that the statistical parameters are the best when irradi-
ance increased and the worst when temperature increased. 
Also, it’s noticed that different statistical analyses computed 

by the presented IEM for R.T.C France are the better PV 
module compared with KC200GT and MSX-60.

To verify the reliability of the proposed IEM, the IEM 
corresponding I–V and P–V characteristics have been plot-
ted and compared with experimentally measured data under 
different environmental conditions. Figures 10, 11, 12, 13, 
14 and 15 display the effect of temperature variations and 
various irradiation conditions on I–V and P–V curves via 
utilizing IEM algorithm. For KC200GT module, Fig. 10 
displays the I–V and P–V characteristics of the proposed 
IEM and compared with the measured data under constant 
irradiance 1000 W/m2 and various temperature conditions 
(20, 30, 40, 50 and 60 °C). also, Fig. 11 displays the I–V 
and P–V characteristics of the proposed IEM and compared 
with the measured data under constant temperature 25 °C 
and different irradiance intensities (200, 400, 600, 800 and 
1000 W/m2) likewise, Figs. 12 and 13 display the I–V and 
P–V characteristics under different environmental condi-
tions for MSX-60 and Figs. 14 and 15 for R.T.C France. 
It’s obvious that the calculated I–V and P–V curves by the 
IEM algorithm and those of measured data are very close. 
Also, these figures demonstrate that the high reliability in 
the presented PV cell regardless of change in temperature 
and irradiation conditions. Moreover, these figures demon-
strate the current, voltage and power are increased when 
increasing the irradiance. But these values decreased when 
the temperature increased.

Figure 16 offers that the PDQ technique is very matching 
with measured data than IEM for KC200GT and MSX-60 

Fig. 16  The P–V characteristic curves of a KC200GT, b MSX-60 and c R.T.C France PV module computed via IEM and PDQM at G = 1000 W/
m2, T = 25 °C
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solar cells. But, for R.T.C France the IEM is the best. The 
zoomed curve in Fig. 16 to clarify the slight difference 
between PDQM and IEM with measured data at STC.

From this study, it’s remarkable that the performance of 
the solar model is linked by determining the efficiency. Thus, 
Tables 12, 13 and 14 show that the effect of efficiency on 
the type of KC200GT, MSX-60 and R.T.C France solar cell. 
Also, these tables display the influence of temperature and 
irradiation conditions on the efficiency of solar cell. Further, 
we calculated the fill factor (FF) in these tables where it is 
one of the key values in setting the efficiency of solar PV 
module.

Fill factor (FF) is offered by the relation concerned [70]:

So, the efficiency of solar cell can be expressed as [70]:

(33)FF =
Vm Im

Voc Isc

.

(34)� =
Pmax

Pin

=
Vm Im

I A
=

FF Voc Isc

I A

where I, A are the solar intensity and the area on which solar 
radiation falls.

These tables compared also between two methods IEM 
and PDQM. The best value of efficiency is 16.564 and 
FF = 74.5103 at G = 1000 W/m2, T = 20 °C, Grid points 
M = 23 and CPU time = 0.520 s for KC200GT solar cell by 
using PDQM. However, the values of efficiency and FF for 
KC200GT solar cell at G = 1000 W/m2, T = 20 °C by pro-
posed IEM are 16.549, FF = 74.426 and CPU time = 1.291 s. 
For MSX-60 solar cell the value of efficiency is 12.33 and 
FF = 74.953 with CPU time = 0.522 by using PDQM. But, 
for R.T.C France the value of efficiency is 12.522 and 
FF = 71.477 with CPU time = 1.295 by using IEM algorithm. 
While, by using PDQM the value of efficiency is 12.476 and 
CPU time = 0.521. So, PDQM is the best method for deter-
mining the efficiency and fill factor. Furthermore, the values 
of efficiency and fill factor increased with increased irradia-
tion conditions and decreased when increased temperature.

Table 12  Comparison between 
proposed IEM and PDQM for 
KC200GT solar cell under 
variations of temperature and 
irradiance conditions

T °C G W/m2 IEM PDQM

Fill factor Efficiency Fill factor Efficiency

20 1000 74.426 16.549 74.5103 16.564
800 74.48 16.466 74.859 16.479
600 75.33 16.417 75.36 16.423
400 75.18 16.049 75.23 16.226
200 74.42 15.39 74.49 15.902

30 1000 73.754 15.859 73.846 15.879
800 74.126 15.779 74.209 15.797
600 74.657 15.732 74.722 15.746
400 74.506 15.324 74.585 15.556
200 73.754 15.38 73.846 15.243

40 1000 73.025 15.162 73.135 15.185
800 73.394 15.086 73.499 15.108
600 73.919 15.041 74.013 15.06
400 73.77 14.704 73.875 14.879
200 73.025 14.101 73.135 14.578

50 1000 72.234 14.459 72.358 14.506
800 72.599 14.387 72.72 14.411
600 73.119 14.344 73.234 14.366
400 72.971 14.023 73.096 14.193
200 72.234 13.447 72.358 13.905

60 1000 71.372 13.75 71.5101 13.777
800 71.733 13.682 71.869 13.707
600 72.246 13.64 72.379 13.665
400 72.101 13.335 72.242 13.5
200 71.372 12.788 71.51 13.226

Execution time (sec) 1.291 at G = 1000, T = 20 0.520 at G = 1000, T = 20, M = 23
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Conclusion, limitations and future research

This section summarizes the aims of the study, describes 
what this study contributes to the field, summarizes the 
findings and the conclusion. Moreover, this section offers 
the limitations of the utilized techniques in this study and 
provides suggestions for future research.

Conclusion

The purpose of modelling solar modules is clearly to iden-
tify their manner in every operating conditions that presents 
a great role in the studies of photovoltaic electricity generat-
ing systems. This literature focused on the modelling of pho-
tovoltaic equivalent circuit based on different diode models; 
single-, double- and three-diode models. Two approaches of 
decision have been offered in order to extract accurately var-
ious specific parameters of the I–V and P–V characteristics. 

These methods are An improved electromagnetism-like 
algorithm and differential quadrature approach are used 
for obtaining high accurate, speed of convergence and 
rapid identification of the (five, seven and nine) unknown 
parameters and the maximum power point of the proposed 
equivalent electrical circuit of solar cells. Polycrystalline 
(KC200GT, Solarex MSX-60) and Monocrystalline (R.T.C 
France) are two different kinds of PV systems have been 
applied for the implementing of the proposed IEM. Differ-
ent operating meteorological conditions are studied in the 
literature, and the IEM and PDQM extracted the optimal 
PV parameters, fill factor and the efficiency in each case. 
The optimal parameters computed by the presented IEM are 
compared with the other solutions by various algorithms 
based on numerous statistical analysis (seven parameter). 
The computed I–V and P–V curves by the presented IEM 
and PDQM are compared with the experimental curves and 
other different algorithms. The solutions computed by the 
presented methodologies insist of the accuracy, efficiency 

Table 13  Comparison between 
proposed IEM and PDQM 
MSX-60 solar cell under 
variations of temperature and 
irradiance conditions

T °C G W/m2 IEM PDQM

Fill factor Efficiency Fill factor Efficiency

20 1000 74.948 12.329 74.953 12.33
800 75.327 12.267 75.327 12.268
600 75.866 12.23 75.851 12.228
400 75.758 11.957 75.711 12.081
200 74.948 11.466 74.953 11.837

30 1000 74.327 11.849 74.336 11.85
800 74.703 11.79 74.712 11.791
600 75.237 11.754 75.24 11.754
400 75.086 11.491 75.099 11.613
200 74.327 11.019 74.336 11.376

40 1000 73.652 11.361 73.659 11.362
800 74.024 11.304 74.035 11.305
600 74.554 11.27 74.567 11.272
400 74.404 11.017 74.424 11.135
200 73.652 10.565 73.659 10.907

50 1000 72.916 10.864 72.917 10.864
800 73.284 10.81 73.292 10.811
600 73.808 10.777 73.824 10.78
400 72.916 10.536 73.681 10.649
200 72.916 10.104 72.917 10.43

60 1000 72.11 10.36 72.102 10.359
800 72.474 10.308 72.475 10.308
600 72.993 10.277 73 10.279
400 72.846 10.047 72.862 10.154
200 72.11 9.635 72.102 9.944

Execution time (sec) 1.283 at G = 1000, T = 20 0.522 at G = 1000, T = 20, M = 23
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and stability of the IEM and PDQM in evaluating the PV cell 
optimal parameters. IEM results are compared with other 
parameter extraction optimization approaches like GA, SA, 
PS, WDO, WOA, ICA, FPSO, CSA, COA, GOA, PGJAYA 
and the proposed IEM achieves better RMSE values and 
execution time than the other techniques, where RMSE value 
reached 4.31E−4 and execution time 1.269 s for SDM of 
R.T.C France solar system. So, the two presented schemes 
are the best with shortest execution time which also they are 
very close with measured data. Further, PDQM achieves 
the best value of efficiency is 16.564 and FF = 74.5103 at 
G = 1000 W/m2, T = 20 °C, Grid points M = 23 and CPU 
time = 0.520 s for KC200GT solar panel.

Limitations

There are two possible limitations in this study. First, IEM 
algorithm is a stochastic algorithm not analytical method 
which is characterized by speed of computation and accu-
rate solutions due to solving mathematical expressions for 

equivalent circuit parameters based on some input data (manu-
facturer data) but that only for SDM, in DDM and TDM, IEM 
is better than analytical method because the unknown param-
eters are more than mathematical expressions which extracted 
from equivalent circuits. Second, IEM algorithm like the other 
stochastic algorithms in PV parameters extraction methods 
needs accurate measurement data to depend on the root mean 
square error (RMSE) between the experimental current and 
the computed current that was chosen as objective function; 
on the contrary, the analytical method.

Future research

In future research, IEM algorithm can be applied to optimize 
solar cell parameters on more specialized PV modules as organic, 
the perovskite and multi-junction. Moreover, PDQM can be 
employed to tracking the maximum power point in partial shad-
ing and non-uniform solar irradiance conditions in PV array and 
locate the local (LMPP) points and the global (GMPP) point.

Table 14  Comparison between 
proposed IEM and PDQM for 
R.T.C France under variations 
of temperature and irradiance 
conditions

T °C G W/m2 IEM PDQM

Fill factor Efficiency Fill factor Efficiency

20 1000 71.477 12.522 71.212 12.476
800 71.838 12.46 71.56 12.412
600 72.352 12.422 72.141 12.386
400 72.206 12.144 72.237 12.238
200 71.477 11.646 71.49 11.974

30 1000 71.212 12.333 71.008 12.298
800 71.572 12.272 71.297 12.224
600 72.084 12.235 71.84 12.193
400 71.939 11.961 71.936 12.047
200 71.212 11.47 71.248 11.796

40 1000 70.938 12.142 70.789 12.117
800 71.297 12.081 71.079 12.045
600 71.807 12.045 71.529 11.998
400 71.662 11.775 71.625 11.855
200 70.938 11.292 71.029 11.623

50 1000 70.655 11.949 70.562 11.934
800 71.012 11.89 70.852 11.863
600 71.52 11.854 71.26 11.811
400 71.376 11.588 71.328 11.665
200 70.655 11.113 70.802 11.447

60 1000 70.361 11.755 70.326 11.749
800 70.717 11.696 70.616 11.679
600 71.223 11.661 71.025 11.628
400 71.079 11.4 71.092 11.485
200 70.361 10.932 70.566 11.27

Execution time (sec) 1.295 at G = 1000, T = 20 0.521 at G = 1000, T = 20, M = 23
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Abstract
Sediment microbial fuel cells (SMFCs) are promising sustainable technologies for their ability to remediate sediment while 
converting waste into usable energy. While SMFCs are low-cost and easily constructed, they have not been widely adopted 
because unoptimized SMFCs exhibit low power densities. This work used additive manufacturing (AM), commonly called 
3D printing, to facilitate the optimization of SMFCs for maximum bioelectricity generation. Various SMFC parameters, 
including sediment moisture, the presence of a water layer, the use of a proton exchange membrane (PEM), and electrode 
separation, are investigated using SMFCs designed for reliable and rapid testing. Daily rehydration was critical for stable 
bioelectric output, with higher moisture content increasing power density by as much as 150%. SMFCs with no water layer 
between the sediment and cathode exhibited significantly lower internal resistances that increased power density by 72–134%. 
The PEM increased power density by approximately 3% but made the SMFC more susceptible to dehydration. Shortening 
the electrode separation distance from 53 to 33 mm decreased internal resistance and the proton diffusion distance, result-
ing in the highest areal and volumetric power densities. The champion SMFC exhibited an average open-circuit voltage of 
661 mV and a maximum areal and volumetric power density of 3.26 mW  m−2 and 98.9 mW  m−3.

Graphical abstract

Keywords Sediment microbial fuel cell · Additive manufacturing · 3D printing · Power optimization · Freshwater Sediment

Introduction

Besides well-known renewable energy sources, includ-
ing solar, wind, and hydro, there has been growing inter-
est in biologically derived energy [1]. Microbial fuel cells 
(MFCs) are bioreactors that typically use anaerobic bacteria 
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to oxidize organic substrates usually found in waste. The 
metabolism of electrogenic bacteria commonly found in 
wastewater and sediment, such as Rhodoferax ferrireducens 
and the Geobacter specie, releases electrons outside of the 
cell that can be harvested as electricity [2]. Sediment MFCs 
(SMFCs) are MFCs that have their anodes buried under a 
layer of sediment, often from lakes [3], oceans [4], munici-
pal waste [5], or compost [6]. SMFCs are promising sus-
tainable technologies because they can remediate sediment 
while generating electricity [7]. SMFCs are also affordable, 
low maintenance, and operate under ambient conditions [8]. 
Thus, SMFCs have been used to power sensors in remote 
environments [9], charge portable electronics [10], electro-
chemically detect toxic substances [11], purify municipal 
sewage [2], and degrade landfill leachate [12].

The power densities of solid-phase SMFCs (3–1100 
mW  m−2 [13]) are often lower than liquid-phase wastewa-
ter MFCs (100–3000 mW  m−2 [14]) because SMFCs often 
have higher internal resistance and slower proton diffusion, 
among other factors [15]. However, SMFCs may be opti-
mized to produce more energy than some wastewater MFCs 
by controlling SMFC parameters, such as the electrode 
material [16], surface area [17], and sediment feed [18]. The 
electrode separation distance is important to optimize, as 
decreasing separation reduces internal resistance but risks 
oxygen diffusion to the anode [19]. For example, Sajana 
et al. found that decreasing the distance between the anode 
and cathode from 100 to 50 cm increased the power den-
sity by 10% (3.96 mW  m−2) [20]. Similarly, many electrode 
separation studies examine only SMFCs with a column of 
water above the sediment instead of SMFCs with only sedi-
ment [21–25]. SMFCs without a water column, such as soil 
MFCs [26] and compost MFCs [27], are seldom compared 
to SMFCs with a liquid layer in the same work. Wolinska 
et al. determined that having a column of water above the 
sediment resulted in a 21-times-lower power output (1.5 
mW  m−2) than the sediment-only SMFC (32 mW  m−2) [28]. 
Because sediments in streams, farms, and rivers undergo 
periodic flooding, more work should be done to compare 
SMFCs with submerged and non-submerged sediment. Also, 
most SMFC studies often forego the PEM by assuming that 
the costs are inhibitive and do not compare the performance 
of their SMFCs with and without a PEM [29–31]. The few 
studies that compare the performance of PEM SMFCs and 
membrane-less SMFCs examine SMFCs with sediment sub-
merged under water, such as the recent work by Liu et al. 
that found that a PEM improved power density by around 
20% [32]. Lastly, most SMFC studies investigate lake [3], 
marine [4], municipal waste [5], or polluted river sedi-
ment [33], but few study urban stream sediment [34]. The 
power-generating performance of SMFCs using sediment 
in metropolitan areas should be investigated and improved 
to implement this renewable technology in energy-hungry 

cities. This work addresses the aforementioned shortcomings 
of current SMFC research by comparing the power output 
of an SMFC using urban stream sediment in submerged vs. 
non-submerged conditions and with vs. without a PEM with 
non-submerged sediment.

Additive manufacturing (AM), colloquially called 3D 
printing, has gained much interest in engineering research 
for enabling design freedom and rapid prototyping [35]. 
AM has been utilized to fabricate unique electrodes for 
MFCs with customizable surface area, shape, and rough-
ness to maximize biofilm growth and substrate diffusion 
[36]. For example, Jannelli et al. 3D printed conductive 
PLA electrodes in a two-chamber wastewater MFCs, yield-
ing a maximum power density of 18.6 mW  m−2 [37]. Also, 
AM allows the fabrication of unique and complex reactor 
designs that minimize assembly complexity, increasing the 
economic viability of MFCs. Papaharalabos et al. 3D printed 
a uniquely shaped wastewater MFC reactor aptly called the 
“Twist n’ Play” that did not require glues nor screws to 
assemble [38]. More recently, a 3D-printed SMFC reactor 
was designed by Nguyen et al. in a wedge shape to be eas-
ily pushed into muddy soil for immediate use, exhibiting a 
maximum power density of 485.2 mW  m−2 [30]. The afore-
mentioned MFC studies used AM to replace specific SMFC 
components or create novel SMFC reactors that improved 
the economic value of SMFCs. In contrast, this study uses 
AM to design an SMFC reactor that can rapidly test key 
parameters with low cost, high reproducibility, and acces-
sible data collection.

In this work, SMFC reactors were 3D printed to test the 
effects of sediment moisture, a water layer above the sedi-
ment, PEM use, and electrode separation. The goals of the 
reactor design were to minimize production cost, construc-
tion/assembly time, and complexity in gathering electrical 
performance data. The testing-focused SMFC reactors were 
used to optimize the potential power output of stream sedi-
ment in batch operation without artificial feeding. Despite 
the unique composition of each sediment sample, clear 
trends emerged from testing each of the four variables, high-
lighting how each parameter should be controlled for the 
highest possible energy production.

Materials and methods

Sample collection

Sediment samples were collected from the Bulgwangcheon 
Stream (37°35′40.9 “N 126°54′54.1 “E) in northwest Seoul, 
South Korea. The 9 km freshwater stream flows from the 
foot of the Bukhan mountain and is a tributary of the 
Hangang River. The water depth was approximately 30 cm 
above the sediment. The top 5 cm of the stream sediment 
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was discarded, and the lower layer sediment was collected. 
The sediment was distributed equally in three different reac-
tors. Each of the four studied variables was tested using two 
different sediment samples collected at the same location, 
reported herein as SED 1 and SED 2. It is important to note 
that the SED 1 and SED 2 used to test each variable are 
unique (see Table S.2 in the Supplementary Information 
provided). For example, SED 1 used in optimizing moisture 
content is different from SED 1 used in optimizing electrode 
separation. Because samples were freshly collected before 
each trial in February-April, the weather conditions on the 
collection day differed between sediment samples, with 
ambient temperatures ranging between 6 and 17 ℃.

SMFC construction and operation

An Anet A8 3D printer was used to print the SMFC reac-
tors using biocompatible PLA plastic (see Table S.1 in the 
Supplementary Information for print settings). 5 mm-thick 
graphite felt and 89 µm-thick Nafion PFSA N-1135 mem-
brane were acquired from SinoPro (Korea). The graphite 
felt and Nafion PEM were cut into 3.5 cm squares, and the 
graphite felt was connected to stainless steel current col-
lectors. The rectangular prism-shaped SMFC reactors 
have dimensions of 3.5 × 3.5 × 4.5  cm3 (l × w × h), with the 
height variable during the electrode separation optimization. 
SMFCs were rehydrated with 2 mL of tap water every day 
unless otherwise stated. A detailed description of SMFC 
construction, optimization, and operation is available in Sup-
plementary 2.

Sediment and energy analysis

Sediment moisture was measured using a 4-in-1 soil survey 
instrument that measured moisture in 5 discrete ranges: less 
than 5%, 5–10%, 10–20%, 20–30%, and more than 30%. 
Sediment moisture was measured by placing the probe at 
the center of the SMFC reactor volume before rehydration. 
Key measures that define an MFC’s energy performance 
include its open-circuit voltage (VOC), closed-circuit volt-
age (VCC), and power density [39]. All voltage measurements 
were done using an AstroAi AM330 digital multimeter. The 
circuit setup may be found in the supplementary information 
provided. The areal and volumetric power densities were 
calculated by dividing the power of the SMFC by the surface 
area of the cathode and the internal volume of the reactor, 
respectively.

Equation 1 shows the power output of a standard voltage 
divider circuit derived using Watt’s law and Ohm’s law, with 

(1)P = V
2

CC
∗

R
ext

(

R
int

+ R
ext

)2

the closed-circuit voltage  (Vcc), external resistance ( R
ext

 ), 
and internal resistance ( R

int
 ). Based on Eq. 1, maximum 

power is achieved when R
int

 equals R
ext

 . By treating the 
SMFC as a non-ideal voltage source in a voltage divider 
circuit, the internal resistance of the SMFC was approxi-
mated as equivalent to the external resistance that yielded 
maximum power output [40].

Results and discussion

Additive manufacturing

A commonly used horizontal, membrane-less wastewater 
MFC design was converted to a vertical SMFC using 3D 
printing as shown in Fig. 1a. One factor that was studied was 
the time required to print and assemble the horizontal and 
vertical SMFC reactors. The 3D printed horizontal SMFC 
required over 2 h to 3D print and 30 min to assemble. In 
contrast, the final vertical SMFC required 25% less time to 
3D print than the horizontal reactor and took under 10 min 
to assemble. The vertical design also made it easy to sam-
ple the sediment, obtain electronic performance data, and 
investigate the effects of various SMFC parameters (Fig. 1b). 
In addition to being much faster to produce and conveni-
ent to sample from, the vertical reactor did not suffer from 
water leakage. Because the printed plastic was flexible, the 
horizontal SMFC flexed and could not seal well under high 
pressure (even with silicone gaskets), resulting in water leak-
age. As shown in Fig. 1c, the horizontal SMFC exhibited a 
sharp VOC decline in under 20 h, whereas the vertical SMFC 
reactor had a steady rise in VOC over 100 h (Fig. 1c), likely 
due to the horizontal SMFC rapidly dehydrating due to water 
leakage.

SMFC optimization

Sediment moisture

SMFCs running in batch operation with an air-exposed cath-
ode can experience dehydration. The effects of sediment 
moisture were tested on two sediment samples using two 
identical SMFC reactors, with only one reactor receiving 
daily rehydration. Figure 2a, b presents the VOC of the dehy-
drated and rehydrated SMFCs. For the first sediment sample, 
both SMFCs exhibited nearly identical VOCs in the first 45 h. 
However, the VOC of the dehydrated SMFC became unsta-
ble between 45 and 75 h and decreased sharply afterward, 
whereas the rehydrated SMFC exhibited a steadily increas-
ing VOC even after 140 h. Similarly, for the second sediment 
sample, the initial VOCs of the dehydrated and rehydrated 
reactors were almost identical for the first 20 h. Afterward, 
the VOC of the rehydrated SMFC continued to grow for 20 
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more hours, while the VOC of the dehydrated SMFC sta-
bilized, resulting in a 22% higher VOC for the rehydrated 
SMFC (Fig. 2b). Dehydration was more significant in the 
first sediment sample than in the second, as indicated by the 
sharp VOC decrease in Fig. 2a that is not present in Fig. 2b. 
These results are interesting because it suggests that the rate 
of dehydration was significantly different between the two 
sediment samples, possibly due to differences in sediment 
composition, ambient temperature, relative humidity, or 
other variables between the two trials. For example, silty 
sediment with high clay content would retain moisture better 
than gravel-like sediment with large grains. Nevertheless, the 
lower VOC for dehydrated SMFCs is likely due to decreased 
bacteria growth and metabolism, as the metabolic pathway 
for bacterial extracellular electron transport requires water 
[42]. Moreover, the viability of stream sediment bacteria 
depends on high moisture content because such bacteria 

adapted for survival in water-saturated sediment, resulting 
in less biofilm growth on the dehydrated SMFC in this work.

Low sediment moisture makes the sediment less effective 
for power generation by decreasing sediment conductivity 
and proton diffusion [43]. Both the dehydrated and rehy-
drated SMFCs had sediment moisture contents above 30% 
even after 5 days, which was sufficient to result in similar 
internal resistances around 1.5 kΩ in the second sediment 
sample (Fig. 2c). Li et al. similarly found small differences 
in internal resistance for sediments with moisture contents 
above 30%, whereas decreasing to 16.7% moisture increased 
internal resistance by fivefold [43]. Because sufficient sedi-
ment moisture is required to maintain high sediment conduc-
tivity, rehydration would be vital for outdoor SMFCs under 
direct sunlight. Despite having similar internal resistances, 
the power output of the rehydrated SMFC was more than 
two times greater for both sediment samples (Fig. 3d) at 

Fig. 1  a The development of the final vertical SMFC design using 
AM, starting with a common wastewater MFC reactor [41]. b Sche-
matic illustration of SMFC operation and how different variables may 

be easily tested. c VOC vs. Time for the horizontal, converted SMFC 
and the vertical, optimized SMF
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3.90 (SED 1) and 6.17 mW  m−2 (SED 2), likely due in part 
to increased proton diffusion from the anode to the cathode 
with greater sediment moisture content. Similarly, other 
studies of batch SMFCs hydrated their reactors to preserve 
moisture contents of around 70% for maximum power output 
[42, 44]. The decrease in power output with dehydration is 
consistent even with PEM implementation (Sect. 3.2.3) and 
different electrode separations (Sect. 3.2.4). Thus, rehydra-
tion is essential for generating maximum power output by 
increasing bacterial activity, decreasing proton diffusion, and 
maintaining high sediment conductivity.

Water layer

The effect of a water layer between the sediment and air 
cathode on SMFC performance was examined by adding 
different amounts of freshwater between the sediment and 
cathode. SMFCs with 15 mL (W-15) or 30 mL (W-30) of 
water-modeled benthic SMFCs, which are commonly used 
in lakes and marine environments [3]. In contrast, SMFCs 
with no water layer (W-0), such as compost SMFCs [45], 
are non-benthic but may be flooded to become temporarily 

benthic. As shown in Fig. 3a,b, the benthic SMFC with the 
tallest freshwater column exhibited the lowest average VOC 
and VOC growth rate in both sediment samples. For the ben-
thic SMFCs, decreasing the water layer from 30 to 15 mL 
resulted in a 40% (SED 1) and 86% (SED 2) higher average 
VOC. This poor performance for the SMFC with the most 
water (W-30) compared to the SMFC with a smaller water 
layer (W-15) was likely due to the thin 5-mm sediment layer 
on the anode for W-30, which may not have had the initial 
bacterial population nor substrate to develop a thick biofilm. 
The non-benthic SMFC (W-0) had slightly higher VOCs than 
W-15 for both trials (772 compared to 730 mV for SED 1 
and 694 compared to 693 mV for SED 2). The similarly high 
VOCs for the SMFCs with thicker sediment layers further 
suggested that sufficient sediment was necessary for high 
VOC output. The VOC growth rate was sensitive to differences 
in sediment, suggested by W-15 having a similar growth rate 
to the benthic W-30 SMFC for the first sediment sample but 
non-benthic SMFC in the other sediment sample. However, 
the non-benthic SMFCs consistently had the highest VOC 
and VOC growth rates, suggesting that sufficient sediment is 
favorable for initial biofilm growth on the anode.

Fig. 2  The VOC vs. Time of the dehydrated and rehydrated SMFCs for 
a SED 1 and b SED 2. The vertical blue lines when the rehydrated 
SMFC was rehydrated. c Power vs. Resistance curve for SED 2 after 

2 days. d Maximum areal power density for SMFC reactors with dif-
ferent initially added water content for SED 1 and 2
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In addition to producing higher VOC, the non-benthic 
SMFCs produced higher power output than benthic SMFCs 
(with a freshwater layer). The maximum power density of 
the non-benthic SMFC was 2.79 (SED 1) and 1.30 mW  m−2 
(SED 2), about 50% higher than W-15 and more than 100% 
higher than W-30 for both sediment samples (Fig. 3d). Fig-
ure 3b shows how the internal resistance of the non-benthic 
SMFC was 10 kΩ compared to 100 kΩ for both benthic 
SMFCs, likely because the freshwater was less conductive 
than the moist sediment. Freshwater sources exhibit low 
conductivities between 1 and10 μS  cm−1 because of low ion 
content [46], whereas sediment has many soluble salts that 
increase sediment conductivity to between 10 μS  cm−1 and 
1000 mS  cm−1 [47]. Li et al. found that sediment with a low 
2.86% salt content and 37.5% moisture content exhibited a 
high conductivity of 12 000 μS  cm−1, more than 1000 times 
more conductive than freshwater [43].

Another reason why the benthic SMFC performed worse 
than the non-benthic SMFC is that the benthic SMFCs may 
have had less oxygen diffusion at the air cathode. The float-
ing air cathodes of the benthic SMFCs were observed to be 
partially underwater, especially after rehydration, reducing 

the number of active sites for reduction with atmospheric 
oxygen. In contrast, the graphite felt cathode in the non-
benthic SMFC did not sink into the dense sediment, maxi-
mizing the active sites for a higher reduction reaction rate, 
which is critical for higher power output [39]. Similarly, 
Muaz et al. claimed that their SMFC experienced reduced 
power output due to reduced oxygen diffusion when the 
graphite felt cathode in their SMFC was partially covered 
by sludge [48]. Overall, the results in this section suggest 
that power-generation-focused SMFCs using sediment from 
freshwater sources may be more efficient in no1n-benthic 
configurations.

Proton exchange membrane

The necessity of a PEM for SMFC operation was inves-
tigated by comparing three identical SMFCs, two with a 
Nafion PEM and one without a PEM. The effects of a PEM 
were investigated because SMFCs often forego the separa-
tion membrane due to high cost and limited improvement to 
SMFC performance [49]. Moreover, membranes are prone to 
biofouling [50], which contradicts how SMFCs are designed 

Fig. 3  The VOC over 80 h for W-0, W-15, and W-30 for b SED 1 and 
a SED 2. The vertical blue lines indicate when the VCC were meas-
ured. c Power vs. resistance curve for SED 1 measured after 2 days. 

d Maximum areal power density for SED 1 and 2. The power density 
on Day 1 may not be clearly visible for W-15 and W-30 due to the 
small power generation
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to maximize bacterial growth. As expected, the two reac-
tors with the PEMs (Mem A & Mem B) had nearly identi-
cal VOC curves for both sediment samples (Fig. 4a, b). The 
membrane-less SMFCs had similarly high average VOCs of 
above 740 mV (about 6% lower than the membrane SMFCs) 
with about 20% lower VOC growth rates, suggesting excel-
lent biofilm growth, albeit slightly less than the membrane-
containing SMFCs.

The power output of the SMFCs with a PEM was not 
substantially higher than the membrane-less SMFCs. The 
30% higher power output for membrane SMFCs in the first 
sediment sample was likely due to improved electronic isola-
tion with the PEM. However, the improvement was limited 
because the PEM did not lower the high internal resistance 
of the SMFCs (Fig. 4c). Interestingly, in the second sedi-
ment sample, one of the membrane SMFCs produced only 
a 3% higher power density than the membrane-less SMFC, 
whereas the other membrane SMFC had 67% higher power. 
This inconsistency may have been due to small differences 
in the sediment composition and water content between the 
membrane reactors. Regardless, the minor and uncertain 

benefits to power output when using a PEM make it difficult 
to justify implementation in low-cost SMFCs.

While implementing a PEM improved the power out-
put of the SMFCs, the PEM-containing reactor was more 
sensitive to dehydration. This was done by comparing 
the performance of two dehydrated reactors, one with a 
PEM and one without, and one rehydrated SMFC with a 
PEM. As shown in Fig. 4d, the dehydrated membrane-less 
SMFC retained nearly 100% of their maximum VOC even 
after 60 h for SED 1, whereas the dehydrated membrane 
SMFC exhibited an erratic VOC and a low VOC retention 
of about 60%. The rehydrated membrane also maintained 
its VOC, as expected (see Sect. 3.2.1 on the effects of rehy-
dration). Similarly, for the other sediment samples, the 
rehydrated membrane SMFC retained nearly 100% of its 
VOC for 50 h, whereas the dehydrated membrane SMFC 
had about 0% retention after only 33 h, underscoring the 
necessity of high sediment moisture content. Unlike the 
first sediment sample, the dehydrated membrane-less 
SMFC suffered from dehydration in the second sediment 
sample, reemphasizing how sediment properties affect 

Fig. 4  a VOC over 100  h for SED 1 and b SED 2 for SMFCs with 
or without a PEM. The vertical blue lines indicate when the VCC 
were measured. c Power vs. resistance curve for SED 1 measured 

after 2 days. d The percent retention of VOC for SED 1 after stopping 
hydration for one of the membrane SMFCs and the membrane-less 
SMFC
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the dehydration rate. For SED 2, the dehydrated mem-
brane-less SMFC retained its VOC significantly longer, 
with 10% VOC retention after 60 h (twice as long as the 
dehydrated membrane SMFC). The sensitivity to dehydra-
tion was caused by the Nafion PEMs exhibiting signifi-
cantly reduced proton conductivity when dehydrated [51]. 
Thus, SMFCs operating using dryer sediment, which may 
not be regularly rehydrated, could perform worse with 
a PEM than without the membrane. Even though high 
sediment moisture is required for good proton conduction, 
SMFCs with high freshwater content suffer from higher 
internal resistances, as discussed in Sect. 3.2.2. Future 
work should be done to see whether internal resistance or 
proton conduction is more significant to optimize. Over-
all, the PEM increased VOC and power output, though 
not substantially, but the membrane may lead to more 
dehydration-sensitive SMFCs. Given the additional cost 
and potential for fouling, these results suggest that an 
SMFC may forgo the membrane with minimal loss of 
performance.

Electrode separation

The effect of electrode separation distance on SMFC per-
formance was examined by using AM to fabricate reactors 
with heights of 33, 43, and 53 mm. As shown in Fig. 5a, 
b, all three reactors (33-SMFC, 43-SMFC, and 53-SMFC, 
respectively) exhibited similarly high average VOCs above 
760 mV for SED 1 and 620 mV for SED 2. The high VOCs 
for all reactors suggest good biofilm formation and oxy-
gen isolation at the anode. There was no clear relationship 
between electrode separation distances and VOC at the tested 
distances.

While there was no correlation between electrode sepa-
ration distance and VOC, SMFCs with shorter electrode 
separation distances had the highest power densities. 
The shortest SMFC had the highest areal and volumet-
ric power densities for both sediment samples, which 
decreased with increasing electrode separation distance 
(Fig. 5c). The high power density of the shortest SMFC is 
partly due to its small internal resistance of 4.6 kΩ com-
pared to those for the 43-SMFC (5.1 kΩ) and 53-SMFC 
(100 kΩ) measured for SED 1. Moreover, larger distances 

Fig. 5  VOC over 130 h for SMFC reactors with varying electrode sep-
aration distances of 33, 43, and 53 mm for a SEM 1 and b SEM 2. 
The vertical blue lines indicate when the VCC were measured. c The 

maximum areal and volumetric power densities of SMFCs with var-
ying heights measured after 3 days for SED 2. d The VOC retention 
after stopping daily rehydration for SMFCs with different heights
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between the anodes have been shown to yield lower 
power output due to the longer proton transport distance 
between the anode and cathode [52]. Because changing 
the reactor height also changed the SMFC volume, the 
volumetric power density more clearly demonstrated 
that the SMFC power output did not scale with increased 
sediment volume, with the shortest reactor having more 
than 4 times the power density of the tallest reactor for 
SED 2 at 95.1 mW  m−3. Thus, multiple smaller SMFCs 
connected in series or parallel may be more efficient for 
bioelectricity generation than a larger SMFC reactor with 
the same total volume. For example, Prasad et al. showed 
that connecting five SMFCs in series into seven paral-
lel rows (a total of 35 reactors) consolidated the energy 
output enough to charge a 12 V battery for 6.5 min [53]. 
The SMFCs used by Prasad et al., however, were large 1L 
plastic containers with excess sediment below the anode 
because the anode to air cathode distance was minimized 
to 3 cm [53]. The results of the small SMFCs used in this 
work suggest that as long as there is sufficient sediment 
for biofilm growth, many smaller volume SMFCs with 
short electrode distances can potentially be used to yield a 
greater power output at the same total volume because the 
smallest SMFCs exhibited the highest power densities.

The effect of electrode separation distance on an 
SMFC’s sensitivity to dehydration was investigated by 
subjecting the different height reactors to dehydration. 
The taller SMFCs exhibited better resistance against 
dehydration, as shown in Fig.  5d, while the shortest 
reactor had a VOC retention decrease to 40% after 20 h 
of dehydration. Increasing the reactor height to 43 and 
53 mm doubled and tripled the time to reach 40% VOC 
retention, respectively. Results from the other sediment 
samples showed similar trends, with 33-SMFC having a 
0 mV after only 25 h of dehydration, whereas the 53 mm 
reactor exhibited almost 100% VOC retention. Because of 
the air-exposed cathode, water naturally evaporated from 
the sediment below the cathode and slowly progressed 
toward the anode. The results suggest that dehydra-
tion near the cathode is not as significant as dehydra-
tion near the anode, likely because the biofilm on the 
anode requires water to live and metabolize. Therefore, 
a larger electrode separation distance increases the time 
before the anode is affected by dehydration. As discussed 
in Sect. 3.2.3, high proton conduction through a PEM 
requires high sediment moisture near the membrane. 
Since taller SMFCs take longer to dehydrate, PEMs 
may be more effectively implemented in taller SMFCs. 
Despite having smaller power densities, taller SMFCs 
may be more resilient against dehydration, which may 
be important for batch applications like compost-based 
SMFCs.

Optimization of all parameters

AM was used to reliably investigate the effects of sediment 
moisture, a water layer, PEM use, and electrode separation 
in SMFC power output. The performance of SMFCs inves-
tigated in this work is summarized in Fig. 6. AM enabled 
the rapid optimization of an SMFC that outperformed some 
SMFCs in the literature, summarized in Table 1. Overall, 
the various SMFC parameters investigated in this work had 
VOCs (374–824 mV) and power densities (0.55–6.17 mW 
 m−2) well within the expected ranges of 300–1160 mV and 
1–78 mW  m−2 (Table 1). While the specific performance 
improvements after optimizing each variable were expected 
to differ based on the sediment sample tested, clear trends 
emerged that suggest that the power output of SMFCs can 
be significantly improved in general by controlling various 
operation parameters.

The SMFCs in this study fall toward the lower end of 
the expected power density range due to the simple SMFC 
operation and stream sediment properties. For one, the study 
was conducted in batch mode without artificial feeding and 
aeration, unlike many of the high-energy producing SMFCs 
[28, 29, 33]. Moreover, the high-power SMFCs in Table 1 
used sediment from polluted areas with high concentrations 
of substrates that facilitate electrogenic bacterial metabolism 
[48, 54], whereas this investigation used sediment from a 
clean freshwater stream. Despite such limitations, optimiz-
ing various parameters in these simple SMFCs led to power 
densities comparable to those produced by more complex 
SMFCs [20, 55, 56]. Thus, optimizing SMFC parameters 
is an essential step in improving SMFC performance, and 
AM enables the rapid optimization of such critical SMFC 
parameters tailored for the specific sediment used.

For future research, the design of the SMFC should be 
modified to allow sediment sampling and rehydration with-
out requiring the cathode lid to be removed. The effects of 
feeding the SMFC with different waste organic materials, 
like banana peels or coffee grounds, should also be inves-
tigated as fed SMFCs have reported higher power output 
[28, 29, 33]. Moreover, the capacity of SMFCs to recycle 
and safely decompose organic waste should be studied. One 
of the largest limitations of this study was the lack of bio-
logical analytical equipment, which restricted the depth of 
analysis. Future work should be done using tools that can 
identify bacteria species, population size, sediment composi-
tion, and chemical oxygen demand (COD) removal, which 
may provide insights into the few unexplained results in this 
work. An SMFC should be redesigned to allow as much 
continuous and non-intrusive biological data collection as 
possible. Lastly, a long-term study should be conducted to 
see the effects of the different parameters at month-long or 
year-long time scales.
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Conclusion

Additive manufacturing was used to design an SMFC for 
investigating the effects of sediment moisture, water over-
layer, PEM usage, and electrode separation on SMFC power 
output. This work uniquely used 3D printing as a tool for 
scientific investigation, with iterative modifications to stand-
ard wastewater MFC reactors resulting in a final design that 
emphasized fast assembly, low cost, and reliable rapid test-
ing. Also, unlike most SMFC research, this study investi-
gated the power-generating potential of SMFCs using urban 
stream sediment in one of the largest cities in the world. 
The results of this investigation found that SMFCs require 
sufficient moisture content to increase biofilm growth and 
proton conduction, while moisture content above 30% did 
not significantly affect internal resistance. Daily rehydra-
tion was required for stable SMFC VOC output. SMFCs with 
a freshwater layer between the air cathode and sediment 

performed up to 125% worse than sediment-only SMFCs, 
likely due to the water increasing internal resistance and 
decreasing oxygen reduction. SMFCs with PEMs exhibited 
slightly improved bioelectrical performance by as little as 
3% compared to membrane-less SMFCs. However, SMFCs 
with PEMs exhibited shorter lifespans in batch operation 
due to higher sensitivity to dehydration. Shorter electrode 
separation distances increased power by shortening the pro-
ton diffusion distance and decreasing internal resistance, 
indicated by the almost 2-times-higher power density with 
a 33 mm separation than a 53 mm separation. The optimized 
SMFC exhibited a power density of 3.26 mW  m−2 (98.9 mW 
 m−3) and an average Voc of 661 mV. However, because the 
power output of the SMFCs was dependent on the sediment 
sample, a membrane-less, non-benthic, 43-mm-separated 
(mostly optimized) SMFC exhibited the highest power out-
put of 6.17 mW  m−2 (143.6 mW  m−3). Hence, rapid prelimi-
nary SMFC optimization via AM-facilitated testing should 
be performed for the specific sediment under investigation.

Fig. 6  The steady-state VOC, maximum VOC, and maximum areal power density of various SMFC reactors based on various optimization param-
eters: water/sediment ratio, PEM, and reactor height
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Table 1  The performance and key features of SMFCs ordered by increasing power densities

*  VCC measured instead of VOC with external resistances of a1 Ω, b220 Ω, c1000 Ω

Sediment Feed Electrode Water Column Aver-
age VOC 
(mV)

Internal 
Resistance 
(Ω)

Power Den-
sity (mW 
 m−2)

Highlight Ref

Lake Acetate Carbon paper Yes 387 14.6 k 1 SMFC was tested 
without optimi-
zation

[3]

Flower soil – Zn/Cu (Cat/An) Yes 1160 – 2 Differing anode/
cathode mate-
rial

[55]

Aquaculture pond Aqua-
culture water

Graphite plates Yes 740 415 4 Three stacked 
anodes with 
large 90 cm 
electrode sepa-
ration

[20]

Activated sludge Nutrition solu-
tion

Graphite felt Yes 750 25 k 6 Pt catalyst coated 
anode

[57]

Rice paddy – graphite felt Yes 701 156 6 Operated directly 
in a rice paddy 
field

[57]

Aquaculture pond Cellulose Carbon felt Yes 580 1950 7 Sediment artifi-
cially enriched 
with cellulose

[56]

River Polluted river 
water

Carbon felt Yes 546 320 25 Continuous Flow 
operation with 
plants

[33]

River Waste water Carbon fiber 
brush

Yes 560 215 26 Floating mac-
rophyte with 
aerated pump

[54]

Peaty Soil Glucose Graphite plates No 372*a – 32 3 anodes and 5 
cathodes

[28]

Sludge – Graphite felt No 927*b – 41 Moisture, pH, 
electrode 
distance, and 
temperature 
optimized

[48]

Industrial Waste 
Area

Glucose Graphite felt Yes 300*c 1000 78 Two chamber 
SMFC with 
aerated cathode 
side

[29]

Urban Stream – Graphite felt No 607 1500 6 3D printed SMFC 
optimization

This work

https://doi.org/10.1007/s40095-022-00524-2
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Abstract
In this paper, an urban environmental wind field distribution around the wind turbine is numerically investigated by using 
ANSYS Fluent with the k–ω SST turbulence model. A computational domain designed with an octagonal prism shape is used 
to simulate wind from eight different directions. As a case study, the wind field and wind power output at the location of the 
850 kW wind turbine in the Dundalk Institute of Technology campus are analyzed. The simulated inlet wind speeds adopted 
are 6 m/s, 12 m/s, 14 m/s, and 22 m/s. The simulation results show that, at both high and low wind speeds, specific wind 
directions would generate wakes behind tall narrow buildings and affect the wind speed at the location of the wind turbine. 
The local acceleration of the wind speed could only occur next to buildings. Moreover, in a low-speed southwesterly wind, 
the wind speed at the location of the wind turbine will be significantly reduced due to the presence of low-wide buildings. 
When the wind of 14 m/s comes from the south–east direction and the wind of 6 m/s comes from the north–east direction, 
the maximum percentage changes in wind speed and power output are − 2.41% and − 5.59%, respectively.

Keywords Computational fluid dynamics · Wind flow model · Wind field simulation · Urban environment · Building 
aerodynamics

Introduction

The use of conventional fossil fuels such as coal, oil, and 
natural gas, is facing the environmental disaster of global 
warming and climate change. World energy consumption 
of the earth's natural resources has rapidly increased dur-
ing the twenty-first century. To meet the rising demand for 
energy due to global economic and technological growth, 
the exploration of renewable energy and clean energy has 
become an important issue. Wind energy is one of the most 

important sources of renewable energy and has the advan-
tages of being environmentally friendly and sustainable 
from manufacturing to power generation [1–3]. Through 
the blades, gearboxes, and generators, the wind energy con-
tained in the atmospheric flow can be simply extracted and 
further converted into daily electricity.

A wind farm is a cluster of multiple wind turbines in the 
same location used to generate electricity which can be built 
both onshore and offshore. Since the potential of offshore 
wind energy is higher than onshore, several offshore wind 
farms have been rapidly developed in recent years [4]. In 
the development of a wind farm, the selection of a suitable 
site can generate more power from wind energy. Tradition-
ally, the wind energy potential of an area was assessed by 
the measurements recorded on the meteorological tower in 
that area [5, 6]. However, a limited number of measurement 
stations could not represent the distribution of wind energy 
over the whole region. For a relatively flat area, geostatistical 
techniques (such as inverse distance weighted interpolation 
and semi-empirical radiometric terrain correction approach) 
are sometimes used to estimate the wind resource map in the 
vicinity of the relative reference measurement stations [7, 8]. 
With the development of measurement equipment, remote 
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wind measurement devices (such as SODAR and LIDAR) 
have been widely used as an alternative to traditional mete-
orological towers in recent decades [9–12]. An intercom-
parison of mast-mounted cup anemometer and remote sens-
ing instrument in the wind measurements was described 
by Lang and McKeogh [13]. The results showed that both 
LIDAR and SODAR remote sensing techniques recorded 
lower wind speeds than the cup anemometers. However, the 
installation and maintenance of the mast-mounted equip-
ment would consume giant economic and human resources 
for the measurement sites in complex areas. Another techni-
cal and economic feasibility method is to reconstruct the real 
terrain in a wind tunnel through a scale model for specific 
terrain [14–16].

Recently, due to the increase in computer computing 
speed, computational fluid dynamics (CFD) methods are 
widely used to simulate wind fields in large-scale and com-
plex terrain [17–19]. Blocken et al. [20] presented a CFD 
study of wind flow over a natural complex terrain in Galicia, 
Spain. The results showed that the topography could lead to 
an increase in wind speed for a range of specific wind direc-
tions. Huang and Zhang [21] simulated wind field over com-
plex terrain around Siu Ho Wan station in Hon Kong and 
showed that the numerical results were in good agreement 
with the wind tunnel data in Tse et al. [22]. Niyomtham et al. 
[23] evaluate the wind energy potential over the Andaman 
Coast of Thailand, using a couple of mesoscale atmospheric 
model, microscale wind flow model, and CFD modeling. 
On the other hand, CFD is frequently used to analyze urban 
microclimate [24]. Ramponi et al. [25] used numerical sim-
ulation to investigate the influences of urban density and 
street width on urban ventilation performance. For a single 
building, the ambient wind field has the characteristics of 
a vortex, wake, through-flow, and angular flow, while for a 
group of buildings, the ambient wind field has the charac-
teristics of a shading, pyramid, venture, and channel. When 
the natural wind blows a building, the airflow may change 
direction or increase/decrease speed due to the geometry 
of the building and the relative position of its neighboring 
buildings, which means that the structure of a building or 
the layout of the buildings is not only changing the distribu-
tion of wind speed but also suggest potential wind energy 
resource development and utilization [26]. Therefore, CFD 
can identify potential wind energy areas in densely built-
up urbanized areas and further determine the location of 
wind turbine installations [27, 28]. Kalmikov et al. [29] used 
CFD simulations to evaluate the wind energy potential of the 
Massachusetts Institute of Technology campus and to further 
analyze the physical mechanisms of wind energy differences 
between the west side to the east side.

According to Global Wind Atlas, Ireland is one of the wind-
iest countries in the European Union, which has a prevailing 
westerly wind from the Atlantic Ocean [30]. The extensive 

coastal territory of Ireland illustrates it has an excellent loca-
tion for the commercial and academic development of onshore 
wind turbines. In August 2005, the Dundalk Institute of Tech-
nology (DkIT), located on the east coast of Ireland, became the 
first college in the world to install a commercial wind turbine 
on its campus [31]. The rotor diameter and tower height of the 
Vestas V52 horizontal axis wind turbine (850 kW) are 52 m 
and 60 m, respectively. Cooney et al. [31] presented a com-
prehensive study on the performance of the Vestas V52 wind 
turbine located in an urban environment. The measured power 
curve of the DkIT wind turbine exhibited a good correlation 
with the manufacturer-stated power curve. The annual energy 
output of the DkIT wind turbine was significantly reduced 
by the seasonal effects at the wind turbine location with rela-
tively low mean wind speed. Byrne et al. [32, 33] further used 
SCADA data, Irish wind atlas, and LIDAR measurements to 
investigate the influence of various obstacle features (such as 
the local buildings and regional topography) on the energy 
performance of the DkIT wind turbine. The results indicated 
that the low broad buildings with heights of 20% of the turbine 
hub height have a significantly negative impact on energy per-
formance compared to the taller narrow buildings. Moreover, 
the mesoscale effects caused by the hills 8–15 km away from 
the wind turbine site also have an energy performance reduc-
ing impact.

The aforementioned literature review shows the influ-
ences of mesoscale and microscale on the wind turbine 
energy performance at a peri-urban coastal location. How-
ever, in complex terrain, the use of traditional wind speed 
measurement methods for wind resource assessment has 
its limitations. On the contrary, the CFD method not only 
can clearly observe the changes in wind field caused by the 
environment and topography but also can further assume the 
wind energy output of the wind turbine in this area. In the 
present study, the CFD method was adopted to simulate the 
wind field in a peri-urban coastal topology. Although Byrne 
et al. [32, 33] analyzed the influence of neighboring obstacle 
features on the energy performance of the DkIT wind turbine 
by using long-term measurements. In fact, the extent of the 
influence of the local buildings on the wind turbine ambient 
wind field could be further examined by the CFD method 
under different wind directions and wind speeds. Therefore, 
the main objective of this study is to investigate the effect 
of the nearby urban buildings of the DkIT campus on the 
environmental wind field of the Vestas V52 wind turbine 
under different wind directions and wind speeds.

Methods

This section introduces the numerical simulation method 
for the ambient wind field of the DkIT campus. Firstly, the 
architectural geometry data of the simulation area were 
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obtained through Open-Street-Map. Then, the Solid Works 
software was used to edit the 3D CAD geometry model. 
Next, the geometry model was imported into ANSYS 
Fluent to construct the computational domain and set the 
boundary conditions. Finally, the numerical simulation 
results were used to observe the wind field distribution and 
capture the wind speed value flowing through the location 
of the wind turbine. The wind power output of the wind 
turbine was further estimated from the wind speed value.

Architectural geometry data

In this study, the wind field was simulated in the east part of 
Ireland-Dundalk Institute of Technology as shown in Fig. 1a. 
The simulation area was set to cover a radius of 1.1 km, 
centered on the wind turbine on the DkIT campus. Figure 1b 
shows the location of the Vestas V52 wind turbine within the 
DkIT campus. On the southeast side, there is a 47-m-high 
hotel at a distance of 335 m, which is the tallest building in 
the area (marked by 1); while on the southwest side, there 

Fig. 1  Schematic diagram of 
the study area a the geographi-
cal location of Dundalk, Ireland 
(Source: Google Maps); b 
architectural geometry informa-
tion around the DkIT campus 
(Source: Open-Street-Map)
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are several low wide buildings of 7–12 m in height at a dis-
tance of 150–1100 m (marked by 2). In order to apply the 
actual building topography in CFD wind field simulation, 
this study first obtained the architectural geometry data in 
the simulation area through Open-Street-Map and then used 
Solid Works software to build and edit the 3D CAD geo-
metric model. The entire 3D architectural geometry model 
created in this study is shown in Fig. 2a. In order to ana-
lyze the influence of eight different wind directions on the 
ambient wind field, an octagonal prism flow field area was 
established as shown in Fig. 2b, where the distance between 
the top and bottom of the octagonal prism is 1 km and the 
distance between the lateral symmetrical surfaces is 5 km. 
Figure 2c shows a zoomed-in view around the Vestas V52 
wind turbine. Finally, the building geometry model and the 
flow field area were imported into ANSYS Fluent, and then 
the mesh was delineated.

Meshing grid

Because of the complexity of the flow field model, the whole 
area was set up with the tetrahedron cells and triangular 
prisms as shown in Fig. 3. The defeaturing size was set at 
50 m in the mesh properties. Both curvature and proximity 
size functions were used to capture and refine the mesh of 
architectural geometry. Figure 4 reports the unstructured fine 
mesh is created to accurately simulate the flow field near 
the buildings. In addition, face meshing and inflection were 
used on the octagonal faces except for the bottom face. The 
maximum layer and growth rate were set to 20 and 1.2 in 
inflation. The overall number of elements used is close to 
7 million.

Boundary conditions and equation model

Figure  5 shows the boundary condition setting for the 
octagonal column flow field. The inlet and outlet bound-
ary conditions were set to velocity inlet and pressure outlet, 
respectively, the ground and building surface were set to 
the no-slip boundary, and symmetric boundary conditions 
were used on the sides and top of the octagonal column. In 
general, when simulating an outdoor environment wind field, 
the wind speed and turbulence characteristics of the atmos-
pheric boundary layer are often used as the inlet wind speed 
profile. In order to simplify the simulation analysis, the inlet 
and outlet of the flow field were set up with a uniform wind 
speed and a normal atmospheric pressure for different direc-
tions of wind conditions. In ANSYS Fluent software, the 
pressure-based algorithm was used to simulate the steady 
flow field for the solver; the k–ω SST turbulent flow model 
was chosen for the flow field solution, and the Quick scheme 
discrete method was used for the momentum equation.

Wind field analysis

In order to analyze the influence of the buildings in the 
vicinity of the DkIT campus on the environmental wind field 
of the Vestas V52 wind turbine, as shown in Fig. 6, a spheri-
cal surface was drawn above the wind turbine position with 
the radius of the blade at the height of the hub. The average 
wind speed uV52,avg at the position of the Vestas V52 wind 
turbine was obtained by calculating the wind speed through 
the surface of the sphere. Moreover, the power output of the 
wind turbine at the current average wind speed can be fur-
ther obtained from the power curve of Vestas V52. Figure 7 
shows the power curve of the Vestas V52 wind turbine at 
different wind speeds. From the curve, it can be seen that the 
power output will be constant when the wind speed exceeds 
16 m/s. Therefore, for the effect of neighboring buildings on 
the power output of the wind turbine, only inlet wind speeds 
of 6 m/s, 12 m/s, and 14 m/s were considered in this study. 
The average wind speed relative change U(%) was used to 
indicate the magnitude of the increase or decrease in the 
average wind speed relative to the inlet wind speed uin under 
the influence of the building as is defined as:

The average power output relative change P(%) could be 
further calculated by converting the above wind speed values 
to power curves. It should be noted that the above equa-
tion assumes that the azimuth angle of the wind turbine is 
not taken into account, and the average wind speed uV52,avg 
through the sphere monitor is captured by the wind turbine.

Results and discussion

In order to investigate the effect of the local buildings of the 
DkIT campus on the Vestas V52 wind turbine ambient wind 
field under different wind directions and wind speeds. The 
CFD method was adopted to simulate the wind field in this 
area. Figure 8 shows the influence of wind speed from low 
speed to high speed on the position of the Vestas V52 wind 
turbine by comparing eight different inlet wind directions. 
In general, the average wind speed at the location of the 
wind turbine decreases in most wind directions from low 
speed to high speed due to the influence of nearby urban 
buildings as indicated in the previous study [32]. Except for 
the west (WW) wind directions (6 m/s, 12 m/s, 14 m/s and 
22 m/s) and the northwest (NW) wind directions (6 m/s and 
22 m/s) show the results of average wind speed enhance-
ment. The results indicate that most of the wind directions 

(1)U(%) =
uV52,avg − uin

uin

× 100%
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are weakened after passing the obstacle features. The maxi-
mum average wind speed decrease (− 2.41%) occurred when 
the 14 m/s wind was in the south–east (SE) direction; the 
maximum mean wind speed increase (0.74%) occurred when 
the 22 m/s wind was in the west (WW) direction. Figures 9, 

10 and 11 show the distribution of wind fields in the vicinity 
of the Vestas V52 wind turbine at different wind speeds in 
the southeast, south, and southwest, respectively. It can be 
observed that both low-speed and high-speed winds show 
local acceleration on both sides of the tall narrow building 

Fig. 2  Architectural geometry 
of the study area: a overall view 
of the entire architectural layout 
b computational domain of 
octagonal column c part view 
from the south side



516 International Journal of Energy and Environmental Engineering (2023) 14:511–524

1 3

and generate wake at the rear. In the southeast wind direc-
tion, the wake behind the tall narrow building will directly 
affect the wind field at the location of the wind turbine, thus 
causing a decrease in the average wind speed. On the other 
hand, the wake of the low wide buildings is also generated 

downstream above it. This means that in the use of urban 
wind energy, it is necessary to consider not only the wake 
effect of the tall narrow building but also the downstream 
wake effect caused by the low wide buildings. As the wind 
speed increases to 14 m/s, there is a local acceleration above 

Fig. 3  Meshing grid
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the low buildings, and this area of local acceleration expands 
as the wind speed increases. In the south direction, the wind 
flows over the low wide buildings in the southwest, creating 

a narrow wake; the area of local acceleration above the low 
wide buildings also expands as the wind speed increases.

After obtaining the average wind speed, the average 
power output of the wind turbine can be deduced from the 

Fig. 4  Close-up of the mesh for 
the study area
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power curve of the Vestas V52 wind turbine. The effect of 
the local buildings of the DkIT campus on the Vestas V52 
wind turbine average power output under different wind 
directions and wind speeds can be further investigated. Fig-
ure 12 shows the effect of wind from low speed to high speed 
on the average power output of the Vestas V52 wind turbine 
by comparing different wind directions. From the results, it 
can be seen that the power output has the most obvious vari-
ation in the low wind speed environment, that is, the nearby 
urban buildings have the most drastic effect on the wind 
turbine power output in the low wind speed environment. 
The wind turbine power output is less affected by vicinity 
buildings in high wind speed environments. This means that 
in high wind speed environments, the local buildings do not 
have a significant effect on the wind turbine power output. 
The maximum output power decrease (− 5.59%) occurs 
when the 6 m/s wind is in the northeast (NE) direction; the 
maximum output power increase (1.76%) occurs when the 
6 m/s wind is in the west (WW) direction. In summary, in 
the low wind speed environment, both the tall narrow build-
ing and the low wide buildings have an impact on the wind 
speed and power output in the southeast and southwest wind 
directions. The results are consistent with the previous study 
[32], the local buildings in the west southwest and south 
southeast directions can influence the energy performance 
of the wind turbine site.

Conclusions

By the CFD method, the degree of influence of the local 
buildings on the wind turbine ambient wind field under dif-
ferent wind directions and wind speeds can be obtained. This 
study has investigated the influence of nearby urban build-
ings on the environmental wind field of the DkIT Vestas V52 
wind turbine. The combined results showed that the wind 
generates wakes in a specific direction behind tall narrow 
buildings and affects the wind speed and power output at the 
location of the wind turbine, while low wide building clus-
ters could also generate wakes downstream above them. As 
the wind speed increases, the area of local acceleration at the 
tall narrow building sides and above the lower wide build-
ing would gradually increase. In a low wind speed environ-
ment, the wind speed and power output of the wind turbine 
location would be affected by the southeast and southwest 
wind directions of tall narrow buildings and low wide build-
ings, respectively. With the gradual increase in ambient wind 
speed, the nearby urban buildings have a lower impact on 
the changes in wind turbine power output. This study may 
benefit the control strategy and site selection of the wind 
turbine in the urban region. Future research can combine 
the big data obtained from experimental measurements and 
CFD simulations with artificial intelligence to further predict 
the wind power output of a single or a cluster of multiple 
wind turbines.

Fig. 5  Boundary conditions
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Fig. 6  Overall and isometric 
view of the architectural geom-
etry around the Vestas V52 
wind turbine
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Fig. 7  Manufacturer-stated 
power curve of the Vestas V52 
wind turbine [34]
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Fig. 9  Simulation velocity magnitude contours of SS case: a uin = 6 m∕s ; b uin = 12 m∕s ; c uin = 14 m∕s ; d uin = 22 m∕s

Fig. 10  Simulation velocity magnitude contours of SE case: a uin = 6 m∕s ; b uin = 12 m∕s ; c uin = 14 m∕s ; d uin = 22 m∕s
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Fig. 11  Simulation velocity magnitude contours of SW case: a uin = 6 m∕s ; b uin = 12 m∕s ; c uin = 14 m∕s ; d uin = 22 m∕s

Fig. 12  Power rose chart for 
average power output relative 
change at different wind speeds
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Abstract
Accurate photovoltaic (PV) power prediction is critical for PV power plant safety and stability. The main restrictions influenc-
ing the accuracy of the PV power forecast are the variability and intermittency of solar energy. Therefore, this study proposes 
a hybrid deep learning model for PV power forecast that is successfully developed using the combination of the bidirectional 
long short-term memory (BLSTM) and convolutional neural network (CNN) and is applied to the actual dataset collected in 
the DKASC PV system in Alice Springs, Australia. The proposed architecture is a structure of two major branches. BLSTM 
is used first to extract the bidirectional temporal characteristics of PV power. Next, CNN was used to capture the spatial 
characteristics. The prediction results of the hybrid model are compared with those of the single model LSTM, BLSTM, 
CNN, gated recurrent unit, recurrent neural network (RNN), and the hybrid network (LSTM–CNN, CNN–LSTM) in order 
to demonstrate the higher performance of the proposed hybrid prediction model. By comparing statistical performance 
indicators such as root mean square error (RMSE), mean absolute error (MAE), mean square error (MSE), and coefficient of 
determination (R2 ) values with other existing deep learning models, the performance of the proposed BLSTM–CNN model 
has been demonstrated. The results indicate that the BLSTM–CNN model has the highest precision with the lowest MSE 
of 0.0089, MAE of 0.0531, RMSE of 0.0944, and highest R2 of 0.9993. BLSTM–CNN can enhance forecasting accuracy 
while also accurately capturing the various temporal–spatial characteristics of PV power.

Keywords Photovoltaic power forecasting · Deep learning · Bidirectional long short-term memory · Convolutional neural 
network
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AI  Artificial intelligence
ARMA  Autoregressive and moving average
BLSTM  Bidirectional long short-term memory
BPNN  Back propagation neural network
CNN  Convolutional neural network
DKASC  Desert Knowledge Australia Solar Centre
ELM  Extreme learning machine
GA  Genetic algorithm

GRU   Gated recurrent unit
LSTM  Long short-term memory
MAE  Mean absolute error
MSE  Mean square error
NWP  Numerical weather prediction
PV  Photovoltaic
RMSE  Root mean square error
RCC   Radiation classification coordinate
RNN  Recurrent neural network
SVM  Support vector machine
SDA  Customized similar day analysis
WPD  Wavelet packet decomposition
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R2  Coefficient of determination
x  Input vector for power production
y1

ij
  Output of the first convolutional layer

W  Weight parameters of layers

Introduction

Energy is one of the most important factors in the process 
of industrialization and modernization, and it plays a criti-
cal role in technological and economic progress. Further-
more, massive population growth has exacerbated the global 
energy crisis. Electricity demand continues to rise, which 
has a negative influence on the environment [52]. As a 
result, several governments and regions are enacting laws to 
encourage the development of renewable energy [30]. Solar 
energy has become a crucial means of solving environmental 
and energy concerns due to its clean and plentiful properties 
[43]. The randomness and intermittent nature of PV power 
generation, on the other hand, makes integrating it into cur-
rent energy networks extremely difficult [48]. Accurate PV 
power prediction is critical for ensuring the power grid’s 
security and storing alternative energy sources for a reason-
able amount of time [2].

Different prediction approaches have been presented in 
recent years to forecast PV power output, which can be split 
into four groups: Physical method [36], statistical method 
[8], machine learning method [47], and hybrid method [32] 
are four types of PV power predicting techniques that have 
been established based on various forecasting principles.

The physical model forecasts PV power based on geo-
logical variables and meteorological data (i.e., air pressure, 
humidity, solar radiation, cloud volume, etc.) provided by 
the meteorological stations. After that, it creates a physical 
model based on the PV panel parameters, and then directly 
the PV generation power is calculated. The physical model 
is less reliant on previous data, but it is more complex to 
model because there are several unknown parameters [11].

Based on statistical data, time series models predict 
PV power. The impact of meteorological conditions is 
not considered throughout the forecasting phase; just the 
time factor is taken into account. To forecast PV output, a 
range of statistical approaches have been used, for exam-
ple, the Markov Chain method [33, 42], gray theory [55], 
autoregressive and moving average (ARMA) models [6, 
25]. A prior understanding of the PV system’s complicated 
photoelectric conversion link is not required for statistical 
modeling, but only a partial comprehension and realization 
using numerous data analysis approaches. However, the 
statistical approach uses a huge quantity of data to calcu-
late and requires more time. With the rapid growth of arti-
ficial intelligence (AI) in recent years, Machine learning 

models with strong learning capacity and nonlinear map-
ping capability have been widely employed in PV power 
forecasting [18]. Furthermore, machine learning models 
can forecast PV generation power from easily available 
data, eliminating the need for complicated computations 
and other costly expenditures. For example, support vec-
tor machine (SVM) [31], back propagation neural network 
(BPNN) [19], extreme learning machine (ELM) [3] and 
Elman neural network [51]. These approaches forecast 
the generation capacity of PV power plants only based on 
historical data, without requiring any knowledge of PV 
power plants such as the number of panels, panel capac-
ity [34]. Traditional single algorithms frequently neglect 
the fact that output power changes with a wide range of 
meteorological variables, which might lead to inaccu-
rate forecasting [12]. Hybrid methods, which combine 
a variety of effective techniques, are more effective and 
efficient when compared to other ways for PV generation 
forecast [7]. Some examples of hybrid models used in PV 
power prediction are: support vector machine (SVM) and 
ant colony optimization (ACO) [37], convolution neu-
ral network (CNN) and gated recurrent unit (GRU) [40], 
bidirectional LSTM model with a genetic algorithm (GA) 
[58]. (SDA–GA–ELM) based on customized similar day 
analysis (SDA), genetic algorithm, and extreme learning 
machine [59].

The deep learning theory, introduced by Hinton 
et al. [15] has recently gained a lot of traction. With the 
advancement at a rapid pace of artificial intelligence 
techniques, deep learning models have a wider and more 
robust nonlinear network structure than classic machine 
learning models [28]. Some have already produced excel-
lent results in predicting PV power generation, LSTM 
proposed by Hochreiter and Schmidhuber [16] has been 
extensively used to forecast PV power. The LSTM is a 
recursive neural network that can increase the network’s 
storage space and retain historical data for later use, it 
has the advantage of detecting long-term time series 
relationships. Gao et al. [13] proposed an LSTM model 
based on meteorological data to forecast the daily power 
production of PV power plants using weather categoriza-
tion. Chen et al. [4] proposed a new method for very-
short-term PV power prediction that combines similar 
time period collection using RCC (radiation classifica-
tion coordinate) with LSTM. Lee et al. [27] proposed two 
models LSTM and GRU to predict PV power generation 
in a peak zone. The CNN is perfect for processing and 
analyzing high-dimensional data. For time series fore-
casting, some researchers employ CNN. For wind and 
solar energy forecasting, Díaz-Vico et al. [9] employed a 
CNN with input data from a numerical weather prediction 
system (NWP), the CNN’s excellent feature extraction 
capacity is demonstrated by the prediction results. Sabri 
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et al. [41] proposed a new hybrid deep learning model 
(CNN–GRU) to predict the PV power output, the convo-
lutional layer extracts the characteristics of the input data, 
while the GRU maintains the crucial details to improve 
prediction performance.

A new form of LSTM, known as the bidirectional 
LSTM (BLSTM), has recently been used for classifica-
tion and regression problems. By structurally incorporat-
ing two forward and backward LSTM layers, the BLSTM 
can consider data from both the past and the future at 
the same time [24]. The BLSTM network has recently 
been utilized in electricity price forecasting [5], urban 
solid waste forecasting [21], and air pollution forecast-
ing [35]. Aside from developing a time series forecasting 
model with BSLTM, other researchers have attempted to 
enhance BLSTM’s efficiency by combining the advan-
tages of BLSTM and CNN to improve the prediction 
effect. Lawal et al. [26] proposed short-term wind fore-
casting at various elevations above ground level using a 
hybrid of 1D CNN and the BLSTM network. Unal et al. 
[46] proposed a spatiotemporal deep learning architecture 
to forecast energy consumption using the hybrid model 
CNN–BLSTM. Joseph et al. [22] proposed a novel hybrid 
deep learning model based on BLSTM and CNN for pre-
dicting traffic congestion in a smart city.

Weather forecast data has a restricted forecasting 
range, and historical PV power time series are non-peri-
odic and non-stationary making classical AI algorithms 
ineffective. Specifically, to overcome current obstacles 
and attain the objectives of accurate PV power predicting. 
The following considerations contribute to the hypoth-
esis of the proposed method in this paper: According to 
the current study, BLSTM has a high ability to extract 
bidirectional temporal characteristics, CNN can extract 
spatial characteristics. It is found that considering the 
combination of BLSTM and CNN model to predict PV 
power can achieve more accurate results.

Therefore, a new hybrid model of PV power forecast-
ing, the BLSTM–CNN model, is suggested in this study 
based on the mechanistic characteristics of time series 
data. The main research contents of this paper are as 
follows: 

1. To get acceptable prediction results, the input dataset is 
placed through a preprocessing step where redundant, 
outlier, or missing values are eliminated.

2. A hybrid PV power prediction network is proposed that 
takes into account the temporal–spatial characteristics 
extraction order.

3. The bidirectional temporal characteristics of the data 
are extracted first using the BLSTM model and then the 
spatial characteristics of the data are extracted using the 
CNN model while considering the PV data features.

Methods and materials

Convolutional neural network

A major component of a convolutional neural network is 
the convolution layer [23]. Convolution layer C and 
numerous filters are coupled to the input matrix, with each 
filter holding an i × i weight matrix. Find the convolution 
matrix using a filtered scan of the input matrix. The CNN 
layer can extract local features from high-layer inputs and 
send them down to lower layers for more sophisticated 
features [54]. Equation (1) is the result of the vector y1

ij
 

output from the first convolutional layer, where x is the 
input vector for power production, and n is the number of 
units per window. The output vector x of the previous layer 
is used to calculate y. w is the weight of the kernel, � is the 
activation function, b1

j
 represents the bias for the jth fea-

ture map, and m is the index value of the filter. The result 
of Eq. (2) is the vector yl

ij
 output from the lth convolutional 

layer.

The pooling layer is a crucial component of CNN, and it is 
utilized to minimize the convolution matrix’s dimension. Eq. 
(3) represents the max-pooling layer operation. T is the step 
that specifies how far the input data area will be relocated, 
and R is the pooling size that is smaller than y.

Bidirectional long short‑term memory neural 
network

In 1982, Hopfield proposed the recurrent neural network 
(abbreviated as RNN) [17]. Because of its unique network 
structure, which differs from traditional neural networks, 
each component of the RNN maintains the hidden layer 
parameters, allowing the current component to retain the 
memory of the information produced by the pre-order 
components. Figure 1 illustrates a comprehensive over-
view of RNN. Nevertheless, there is a clear disadvantage 
to RNN when the data series is too long, or the time inter-
val is too large. The continuous multiplication impact 
in gradient reverse multiplication causes the vanishing 
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gradient issue, rendering RNNs unable to train effec-
tively. This problem was well handled by Schmidhuber’s 
LSTM network, which he introduced in 1997 [16]. The 
forget gate, output gate, and input gate are used to build a 
memory unit in LSTM [56], which replaces the memory 
unit in RNN.

The process of the three gates specific to the LSTM is 
described in the following details:

Forget gate Unwanted data can be discarded if desired. 
By reading the current moment’s input xt and the previous 
moment’s output ht−1 , and assigning a weight between 0 and 
1 to each data in the cell state Ct−1 at the previous moment, 0 
denotes “all discarded” whereas 1 denotes “all retained.” The 
LSTM network can adjust this weight to improve the model 
through continual feedback learning. The following is the out-
put ft:

Input gate It is used to figure out what data should be saved 
in the cell state. The sigmoid layer defines what value needs 
to be updated, and the output of the input gate is designated 
as it . The tanh layer generates new C̃t , that is, ready-to-add 
information to the cell state:

Then, multiply the cell state at the previous moment by the 
forget gate output function ft , and update the cell state at 
the previous moment. Add the newly generated candidate 
information and calculate the current unit state as follows:

Output gate Filter to ensure that just what is required in the 
cell state is output. It is also split into two layers: The tanh 
layer updates the cell state requirement to a value between 
−1 and 1. The output is designated as ot , and the sigmoid 
layer defines which part of the cell state is output, and finally 
outputs ht:

(4)ft = �(Wf .[ht−1, xt] + bf ).

(5)it =�(Wi.[ht−1, xt] + bi)

(6)C̃t =tanh(Wc.[ht−1, xt] + bc).

(7)Ct = ft ∗ ct−1 + it ∗ C̃t.

where ot , it , ft are the output gate, input gate, and the output 
value of the forget gate, respectively. The bf ,i,o and Wf ,i,o are 
the bias vectors and weight matrices. � is a sigmoid function.

BLSTM stands for bidirectional LSTM and is com-
monly employed for natural language processing. In terms 
of time series forecasting, BLSTM may outperform LSTM. 
BLSTM is made up of two fundamental LSTMs [14]: a for-
ward LSTM that utilizes past information and a backward 
LSTM that utilizes future information, allowing information 
from time t-1 and time t+1 to be utilized at time t. Usually, 
BLSTM is more efficient than LSTM and RNN in general 
since both past and future information may be used.

The calculating equation of the yt :

where h′
t
 and ht is the hidden output of the backward LSTM 

cell and of the forward LSTM cell at time t, respectively, W ′
t
 

is the weight matrix of the backward LSTM cell, Wt is the 
weight matrix of the forward LSTM cell at the time t, b′

t
 is 

the bias vectors of the backward LSTM cell at the time t, bt 
is the bias vectors of the forward LSTM cell at the time t.

BLSTM–CNN hybrid neural networks

Hybrid models, on average, outperform single models. 
Maintaining the utility of BLSTM and CNN in considera-
tion. We leveraged the complementary capabilities of both 
models to construct a new operational temporal and spa-
tial extracting features model to predict PV power genera-
tion more precisely. In this paper, a hybrid approach called 
BLSTM–CNN is suggested to forecast PV power generation 
using a series connection of BLSTM and CNN, as illus-
trated in Fig. 2. The suggested approach excels at pulling 
complex characteristics and patterns from weather factors 
obtained for PV power generation forecasting. The historical 
time series PV power data is initially fed into the BLSTM 
model as an input, and the temporal characteristics of the 
data are extracted utilizing the BLSTM model’s capability 
of processing time series data. The resulting temporal char-
acteristics are then transmitted to the CNN model input layer 
to extract the data’s spatial characteristics. A CNN often 
contains numerous levels of convolutional-pooling layers, 
with many convolution operations conducted at each level 

(8)ot = �(Wo.[ht−1
, xt] + bo)

(9)ht = ot ∗ tanh(Ct)

(10)yt = g(Wy[ht; h�
t
] + by)

(11)ht = f (Wt[ct−1
; x] + bt)

(12)h�
t
= f (W �

t
[c�

t−1
; x] + b�

t
)

Fig. 1  General overview of recurrent neural networks [20]
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to capture significant data. CNN applies weights to weather 
factors depending on their effect on PV power. Finally, a 
fully connected layer is employed to gather the data and 
forecast the PV power generation using extracted character-
istics. The dropout layer is also introduced to the model to 
minimize model overfitting.

Dataset description

In this study, the PV data from 1B DKASC, Alice Springs 
PV system was chosen as a case study [10]. For this experi-
ment, data from October 1, 2020, to January 27, 2021, with 
a resolution of 5 min were chosen. The input parameters are 
global horizontal radiation ( W∕m2 × sr ), weather tempera-
ture Celsius ( ◦C ), diffuse horizontal radiation ( W∕m2 × sr ), 
current phase average (A), weather relative humidity ( % ) 
and wind direction ( Âo ), while the output is set to active 
power data (kW). To increase the effectiveness and preci-
sion of the model forecast, the data must be preprocessed 
and filtered before being fed into it. Preprocessing involves 
eliminating abnormal data, completing missing values, and 
normalizing the data. The data is separated into two parts: 
80% for training and 20% for testing. The BLSTM–CNN 
hybrid model has two primary parts. The first one is the 
bidirectional long-term dependencies are learned using the 
temporal modeling tool BLSTM after data preprocessing. 
The second one is 1D CNN, which is applied to extract the 
data’s spatial characteristics. In order to evaluate the effec-
tiveness of the proposed BLSTM–CNN. Five single deep 
learning models CNN, GRU, LSTM, RNN, BLSTM, and 
two hybrid models LSTM–CNN and CNN–LSTM are also 
used as comparison models for predicting the output of 
PV power. The metrics used to measure model prediction 
efficiency and accuracy are RMSE, MSE, MAE, R2 . The 
experimental results were completed in Python 3.7 and a 
personal computer with a 64-bit operating system, Intel (R) 

Core (TM) i7-4600 CPU@2.10GHZ 2.70GHZ and 8.00 GB 
of RAM. The framework of PV power output forecasting is 
shown in Fig. 3.

Model evaluation indexes

To compare the performance of various predictive models, 
we utilize the mean absolute error (MAE), root mean square 
error (RMSE), mean square error (MSE), and coefficient 
of determination (R2 ) [39]. Definitions of these evaluation 
indexes are as follows.

where yi is the real PV power generation value, ỹi predicted 
value and N is the number of yi . ȳi is the average of the real 
PV power generation in the test set.

(13)MAE =
1

N

N∑

i=1

||yi − ỹi
||

(14)MSE =
1

N

N∑
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(yi − ỹi)
2

(15)RMSE =
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√ 1
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2
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2

Fig. 2  The structure of hybrid model BLSTM–CNN [57]
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Modeling results

Results and comparisons

This research proposes a hybrid model (BLSTM–CNN) 
for PV power prediction. The BLSTM model was used to 
extract bidirectional temporal features. Set up two hidden 
layers using the filtered index data in the BLSTM model, 
where Units = 128; Units = 256. The obtained temporal 
characteristics are then sent to the CNN model input layer, 
which uses the convolutional layer and pooling layer to 
extract spatial features of the dataset. In the CNN model, 2 
layers of convolutional layers and 2 layers of pooling layers 
are used, there are 128 and 256 convolution kernels, respec-
tively. In the convolutional layer, the kernel size is 3*3. The 

Fig. 3  Framework of proposed 
model

Table 1  Parameters setting of the proposed method

Type Filter Kernel size Stride

BLSTM (128) – – –
BLSTM (256) – – –
Convolution 128 3 1
Activation (Relu) – – –
Max-pooling – 2 2
Convolution 256 3 1
Activation (Relu) – – –
Max-pooling – 2 2
Dropout (0.2) – – –
Dense (512) – – –
Dense (256) – – –
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dropout layer [44] was also included in the model to avoid 
overfitting issues during training, which could reduce predic-
tion accuracy. The batch size of the proposed model is 500. 
Finally, two layers of the fully connected layer with 512 and 
256 neurons, respectively, output of the PV power genera-
tion forecasting result. The parameters settings of the sug-
gested model in this work are shown in Table 1. Five single 
deep learning models CNN, GRU, LSTM, RNN, BLSTM, 
and two hybrid models LSTM–CNN and CNN–LSTM were 

used as comparison models for PV power output forecasting 
to verify the effectiveness of the suggested BLSTM–CNN 
model in this work. The RMSE, MSE, MAE, and R2 met-
rics are used to evaluate model forecasting accuracy and 
effectiveness.

Table 2 shows the forecasting results of the eight mod-
els. Table 2 shows that the proposed BLSTM–CNN has 
lower values of RMSE, MSE, MAE values, and the highest 
value of R2 than the other seven models. To make the data 
in Table 2 more visible. Figure 4 illustrates the results of 
the various models evaluation criteria. PV power generation 
data for one day in 2021 were chosen randomly as validation 
data to test the efficiency of the BLSTM–CNN model. Fig-
ure 5a shows a comparison of forecasted and actual values. 
For all times in the range, the forecasting curves show high 
consistency with the actual data. As shown in Fig. 5b, the 
error between the forecasted and actual values is illustrated 
by the rose curve.

Subsequently, the suggested forecasting model’s per-
formance and stability are tested in four months to ensure 
the BLSTM–CNN forecasting reliability and efficacy. 
The collected data is separated into four months: October, 

Table 2  The results of the forecasting model

Model RMSE MAE MSE R2

CNN [49] 0.1798 0.1325 0.0323 0.9975
GRU [53] 0.2016 0.1752 0.0406 0.9968
RNN [27] 0.3191 0.2706 0.1018 0.9921
LSTM [13] 0.2812 0.2531 0.0791 0.9938
BLSTM [38] 0.1609 0.1290 0.0259 0.9979
CNN–LSTM [45] 0.1389 0.1064 0.0192 0.9985
LSTM–CNN [50] 0.1102 0.0794 0.0121 0.9990
BLSTM–CNN 0.0944 0.0531 0.0089 0.9993

Fig. 4  The MAE, RMSE, MSE, 
and R2 criterion in different 
models
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November, December, and January. Each month’s data is 
divided into two parts: 80% for training and 20% for testing. 
Table 3 shows the partition of training and testing sets in 
four months.

Table 4 shows the results of various models CNN, GRU, 
RNN, LSTM, BLSTM, CNN–LSTM, LSTM–CNN, and 
BLSTM–CNN for the PV power forecasting in different 
months October, November, December, and January. The 
hybrid models outperform the single models in terms of 
prediction accuracy. In addition, the prediction effect of the 
BLSTM–CNN hybrid model is better than that of the two 
hybrid models (LSTM–CNN and CNN–LSTM). The result 
indicates that BLSTM–CNN outperforms other models in 

terms of prediction accuracy in four months, although vari-
ous models can be used to forecast PV power generation, 
no single model consistently always outperforms the oth-
ers, which confirms the proposed model’s ability to extract 
temporal–spatial features, which allows it to create a com-
plicated relationship between input data and target PV power 
generation. For better visualization, the evaluation criteria 
result in different months of the various models is also illus-
trated in Fig. 6.

A four-day from each month was chosen at random for 
further examination. Figure 7 illustrates the prediction 
results for these sixteen days using the proposed model 
and seven comparable models. It is evident that all the 

Fig. 5  Comparison between model predictions and actual values (a). Error between the forecasted and actual values (b)

Table 3  Statistical values of the 
experimental PV power (KW) 
data

Dataset Samples Numbers Mean Std. Minimum Maximum

October All samples 8928 2.7547 3.5559 −0.0215 10.5396
Training set 7142 2.6843 3.5070 −0.0203 10.5396
Testing set 1786 3.0359 3.7330 −0.0215 10.0366

November All samples 8639 2.8974 3.5440 −0.0199 11.0413
Training set 6911 2.8447 3.5168 −0.0199 11.0413
Testing set 1728 3.1084 3.6440 −0.0184 10.4283

December All samples 8908 2.3949 3.2452 −0.0188 11.6942
Training set 7126 2.2086 3.0685 −0.0187 10.8382
Testing set 1782 3.1400 3.7824 −0.0188 11.6942

January All samples 7658 2.9545 3.6139 −0.0222 11.4737
Training set 6126 3.0698 3.6956 −0.0222 11.4737
Testing set 1532 2.4936 3.2268 −0.0158 10.5551
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models perform well in terms of predictions. The sug-
gested hybrid deep learning model outperforms five sin-
gle models and two hybrid models in terms of prediction 
accuracy. The BLSM-CNN curve and the actual value 
curve are very close and show better prediction perfor-
mance, especially at night and during peak power.

Comparison of the proposed hybrid BLSTM–CNN 
model with state‑of‑the‑art methods

The historical data in this paper comes from the DKASC 
in Australia, Different state-of-the-art methodologies were 
conducted and examined with solar producing plants from 
the DKASC in previous studies. The comparison results 
are shown in Fig. 8.

Chen et al. [4] proposed a simple and efficient RCC-
LSTM model for PV power prediction. The RCC (radia-
tion classification coordinate) method as a tool is used for 
gathering identical time periods, then LSTM is used to 
extract characteristics from time series PV power data. The 
data was gathered from the Yulara in Alice Springs for two 
years (2017-2018) with a resolution of the historical data-
set as 5 min. The average MAE value obtained is 0.587.

Zhou et al. [29] proposed a hybrid deep learning model 
(WPD-LSTM) for short-term PV power forecasting. The 
data was gathered from DKASC, Alice Springs from 
June 1, 2014, to June 12, 2016. The average MAE value 
obtained is 0.2357. Zhou et  al. [59] proposed a hybrid 
model (SDA–GA–ELM) based on extreme learning machine 
(ELM), genetic algorithm (GA), and customized similar day 
analysis (SDA) to forecast hourly PV power generation. The 
dataset was collected from Jan 14, 2017, to Oct 15, 2018, 
with a resolution of 1 h from DKASC. The average MAE 
value obtained is 0.2367.

Wang et al. [50] proposed a hybrid model (LSTM–CNN) 
for PV power forecasting. The data was collected from 1B 
DKASC, Alice Springs PV for half-year data with a resolu-
tion of the historical dataset as 5 min. The average MAE 
value obtained is 0.2210. Zhen et al. [58] proposed a hybrid 
model (GA-BLSTM)) for ultra-short-term PV power pre-
diction. The data was collected from 8 PV plants ranging 
from 2017 to 2019 with resolution of the historical dataset 
as 5 min. The average MAE value obtained is 0.242. Abdel-
Basset et al. [1] proposed a novel deep learning architecture 
namely (PV-Net), to enable efficient extraction of positional 
and temporal features in PV power sequences, the gates of 
the GRU are modified utilizing convolutional layers (named 
Conv-GRU) for forecasting short-term PV energy produc-
tion. The data was collected from 1B DKASC, Alice Springs 
PV throughout five years (2015–2019) with a resolution of 
the historical dataset as 5 min. The average MAE value 
obtained is 0.398.

When the above research’s results are compared, the 
suggested BLSTM–CNN has the minimum MAE value. 
It is obvious that the suggested model outperforms prior 
researches and provides higher PV generation predicting 
performance.

However, the suggested model has a few flaws that must 
be investigated further. For example, in this research, the 
structure and training hyper-parameters of the model were 
found by experimentation, which is time-consuming. As a 
result, automated settings estimation approaches, like heu-
ristic optimization algorithms, will be utilized in our future 
research to pick and improve the parameters of the neural 
network more effectively.

Table 4  Error evaluation results of BLSTM–CNN and other deep 
learning models in four datasets

Dataset Model RMSE MAE MSE R2

October CNN 0.2139 0.1514 0.0457 0.9967
GRU 0.1205 0.0803 0.0145 0.9989
RNN 0.1928 0.1335 0.0371 0.9973
LSTM 0.1517 0.1188 0.0230 0.9983
BLSTM 0.1240 0.1085 0.0153 0.9988
CNN–LSTM 0.1083 0.0843 0.0117 0.9991
LSTM–CNN 0.0795 0.0516 0.0063 0.9995
BLSTM–CNN 0.0471 0.0350 0.0022 0.9998

November CNN 0.3123 0.2626 0.0975 0.9926
GRU 0.4720 0.3851 0.2228 0.9832
RNN 0.5490 0.4462 0.3014 0.9772
LSTM 0.3941 0.3425 0.1553 0.9882
BLSTM 0.3443 0.3265 0.1185 0.9910
CNN–LSTM 0.1986 0.1844 0.0394 0.9970
LSTM–CNN 0.1524 0.1265 0.0232 0.9982
BLSTM–CNN 0.1333 0.1114 0.0177 0.9986

December CNN 0.1430 0.1268 0.0225 0.9984
GRU 0.2656 0.2069 0.0705 0.9950
RNN 0.1696 0.1220 0.0287 0.9979
LSTM 0.3569 0.2846 0.1273 0.9910
BLSTM 0.1896 0.1411 0.0359 0.9974
CNN–LSTM 0.1300 0.1051 0.0169 0.9988
LSTM–CNN 0.1158 0.0797 0.0134 0.9990
BLSTM–CNN 0.0728 0.0591 0.0053 0.9996

January CNN 0.1153 0.0909 0.0133 0.9987
GRU 0.4503 0.3246 0.2027 0.9805
RNN 0.4104 0.3155 0.1684 0.9838
LSTM 0.1512 0.1164 0.0228 0.9978
BLSTM 0.1541 0.1042 0.0237 0.9977
CNN–LSTM 0.1020 0.0664 0.0104 0.9989
LSTM–CNN 0.0914 0.0642 0.0083 0.9991
BLSTM–CNN 0.0939 0.0608 0.0088 0.9991
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Fig. 6  Evaluation criteria results of BLSTM–CNN and other popular models in four datasets
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Fig. 7  The forecasting results of the different model and actual PV power in October (a), November (b), December (c), January (d)
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Conclusion

Accurate PV power forecasting plays an important role in the 
maintenance, control, management, and operation of PV power 
generation systems. In this research, a novel hybrid PV power 
generation forecasting model based on a deep learning algorithm 
namely BLSTM–CNN was suggested to increase the accuracy 
and reliability of PV power generation forecasting. More spe-
cifically, BLSTM automatically extracts bidirectional temporal 
correlation characteristics of PV data and CNN extracts spatial 
correlation characteristics of PV data to produce the final PV 
power forecasting results. Four evaluation measures and five sin-
gle deep learning (CNN, GRU, RNN, LSTM, BLSTM) and two 
hybrid models (LSTM–CNN, CNN–LSTM) were employed for 
the experimental study to validate the proposed model’s predict-
ing performance. The BLSTM–CNN model is proposed and 
used in a novel way in the field of PV power forecasting with the 
highest R2 value of 0.9993, the lowest RMSE value of 0.0944, 
MAE value of 0.0531, MSE value of 0.0089. In terms of fore-
casting accuracy, the results indicate that the proposed model 
outperforms other traditional classical models. In the next study, 
the hybrid model will be combined with more sophisticated 
deep learning models to extract temporal and spatial features 
separately, resulting in more precise PV power forecast results. 
Moreover, the proposed model can also be enhanced and used 
in other domains, such as wind speed forecasting and residential 
load forecasting.
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Abstract
The objective of this paper is to study the performance of a cascade solar still as a function of the variation in solar intensity 
and the thickness of the glass cover. In this context, the present work examined different cities of Morocco; however, Tet-
ouan (north of Morocco), Oujda (west of Morocco), Casablanca (east of Morocco) and Ouarzazate (south of Morocco) were 
targeted. In addition, the effect values of 3, 5 and 7 mm glass cover thicknesses were studied. The effect of these parameters 
on the water productivity of the inclined cascade solar still was performed by simulation using ANSYS-FLUENT software. 
The simulation model was successfully validated using the experimental data available in the literature. The results show 
that the absorber plate temperature and the hourly productivity of the inclined cascade solar still with a glass cover thickness 
of 3, 5 and 7 mm, under the climatic conditions of Ouarzazate region, reach maximum values of 78; 75 and 71 °C and 1.78; 
1.58 and 1.26 kg/m2 per hour at 2 pm, compared to other regions. The results of this work show that the new design of the 
inclined cascade solar still with a minimum thickness of the glass cover in a region with a higher solar intensity increase 
the temperature of the absorber plate, causing an increase in the thermal energy inside the solar still, resulting in a rapid 
increase in water evaporation, whissch has the role of increasing the production of distilled water compared to other types 
of solar still. On the other hand, the economic analysis of the studied system shows that the cost of distilled water does not 
exceed 0.0093$/L.

Keywords Cascade solar still · Numerical simulation · Glass cover · Solar intensity · Productivity · Cost of distilled water

Abbreviations
CFD  Computational fluid dynamics
MSF  Multi-stage flash
MED  Multi-effect distillation
TVC  Thermal vapor compression
MD  Membrane distillation
RO  Reverse osmosis

ED  Electrodialysis
CPL  Cost per liter

List of symbols
f  Fluid
P  Pressure
Amb  Ambient
atm  Atmospheric
e  Thickness, m
T  Temperature, K
dT  Incremental rise, °C
L  Length, m
H  Height, m
x,y  Cartesian coordinate, m

Introduction

Water is an essential element for all living beings on earth 
since the creation of the universe. It covers about 75% of 
the earth’s surface. However, 28% of this water is fresh, 
only 0.36% is usable by humans and 96.54% is salty [1]. 
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Population growth, industrial development, improved liv-
ing standards, inefficient water use and climate change have 
resulted in an unprecedented need for freshwater in the 
world [2]. According to Jayaswal et al. [3], every year, one 
million people die because of polluted water, two billion 
have no sanitation facilities and more than one billion people 
do not have access to drinking water. Several solutions are 
proposed to face this problem, for the benefit of countries 
located in Africa that have a potential in sea water or brack-
ish water. Indeed, there are many desalination technologies, 
whether at the R&D level [4, 5] or at the industrial level [6, 
7], to produce fresh water from these two sources of water. 
Desalination by solar energy of sea or brackish water is one 
of the best technologies to the problem of water scarcity 
[8]. Solar distillation is a very old technique that has been 
used for several centuries for the desalination of seawater. 
In 1551, Arab alchemists realized the first solar still. Later, 
other scientists, including Della Porta in 1589, Lavoisier in 
1862 and Maucho in 1869 made and developed solar stills 
[9]. The use of solar energy as a primary source of desalina-
tion is considered one of the most promising applications 
for producing drinking water [10]. There are many solar 
desalination techniques that have classified into two types, 
direct and indirect solar desalination. The difference between 
the two types of desalination is that in indirect desalination, 
solar energy is used indirectly, that is, by combining con-
ventional desalination techniques, such as membrane dis-
tillation (RO and ED) and thermal distillation (MSF, VC, 
TVC, MED, MD), with solar thermal or photovoltaic col-
lectors for heat production, whereas direct desalination uses 
a technique based on the evaporation and condensation of 
water thanks to solar energy which can be used directly in 
the solar still [11].

In this work, we are interested in direct solar distillation 
processes for several reasons. First, their design is simple and 
easy to manufacture. Second, they are clean, have no nega-
tive effect on the environment, are cheaper and require less 
maintenance than other processes [12]. Despite the many 
advantages of the solar distiller, its productivity in fresh water 
is low, so researchers aim to improve them [13]. There are 
different types of solar stills which use the same operating 
principle, but they can be different in terms of design, such as 
single-slope, double-slope, hemispherical, pyramidal, tubular 
and cascade solar stills [14]. Dumka et al. [15] experimentally 
and theoretically studied the techno-economic performance 
of a conventional single-slope solar still (CSS) and a modi-
fied solar still (MSS) with an ultrasonic fogger and a cotton 
cloth envelope. Their results show that the MSS was 53.12% 
more efficient than the CSS. Sharshir et al. [13] improved heat 
transfer by integrating linen wicks (LWs) and carbon black 
nanoparticles (CBNs) into the double slope cascade solar still 
(SDSSS). Comparing it to the traditional solar still (TSS), the 
authors showed that the addition of LWs and CBNs increases 

the freshwater productivity and energy efficiency by 80.57 and 
110%, respectively. El Hadi Attia et al. [16] were interested 
in improving the performance of conventional hemispherical 
solar stills. They tested the addition of a fin with two differ-
ent configurations, in order to increase the absorption surface 
and transmit heat to the salt water. It was found that the use 
of fins with a length of 2 cm and a spacing of 7 cm improved 
the productivity of the distiller up to 56.73%. Kabeel et al. 
[17] experimentally studied the performance of a triangular 
pyramidal solar still with an absorber plate coated with  TiO2 
nanoparticles doped in black paint. By testing the effect of 
different water depths, they found that this type of absorbent 
plate with minimal water depth improved the efficiency of the 
system by 12% compared to the absorber without nanoparticle. 
El-Said et al. [18] increased the productivity of the tubular 
solar still by 34% compared to conventional solar still, using a 
vibrated porous media. The latter allowed the increase in the 
absorption and heat transfer performance. Shyora et al. [19] 
presented a comparative analysis between two types of the sin-
gle slope and cascade solar still of the same size, in the same 
climatic condition Gandhinagar, Gujarat during the months 
of December 2018 and February 2019. They concluded that 
the cascade solar still has a high productivity of 23.88% com-
pared to conventional solar still. Saadi et al. [20] developed a 
new design of the cascade solar still with an integration of a 
multi-plate evaporator that has been tested in Algerian weather 
conditions. They concluded that the proposed new design of 
the cascade solar still is more efficient than the conventional 
solar still. Rashidi et al. [21] used a nanofluid to increase 
the performance of a cascade solar still. They found that the 
daily production of this device is improved by 22% with a 
5% nanoparticle concentration. Montazeri et al. [22] studied 
the performance of two cascade solar stills, the first with a 
conventional absorbent plate and the second with a modified 
absorbent plate. They concluded that the modification of the 
absorbent plate makes it possible to absorb the maximum 
amount of solar radiation, which leads to a 49.2% improve-
ment in the efficiency of the solar cascade distiller compared to 
the conventional cascade solar still. Panchal et al. [23] studied 
the performance of the cascade solar still with different con-
centrations of the MgO and  TiO2 nano-fluids varied from 0.1 
to 0.2%. They concluded that the MgO nanofluid improves 
the performance of the cascade solar still more than the  TiO2 
nanofluid due to their lower specific heat capacity and higher 
thermal conductivity. Kabeel et al. [24] experimentally studied 
two solar stills, one conventional and the other with a cascade 
modified by adding baffles to the vertical walls of the still, and 
also tested the effect of the width and depth of the plateaus on 
their performance. They concluded that the productivity of 
cascade solar still with 5 mm depth and 120 mm tray width 
is 57.3% higher than that of conventional solar still. Omara 
et al. [25] made a comparative study between two single slope 
and cascade solar stills modified by adding internal reflectors, 
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which were tested under the same weather conditions. They 
concluded that the cascade solar still with and without internal 
reflectors always has a high efficiency compared to the conven-
tional solar still. Omara et al. [26] studied the daily efficiency 
of a cascade solar still. They concluded that the yield of the 
cascade solar still can reach about 5.84 L/m2 per day with the 
cost of a liter of distillate can reach 0.03 $. Abujazar et al. [27] 
evaluated numerically and experimentally the performance of 
an inclined cascade solar still that was made of copper. The 
results show that the maximum hourly productivity in the 
inclined cascade solar still for the experimental and theoreti-
cal models was approximately 605 and 474 mL/m2 h. Bouziad 
et al. [28] experimentally studied the thermal performance and 
productivity of a cascade solar distiller characterized by the 
same components as a conventional solar still, but the absorber 
plate consists of horizontal and inclined surfaces with baffles 
on the inside. This solar still has achieved significant produc-
tivity compared to the different types of solar stills described 
above. The stepped solar still gives a maximum productivity 
of 7 kg/m2d, obtained for the Rabat city of Morocco, having a 
low solar intensity. Bibliographic analysis shows that the solar 
still is an important technique, but one of its major problems 
is the weakness of freshwater production due to the horizontal 
position of the plate which intercepts less solar radiation than 
an inclined surface. In addition, among the main criteria that 
affect the performance of a solar still, the design and meteoro-
logical criteria must be studied for a better performance of the 
solar still [13, 29]. This analysis shows us that it is still possible 
to improve the performance of the stepped solar still, by acting 
on these two criteria.

The main aim of the present work is to improve the per-
formance of the inclined cascade solar still in terms of the 
productivity and cost of distilled water, based on the effects 
of the solar intensity and the thickness of the glass cover, 
which have not been dealt with in the literature. For this pur-
pose, associated specific objectives will be pursued. In first 
time, reliability of the CFD model will be tested, before its 
use in numerical experiences. After that, parametric sensitiv-
ity study will be followed numerically, to obtain the optimal 
design of solar still, based on different thicknesses of its 
glass cover. The effect of solar intensity will also be tested 
for Moroccan sites, where the solar still unit can be installed. 
In the end, performance of the solar still will be evaluated 
based on water productivity and water production cost.

Experimental

The performance of the solar still was studied numerically 
by simulation in ANSYS CFD software. This software was 
chosen for being an efficient CFD tool, especially when 
dealing with complex phenomena as fluid flow and heat 
transfer. However, the CFD model of the evaporation and 

condensation processes allows to study the flow and heat 
transfer phenomena present in the studied process. Figure 1 
represents the flow diagram of the numerical algorithm. As 
shown in this figure, the first step consists of designing the 
inclined cascade solar still, then making the mesh and intro-
ducing the chosen operating conditions in ANSYS Fluent. 
After these three steps, the resolution of the governing equa-
tion is carried out and the simulation results relating to the 
temperature of the absorber plate are finally obtained and 
analyzed. The convergence criterion is considered accept-
able once the sum of the residuals is less than  10–6 [30]. The 
procedure followed for each step is shown in the figure that 
is described below.

Solar still design

The first step carried out, for the realization of the various 
numerical experiments using the inclined cascade solar 
still consists in realizing its geometry in 3D. The SolidWorks 
software interface was used to design this system that is 

Fig. 1  Flow diagram of the numerical algorithm
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represented in Fig. 2. The studied solar still consists of the 
same components as a conventional solar still, except that 
the aluminum absorber plate is characterized by horizontal 
and inclined surfaces with reflectors. The absorber plate is 
therefore divided into several small basins that allow for a 
minimum depth of water and painted black to absorb the 
maximum of solar radiation. This causes a quick heating of 
the water, which is ensured by a better orientation of the sys-
tem, the use of baffles allows to slow down the speed of flow 
of the salt water inside the solar still [28]. The ordinary glass 
cover is used for its good transmission of visible radiation, 
its simplicity, and its low cost. The basin of the solar still is 
made of aluminum, and it is used for its better resistance to 
corrosion, its low weight, and its ease of use. The insulation 
is done by a coating inside the basin to reduce heat loss to 
the outside. A synthetic rubber mat is used to prevent leaks 
at the bottom of the basin. The model parameters and their 
corresponding physical properties exploited in the calcula-
tion are given in Table 1. 

Solar still operates by the use of solar radiation which 
passes through the transparent inclined cover. Then, it is 
absorbed by the coating of the basin which heats up and 
emits thermal heat to the cover which in turn reflects a large 
part to the basin and a small part and transmitted outside. As 
a result of the multiples reflections between the cover and 
the basin, the water heats up and a part evaporates and con-
denses on the inside of the cover because of its low tempera-
ture compared to that of the vapor. The water droplets are 
formed, and under the effect of gravity, they slide until they 
reach the collector placed at the bottom of the cover [35].

Creating mesh

The obtained geometry of the inclined cascade solar still 
(Fig. 2) was imported from SolidWorks, in order to generate 
the mesh in Ansys. In mesh generation, the problem domain 
is divided into many small cells. This step represents the 

preliminary phase for any numerical resolution. The model 
equations are solved using ANSYS software, for each cell to 
simulate the physical phenomena. In this study, a tetrahedral-
type mesh was selected to include tetrahedral elements. This 
type of mesh was chosen because the shape of the inclined 
cascade solar still geometry is constituted by different sur-
faces (rectangular, circular…). The tetrahedral mesh type 
is the most suitable and can provide accurate results with 
moderate computation time. Figure 3 shows the obtained 
mesh of the computational domain in 3D view. After the 
meshing step, gravity is activated as the only responsible for 
the water movement inside the inclined cascade solar still.

Initial condition and boundary condition

Before performing the analysis, the initial conditions of the 
model (for t = 0 s) were first defined to involve the volu-
metric fractions of each phase. The multiphase model was 
activated with three phases; air, water, and vapor. ANSYS 
fluent automatically assumes that the air is defined as a pri-
mary phase and present in each cell. To create the water 
phase in the domain, it is necessary to connect the lower 
region to provide a constant filling level equal to the chosen 

Fig. 2  Schematic of the inclined cascade solar still, obtained by 
SolidWorks

Table 1  Physical parameters used in this work

Specific heat 
[J.  Kg−1  K−1]

Thermal con-
ductivity [[ 
W.m−1  K−1]

Ref. Density 
[Kg. 
 m−3]

Refs.

Glass cover 800 1.02 [28] 2530 [31]
Brackish 

water
4190 0.67 1022 [32]

Absorbent 
plate

896 230 2700 [33]

Insulation 670 0.059 200 [34]

Fig. 3  Mesh Geometry of the inclined cascade solar still, obtained by 
ANSYS
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depth. For this a water level inside the absorber plate in the 
inclined cascade, solar still was assumed to be 4 cm, which 
means that the water volume fraction is initialized to 1 in 
this region and is 0, outside this region. At the end of the 
simulation, regardless of the drop in the water level in the 
absorber plate, the same amount of water is introduced into 
the absorber plate for balancing. It was specified that there 
is no vapor at first.

To solve the formulated system of equations (Energy 
balance equations), the finite volume method is adopted in 
ANSYS fluent. The assumptions taken into consideration for 
the current problem resolution are

– The thermo-physical properties of working fluid and 
components of cascade solar still are supposed to be 
temperature independent;

– The temperature of all surfaces was equal to the ambient 
temperature;

– No heat loss occurs between the cascade solar still and 
the ambient air;

The boundary conditions adopted for this model are 
mainly to consider the side walls as adiabatic walls due to 
the insulation in the experimental study [28]. However, the 
boundary and initial conditions required to solve the energy 
balance equations are given by Eqs. (1–6):

– At the inlet of collector:

– At the outlet of collector:

– At the boundary of absorber plate:

Moroccan sites tested

The typical inputs needed in numerical experiences are the 
geographic coordinates of the cities where the solar still can 
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= Tf (x = 0) = Ta

(2)P = P
atm

(3)
(

�T

�y

)

x=0

= 0

(4)P = P
atm

(5)
(

�T

�y

)

x=L

= 0

(6)
(

�T

�y

)

y=H

= 0 and

(

�T

�x

)

y=0

= 0

be installed, which in our case studied are those of Morocco. 
This country has an important potential for solar radiation 
which can be estimated at a value of 5 kwh/m2/years [36]. 
In order to exploit the potential of groundwater in future 
climatic conditions and meet the needs of freshwater in dif-
ferent regions of Morocco, the effect of solar intensity on 
freshwater production has been tested. However, several 
sunny sites may be chosen to develop the technology of solar 
stills, but another criterion must be considered in addition 
to that of solar irradiation, which is related to the presence 
of brackish water. To target all regions of Morocco, meet-
ing these criteria, five cities can then be chosen: Tetouan 
(North of Morocco), Oujda (East of Morocco), Rabat and 
Casablanca (West of Morocco) and Ouarzazate (South of 
Morocco). These different sites are illustrated in Fig. 4. The 
geographic coordinates for these cities studied are taken 
from the Meteoblue website [37] and are given in Table 2.

Results and discussion

Simulation model reliability

According to the experimental data available in the literature 
[28], the latitude and longitude, of Rabat city for the days 
of March 27, 28 and 29, 2017, are exploited for the valida-
tion of the CFD model of the inclined cascade solar still. 
This CFD model reliability is analyzed by comparing the 
calculated values of the absorber plate temperature (TCal) to 
experimental one (TExp) obtained from the literature [28]. 
This comparison is given in Table 3 and presented in Fig. 5. 
The latter shows that the different values almost followed the 
diagonal and the correlation coefficient (R2) is around 99%, 
for the three days studied. Regarding the Mean Absolute 
Error (MAE) and Maximum Error (ME), the model allows 
us to carry out a simulation of the plate temperature with 
satisfactory error that does not exceed 5%. On the one hand, 
the difference between the calculated and experimental val-
ues can be attributed to the experimental errors. On the other 
hand, the CFD model is considered ideal for calculating the 
thermal performance along the cascade solar still, and the 
characteristics are chosen from the same properties of the 
absorber plate used in the experiment. Additionally, in the 
simulation, the ideal boundary conditions of the insulated 
side walls are considered the same with those present in 
the literature [28]. Despite these different hypotheses, the 
simulation model remains reliable and allows to estimate the 
plate temperatures with a very satisfactory error.

Sensitivity analysis

The effect of glass cover thickness and the solar inten-
sity in different regions of Morocco were tested. The 
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previously validated CFD model of the inclined cascade 
solar still was exploited for the parametric sensitivity 
analysis. Based on commercially available experimental 
devices, three values of thickness were considered: 3, 5 
and 7 mm, to test the performance of the inclined cas-
cade solar still. However, the effect of these three thick-
ness values on the productivity of the system studied was 
achieved by simulation, using the Ansys Fluent software. 
The latitude and longitude of Tetouan, Oujda, Casablanca 
and Ouarzazate are taken into consideration, for the day 
June 25, 2019, which has a higher solar intensity compared 
to other days of the year. The hourly variation in solar 
intensity for this day is given in Fig. 6 for the four cities 
of Morocco. It is obtained by exploiting existing intensity 
data [37]. According to this figure, the city of Ouarzazate 

Fig. 4  Sites selected in this study [38]

Table 2  Geographic coordinates of the cities under study [37]

City Latitude (N) Longitude (w)

Rabat 34.013 − 6.833
Tetouan 35.578 − 5.368
Oujda 34.681 − 1.909
Casablanca 33.583 − 7.679
Ouarzazate 30.919 − 6.908

Table 3  Errors and correlation coefficients for model validation

Date MAE (%) ME (%) R2 (%)

27/04/2017 2.62 5.26 99.94
28/04/2017 2.80 4.69 99.86
29/04/217 2.34 4.55 99.75
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has a higher solar intensity compared to other cities. The 
effects of the studied parameters are presented below.

Solar intensity effect

The effect of solar intensity is studied using the geographic 
coordinates of the Tetouan, Oujda, Casablanca and Ouar-
zazate (Table 2). Figure 7 shows the hourly variation in the 
absorber plate temperature, compared to the variation in the 
solar intensity for different regions of Morocco, along the 
day of June 25, 2019. The results show that the variation in 
the absorber plate temperature follows the same variation in 
the solar intensity during the day studied. In fact, the solar 
intensity increases from 8-AM to 2-PM, in all studied cit-
ies, where it reaches a maximum value for a maximum solar 
radiation intensity reached in the middle of the day. The tem-
perature profile of the absorber plate increases progressively 

from morning to midday, during intense sunshine. Conse-
quently, the insolation increases, and the temperature of the 
absorber reaches a maximum of ~ 67 °C for a solar irradi-
ance of ~ 966 W/m2 for Tetouan (North of Morocco) ~ 69 °C 
for a solar irradiance of ~ 988 W/m2 for Oujda (East of 
Morocco), ~ 66 °C for a solar irradiance of ~ 978 W/m2 for 
Casablanca (West of Morocco) and ~ 75 °C for a solar irra-
diance of ~ 1067 W/m2 for Ouarzazate (South of Morocco). 
Then, the temperature of the absorber plate decreases due 
to the decrease in solar intensity after reaching a maximum 
value for the four regions of Morocco from 2 PM to 7 Pm. 
Moreover, the figure shows that the region of Ouarzazate in 
south of Morocco, which has a higher solar intensity than 
other regions (Tetouan, Oujda and Casablanca), allows the 
temperature of the absorber plate to increase to a maximum 
value of ~ 75 °C, this shows that the solar intensity has a 
direct and important effect on the performance of the solar 
still. Therefore, the higher the solar irradiation, the higher 
the temperature of the absorber plate, which will lead to a 
rapid increase in evaporation and condensation of water on 
the inner side of the solar still cover, and therefore, a greater 
production of distilled water [39].

Thicknesses effect

The effect of three glass cover thicknesses equal to 3, 5 
and 7 mm is tested, respectively. Figure 8 shows the hourly 
variation in the absorber plate temperature for this differ-
ent glass cover thicknesses, compared to the same varia-
tion in the solar intensity for the four studied regions of 
Morocco, for the day of 25 June 2019. This figure shows 
that the temperature variation in the absorber plate for 
the three glass cover thicknesses follows the same solar 
intensity variation along the day. Indeed, the temperature 
increases from around 8 AM to 2 PM, where the maximum 

Fig. 5  Comparison of the tem-
perature values calculated by 
simulation with those obtained 
experimentally for the day a 
27/04/2017, b 28/04/2017 and c 
29/04/2017
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temperature of the absorber plate for cover thicknesses of 
3, 5 and 7 mm is reached, respectively, more than ~ 68, ~ 67 
and ~ 65 °C for a solar intensity of ~ 966 W/m2 for Tet-
ouan, ~ 72, ~ 69 and ~ 68 °C for a solar intensity of ~ 988 W/
m2 for Oujda, ~ 69, ~ 66 and ~ 62 °C for a solar intensity 
of ~ 978 W/m2 for Casablanca and ~ 78, ~ 75 and ~ 71 °C 
for a solar intensity of ~ 1067 W/m2 for Ouarzazate. Then, 
the temperature of the absorber plate decreases from 14 to 
19 °C due to the decrease in the solar intensity. The tem-
perature of the absorber plate is a very important factor to 

increase the distilled water. In fact, the higher temperature 
of the absorber plate leads to more water heating and more 
evaporation inside the cascade solar still [39]. Thus, it can 
be seen from the figure that the thickness of the cover has a 
significant effect on the temperature of the absorber plate. 
According to the results, we note that the 3 mm of thick-
ness glass cover increases the temperature of the absorber 
plate to a maximum value of ~ 68, ~ 72, ~ 69 and ~ 78 °C, 
respectively: Tetouan, Oujda, Casablanca and Ouarzazate 
compared to the other values of thickness 5 and 7 mm. This 
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is mainly due to the properties of the glass. When the glass 
has a large thickness, then the solar intensity takes time to 
pass through the glass, which increases the heat losses [40]. 
On the other hand, the thinner the glass, the more the amount 
of solar radiation enters the cascade solar still, which causes 

an increase in the temperature of the absorber plate and then 
an increase in the thermal energy inside the studied sys-
tem. Moreover, the figure shows that the city of Ouarzazate 
has a high absorber plate temperature compared to other 
regions with the same thickness of the 3 mm glass cover 
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of solar still. Figure 9 shows, as well, the contour of this 
maximum temperature of the absorber plate that reaches a 
value of ~ 78 °C, because the Ouarzazate region has a high 
solar intensity that allows to increase the temperature of 
the absorber plate. On the other hand, a high temperature 
gradient is present between the water and the glass, which 
promotes condensation and evaporation of water.

Solar still performance

The performance of the inclined cascade solar still was 
studied based on the calculation of water productivity and 
its production cost. The results obtained are presented and 
analyzed in this section.

Water productivity

Water productivity of the inclined cascade solar still was 
obtained based on the CFD model and was calculated using 
the equation defined by Kaviti [41]. Figure 10 illustrates the 
hourly variation in the productivity obtained by the inclined 
cascade solar still, compared to the variation in the solar 
intensity for different regions of Morocco and for the three 
thicknesses of the glass cover of 3, 5 and 7 mm, along the day 
of June 25, 2019. This figure shows that the hourly produc-
tivity of the studied system with three thicknesses of glass 
cover follows the same variation in the solar intensity along 
the day for the different regions of Morocco. For that, the 
hourly productivity increases from 8 A.M. to 2 P.M., where 
it reaches a maximum value of ~ 1.12, ~ 1.07 and ~ 0.98 kg/
m2.Hr of solar intensity ~ 966 W/m2, for Tetouan. On the 
other hand, the productivity of Oujda around ~ 1.32, ~ 1.16 
and ~ 1.12 kg/m2.Hr of solar intensity 988 W/m2, similarly, 
Casablanca is of ~ 1.16, ~ 1.03 and ~ 0.87 kg/m2.Hr of solar 
intensity 978 W/m2. Ouarzazate is as well of ~ 1.78, ~ 1.58 
and ~ 1.26 kg /m2.Hr of solar intensity 1067 W/m2, which 
correspond, respectively, to 3, 5 and 7 mm of glass cover 

thickness. These results show that the higher the solar inten-
sity, the greater the amount of water distilled from the sys-
tem studied, mainly due to the increase in the temperature 
of the absorber plate, which reaches its maximum value 
at ~ 67, ~ 69, ~ 66 and ~ 75 °C, respectively, for the cities: 
Tetouan, Oujda and Casablanca Ouarzazate (Fig. 7), which 
causes a rapid increase in evaporation and condensation of 
water. Thereafter, productivity decreases with the decrease 
in solar intensity from 2:00 pm to 7:00 pm. This figure also 
shows that the region of Ouarzazate has a higher productiv-
ity compared to other regions, due to the higher solar inten-
sity in this city. It can be seen that regions with higher solar 
intensity allow for an increase in distillate. This is mainly 
due to the increase in the temperature of the absorber plate, 
which causes an increase in the thermal energy inside the 
solar still and consequently a rapid increase in the evapora-
tion and condensation of water on the inner side of the cover. 
The inclined cascade solar still equipped with a 3-mm-thick 
glass cover has a good absorptivity and transmissivity of 
solar intensity compared to those of 5 and 7 mm, which 
causes an increase in freshwater productivity throughout the 
day for the four Moroccan regions studied. This is mainly 
due to the physical properties of the glass [39], the thinner 
the glass, the more amount of solar intensity enters the cas-
cade solar still.

Economic analysis

An economic analysis was carried out to calculate the cost of 
distilled water from the inclined cascade solar still. Increas-
ing the productivity of a solar still with a high cost can also 
increase the cost of distilled water. In solar stills, the operat-
ing cost is zero because they are powered by solar energy, 
which is free, abundant, and available everywhere. There-
fore, the cost of producing distilled water mainly depends 
on the cost of manufacturing and installing the solar stills 
system. For this, when designing a solar stills system, the 
manufacturing costs must be considered. The economic 
study of an inclined cascade solar still is carried out using 
method based on different factors affecting the cost of dis-
tilled water produced by the solar still. It is assumed that the 
desalination system operates 340 days in the year [20], as 
Morocco has a solar intensity throughout the year. By flow-
ing the equation presented by Kabeel [42], the calculation of 
the water production cost, using inclined cascade solar still, 
was obtained for the different thicknesses and cities consid-
ered. Figure 11 presents the results obtained, for the day of 
June 25, 2019. According to this figure, the parameters of 
solar intensity and thickness of the glass cover of 7; 5 and 
3 mm of the studied system have an important effect on the 
cost of distilled water. The results show that the thickness 
of the 3 mm glass cover has a lower cost of distilled water 
compared to the thicknesses of 5 and 7 mm. The cost of Fig. 9  Temperature profile of the absorber plate
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distilled water for the three thicknesses of the glass cover of 
the system studied in the climatic conditions of the Ouarzaz-
ate region is lower than other regions (Tetouan, Oujda and 
Casablanca), due to high productivity in this region that pre-
sents a high solar intensity, which can reach about 0.0068$/L 
for a thickness of 3 mm.

The performance assessment of the inclined cascade solar 
still in terms of productivity and distilled costs obtained in 
this work is very interesting in comparison with other works 
treated in the literature [20, 24, 27]. In these works of the 

literature, each of these authors tried to improve the perfor-
mance of the solar still by modifying one of its parameters. 
Table 4 shows the comparison between the results existing 
in the literature for the various studies of improvement of the 
solar stills in cascade with that of the present work. These 
works are conducted in different regions of the word char-
acterized by different climates, but the same solar intensity 
was taken into account in order to compare its performances. 
As can be seen from this table, the design considered in the 
present work of the cascade solar still is more productive 
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Fig. 10  Hourly productivity of the inclined cascade solar distiller with different thickness of glass cover, under the variation in solar intensity for 
the cities: a Tetouan, b Oujda, c Casablanca and d Ouarzazate
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with a low cost of distilled water than the others studied in 
the literature. The productivity and cost of distilled water 
obtained by the cascade solar still reach a value of 5.82 L/
m2.d and 0.01$/L by the integration of an internal Multi-Tray 
vertical evaporator [20], 4.38 L/m2.d and 0.047 $/L [27] 
by using copper, and 6.38 L/m2.d and 0.039 $/L by adding 
deflectors to the vertical walls of the solar still [24]. How-
ever, a productivity and a cost obtained in our case are 8 L/
m2.d and 0.0093$/L, respectively. By comparing this value 
to the lowest among the different cases considered, it can 
see that Saadi et al. [20] also was obtained a low cost, but 
corresponding to a low productivity. This comparison makes 
it possible to deduce an increase in productivity of 27% and 
a decrease in cost of 7% in the present work. The low-cost 
difference is explained by the manufacturing price of the 
studied prototype which is estimated at 130.83 and 85.47 $ 
in our case and that of Saadi et al. [20], respectively. Indeed, 
the manufacturing cost has a direct effect on the cost of dis-
tilled water [42], which in our case is higher due to the com-
plex geometry of the prototype. But the higher productivity 
is mainly due to the new design of the absorber plate which 

has a very important advantage. The distribution of brackish 
water in several waterfall-shaped basins with horizontal and 
sloping trays containing baffles provides a minimum depth 
of salt water. The low thickness of the cover also allows a 
large amount of solar radiation to be transferred to the solar 
distiller, resulting in an increase in thermal energy inside 
the solar still. Therefore, a rapid increase in the evaporation 
of water causes an increase in the productivity of distilled 
water. It is found that the productivity of solar still has a 
significant effect on the cost of distilled water, the higher 
the productivity, the lower the cost of the distilled water by 
the solar still.

Conclusion

The main aim of the current paper was to improve the per-
formance of a newly designed cascade solar still in terms of 
productivity and cost of distilled water through two param-
eters which are solar intensity and glass cover thickness. 
The methodology followed was based on the CFD model. 
Firstly, a 3D geometry of the inclined cascade solar still was 
created and the multi-phase model was developed in ANSYS 
software, initial and boundary conditions were defined. Sec-
ondly, the model was validated by comparing the values of 
predicted and experimental absorber plate temperature. This 
comparison shows that the value of MAE and ME is equal 
to 3% and 5%, respectively, allowing to conclude to the 
model reliability. Then, it was used to conduct sensitivity 
analysis to evaluate the effect of solar intensity in different 
regions of Morocco, as well as the effect of the thickness 
of the glass cover. The results show the best performance 
in terms of water productivity and its cost production for 
the different studied parameters. However, the maximum 
productivity of the inclined cascade solar still with a thick-
ness of 3 mm of the glass cover and under the climatic con-
ditions of the Ouarzazate region (south of Morocco) can 
reach more than 1.78 kg/m2 per hour with a cost of dis-
tilled water of 0.0068$/L. It is found that the new design of 
the absorber plate with a minimum thickness of the glass 
cover in a region which has a higher solar intensity makes 
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Fig. 11  The cost of distilled water obtained by our system for three 
thicknesses values of glass cover

Table 4  Comparison of existing stepped solar still to that of the present work

Type of modification Climatic condition Maximum solar 
radiation (W/m2)

Month Productivity 
(L/m2. d)

CPL ($/L) Réfs.

Integration of an internal Multi-
Tray vertical evaporator

Algeria 1049 18 July 5.82 0.010 [20]

Inclined copper-stepped solar Malaysia 1000 19 October 4.38 0.047 [27]
With wicks on vertical side Egypt 1000 08 August 6.38 0.039 [24]
Horizontal and inclined surfaces 

with baffles Glass cover thick-
ness

Maroc 1067 25 June 8 0.0093 Present work
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it possible to increase the productivity of the cascade solar 
still. The limitation that may occur in ANSYS FLUENT is 
related to the CPU time; in fact, it takes a lot of time to get 
to the final results. However, this could be handled by using 
a performant computer.

In perspective, other parameters will be taken into 
account in order to further improve the productivity of the 
solar still and to develop a solar distillation installation at 
the national level.
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Abstract
Marine renewable energy site and resource characterisation, in particular tidal stream energy, require detailed flow meas-
urements which often rely on high-cost in situ instrumentation which is limited in spatial extent. We hypothesise uncrewed 
aerial vehicles (UAV) offer a low-cost and low-risk data collection method for tidal stream environments, as recently tech-
niques have been developed to derive flow from optical videography. This may benefit tidal and floating renewable energy 
developments, providing additional insight into flow conditions and complement traditional instrumentation. Benefits to 
existing data collection methods include capturing flow over a large spatial extent synchronously, which could be used to 
analyse flow around structures or for site characterisation; however, uncertainty and method application to tidal energy sites 
is unclear. Here, two algorithms are tested: large-scale particle image velocimetry using PIVlab and dense optical flow. The 
methods are applied on video data collected at two tidal stream energy sites (Pentland Firth, Scotland, and Ramsey Sound, 
Wales) for a range of flow and environmental conditions. Although average validation measures were similar (~ 20–30% 
error), we recommend PIVlab processed velocity data at tidal energy sites because we find bias (underprediction) in optical 
flow for higher velocities (> 1 m/s).

Keywords Tidal stream · Remote sensing · Energy · Drones · UAV · Optical flow

Introduction

Marine renewable energy offers electricity generation from 
highly predictable sources [1–3]. Both offshore wind and 
tidal energy are being developed globally to move towards a 
net-zero carbon future. Flow data in such developments are 
routinely collected for a variety of reasons, such as initial 
site characterisation [4], device micro-siting [5] and flow 
around structures and turbines [6, 7].

Data collection for marine renewable energy site selec-
tion, resource characterisation and turbine placement 
often involves fixed seabed instrumentation or boat-based 
measurements such as Acoustic Doppler Current Profilers 

(ADCP). Bottom-mounted ADCPs provide a point-based 
measurement in a single location, whilst boat-based ADCP 
measurements are non-synchronous and typically of a low 
spatial resolution. ADCP measurements, whilst still essen-
tial, do carry high risk and cost. X-band radar is an effec-
tive method of deriving surface currents over a large area 
and has been used in tidal flows [8], however comes with 
high instrument and operating costs, particularly in remote 
environments. Small UAV technology is increasingly acces-
sible with consumer off the shelf UAVs providing flexible 
platforms with high-quality video and effective battery life at 
a relatively low cost. These systems have been increasingly 
used in marine science [9]. UAV surveys incur less financial 
risk, and less physical risk, as the UAVs are typically light-
weight and highly manoeuvrable [10].

For the marine renewable industry, video-derived flow 
will provide a valuable addition to existing data cap-
ture methods, measuring surface flow in a low cost and 
low-risk way. Capturing flow over a large spatial area is 
extremely useful throughout the lifecycle of a floating or 
seabed development enabling initial site sift and selection, 
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characterisation, device micro-siting and flow-structure 
analysis over different periods.

Flow derived from optical videography began as a labora-
tory technique originally derived from laser-based particle 
measurements [11]. Flow derived from downward-looking 
video offers a way of measuring surface flow over a large 
spatial area capturing fine spatio-temporal detail of flow 
characteristics. UAV-derived video can also provide an 
additional tool to rapidly define surface flow characteris-
tics such as high-velocity jets and other turbulent features 
in tidal streams; therefore, UAVs could offer an essential 
tool for the tidal energy industry. Various methods are avail-
able for deriving flow from video, each with advantages and 
disadvantages; however, their applicability to tidal energy 
site characterisation is unknown. Here, we compare two 
methods: large-scale particle image velocimetry (LSPIV) 
and Gunnar-Farneback dense optical flow.

Particle tracking techniques have been increasingly used 
for flow measurement in rivers [12–16]. LSPIV relies on 
the flow being seeded with artificial or natural particles and 
is highly accurate in a wide variety of natural flow condi-
tions [17]. However, LSPIV does have drawbacks, as the 
technique relies on natural particles such as foam or debris 
on the surface; insufficient particles require artificial seeding 
which is labour intensive and not appropriate for tidal envi-
ronments on a large scale. The technique also has a reduced 
ability to derive flow from a low-intensity image gradient 
[18]. However, it has been shown to provide good results 
when ephemeral turbulent structures advected by the mean 
flow are tracked, sometimes termed surface structure image 
velocimetry [19], and it would be this approach that could 
be used at tidal sites.

PIVlab is a GUI-based particle image velocimetry (PIV) 
software written in the MATLAB environment [20–22]. 
PIVlab uses a cross-correlation algorithm to derive the most 
probable particle displacement in small image subsections 
[20]. PIVlab has been applied to natural environments in 
the past for extracting river velocity and is accurate when 
compared with in situ measurement [23–27] and has also 
been used to estimate river discharge [25, 27–29]. Use of 
PIVlab for measurement of tidal flows, including at tidal 
stream sites, has been demonstrated [30, 31]; however, good 
results were dependent on site and environmental conditions. 
Therefore, investigation of alternative surface velocimetry 
approaches is warranted to seek wider ranging applicability 
of UAVs for tidal resource assessment.

Various optical flow algorithms are available for sur-
face water movement detection, some of which have been 
applied to the marine environment [32]. Here, the Gunnar-
Farneback dense optical flow is used as a method of deriving 
flow from consecutive optical images by using pixel inten-
sity and calculating the movements of each pixel between 
consecutive frames [33]. This has the benefits of being less 

computationally expensive and does not require seeded 
particles to calculate flow. Disadvantages are the technique 
assumes spatial smoothness whereby surrounding pixels are 
assumed to have the same general movement of the target 
pixel. The technique also requires consistency in pixel inten-
sity between frames. The Gunnar-Farneback method of opti-
cal flow has been cited to be potentially useful for natural 
flow conditions [33–35]. The Gunnar-Farneback method is 
a two-frame motion estimation based on polynomial expan-
sion [33]. The technique uses a neighbourhood around each 
pixel to identify its most likely movement between two 
frames and utilises a pyramid decomposition which enables 
the algorithm to handle large pixel motions, where pixel 
displacements are greater than the neighbourhood size.

Although both these techniques have been well estab-
lished in the fluvial environment and applied to surf-zone 
currents [36, 37], optical flow approaches have yet to be 
tested in oceanic waters with different surface character-
istics. This study tests whether the optical flow algorithm 
offers a more reliable way to inform on surface water flow 
in a tidal channel with relevance to the tidal energy industry.

This study compares field measurements of flow speeds 
in tidally energetic channels between LSPIV utilising PIV-
lab and dense optical flow techniques using the Gunnar-
Farneback algorithm. The objectives of this study are to 
compare two velocimetry techniques, LSPIV and optical 
flow, against underway ADCP data and drifter data using 
short downward-looking videos of a section of tidal flow. 
Further, the study will test the techniques in two well under-
stood tidal energy sites to test the effects of differing envi-
ronmental conditions on the techniques and to understand 
the transferability of the technique to different sites.

Methods

Experimental and study sites

Data were collected from two energetic tidal channels tar-
geted for renewable energy developments, the Inner Sound 
of the Pentland Firth in the North of Scotland, and Ramsey 
Sound in Wales. The sites were chosen as representative 
test cases for this study for the purpose of being able to 
transfer the techniques used here to other less understood 
sites. The Inner Sound is a tidal channel that separates the 
Orkney Islands from Mainland Scotland (Fig. 1). The Inner 
Sound is being developed as a tidal energy site and currently 
has active turbines deployed in the channel at the time of 
writing. The channel is a constriction between the Atlan-
tic Ocean and North Sea producing fast tidal currents over 
3 m/s in places [4]. The mean water depth is 19 m with a 
maximum of approximately 36 m in the channel. Due to 
the flow speed, high levels of turbulence are present in the 
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Inner Sound. One common turbulent feature is the presence 
of kolk boils [10]. Kolk boils are rotating vertical plumes 
of water associated with obstacle interaction and high shear 
near the seabed where vortices are formed which emigrate 
towards the surface. They present on the surface often as 
smooth circular or semi-circular areas of water due to the 
eruption of vertical flow and water displacement.

Ramsey Sound lies between the island of Ramsey and 
the Welsh mainland (Fig. 1). It has long been a focus for 
tidal stream energy extraction: the Tidal Energy Ltd. Del-
taStream device was deployed in 2015. Tidal renewable 
energy in Wales is an emerging market with several com-
panies receiving funding to develop the sector and deploy 
devices connected to the national grid. Cambrian Offshore is 
redeveloping the Ramsey Sound site with aim of deploying 
a tidal turbine in the channel.

The current regime in Ramsey Sound is forced by a pro-
gressive tidal wave, meaning that peak flows are around high 
and low water; current speeds in Ramsey Sound are up to 
3 m/s [38, 39]. The bathymetry in the area is highly vari-
able leading to both spatial and temporal (flood versus ebb) 
differences in turbulence metrics [5] and hence the surface 
features required for surface velocimetry. The mean depth is 
20 m, whilst maximum depth is approximately 70 m.

UAV surveys

At both sites, short stationary hovers recording video were 
carried out for several minutes at a time. In addition, boat-
based ADCP and GPS drifters were used to provide vali-
dation measurements for UAV-derived surface flow meas-
urements. UAV and validation techniques were different 
between the two sites due to site conditions, but the experi-
mental methodology was designed to be comparable.

Inner Sound

Fieldwork at the Inner Sound was conducted on the 2nd 
of May 2021. GPS drifter recovery challenges in fast flows 
and a highly exposed site meant only boat-based ADCP 
measurements were conducted at the Pentland Firth site. A 
downward-looking Teledyne Workhorse Sentinel 600 kHz 
ADCP was used with a blanking distance of 0.88 m at a 
depth of 1.78  m which provided clearance of the boat 
hull. The ADCP was set to ping as fast as possible with an 
approximate ping rate of 2 Hz with data averaged over 1-s 
intervals. Bin depths were set to 2 m. The first depth bin 
was used to compare with the video-derived flow (depth 
bin of 2.66 – 4.66 m). Boat speed was kept to a minimum (2 
knots) during the ADCP transects, with position recorded by 
D-GPS and bottom-tracking enabled. ADCP transects were 
carried out immediately after the UAV flight.

A DJI Phantom 4 Pro 2.0 UAV was used at the Inner 
Sound with standard GPS. The wind speed during the survey 
was < 10 knots with overcast consistent lighting conditions. 
The UAV was orientated with the long axis (width) of the 
video recording in parallel to the current flow direction at 
altitudes of 120 m above sea level and downward-facing 
nadir video. As flights are over the open water, no ground 
control points are possible for georectification. Instead, GPS 
coordinates from the flight log data of the centre of each 
image frame were used. The mean of the GPS coordinate 
was used for all GPS points acquired in the flight log over 
the length of the stationary hover video (1 min). For the 
Inner Sound data, the drift around the central hover point 
was < 1 m with a mean GPS horizontal dilution of preci-
sion (HDOP) of 0.54 over the duration of the video clip. 
The video recording mode was 30 frames per second with 
an image size of 4096*2160 pixels. The ground resolution 
was calculated using the image width of 4096 pixels, sensor 

Fig. 1  Inner Sound, Pentland Firth, Scotland (left) and Ramsey Sound, Wales (right). Measurement areas in orange shaded box
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width of 13.2 mm, sensor height 8 mm, and a focal length 
of 8.8 mm. Combined with the camera specifications and 
average flight altitude during the video calculated from flight 
logs yielded a ground (sea surface) sampling pixel size of 
5.05 cm per pixel. When flying at approximately 120 m in 
altitude, this results in a video frame with a horizontal field 
of view of 206.84 m and a vertical field of view of 109.08 m. 
The video excerpt for this study was 60 s in length, compris-
ing 1800 frames.

For dense optical flow, the mean GPS position from the 
flight log throughout the video was used to rectify the images 
with the calculated image height and width. Yaw from the 
flight log was used for image rotation from geographic north. 
No lens correction was carried out as the lens distortion 
on these consumer UAVs has been reported as being very 
low [40] and would be the same for each type of process-
ing method. However, methods do exist to correct for these 
distortions such as the checkerboard method [41]. Images 
were calibrated using the length of each image whereby a 
length is calculated from camera specifications for PIVlab.

Ramsey Sound

Fieldwork at Ramsey Sound was conducted on the 14th 
of May 2021; five flights were conducted from peak cur-
rent down to slack water. Nadir videos of 60-s duration 
were made of the flow at altitudes of 120 m, again with 
the long axis parallel to the flow direction; eleven videos 
were selected for analysis where there was good overlap 
with validation data. Weather conditions were variable with 
wind speeds up to 6.3 mph and a cloudless sky. All vid-
eos had bright, constant illumination with sun glinting off 
turbulent surface features; also observable in the imagery 
were small wind-driven ripples in the same direction as the 
flow and small standing waves opposing the flow. Validation 
data were collected with both boat-based ADCP surveys and 
GPS drifter runs. Four GPS drifters, the design of which is 
described in Fairley et al. [30], were deployed and recov-
ered from a RIB such that they transited through the field 
of view of the UAV. It has been shown that the presence 
of a small number of drifters in the field of view does not 
impact on results compared to the case with no drifter [30]. 
At the same time, ADCP transects preceded the UAV video 
collection. These transects were collected with a similar set-
up to the Inner Sound transects. WinRiver II software was 
used to acquire data from a pole-mounted 600 kHz Teledyne 
Sentinel ADCP. GPS and wind data were incorporated from 
an AIRMAR 200WX meteorological station. The first bin 
started at 0.82 m below surface, and bin height was 0.5 m. 
The ADCP was set to ping at 2 Hz; alternating between 
water profile and bottom track pings to allow for relative 
vessel motion correction.

Image pre‑processing

Prior to processing in PIVlab, individual frames were first 
extracted from the video to image stills. The image stills had 
pre-processing steps applied before analysis to improve the 
measurement quality. For optical flow, video frames were 
processed on the fly. For comparison of techniques, the 
same image pre-processing steps were applied to both the 
optical flow frames and PIV frames. Image pre-processing 
improved performance in both optical flow and PIV tech-
niques (Fig. 2). The image pre-processing steps applied were 
in order as follows:

• Image was converted to greyscale.
• Contrast Limited Adaptive Histogram Equalisation 

(CLAHE) is a variant of adaptive histogram equalisa-
tion, where the image or tiles histogram is altered to bet-
ter distribute intensity values, CLAHE also limits over 
amplification of contrast. The algorithm was performed 
on image tiles and tiles combined using bilinear interpo-
lation to remove any boundaries [42].

• The MATLAB (2021a, MathWorks) imadjust function 
(adjust image intensity values) maps the intensity values 
in grayscale image to new values. This saturates the bot-
tom 1% and the top 1% of all pixel values. This operation 
increased the contrast of the output image.

Processing

PIVlab

Various post-processing is available in PIVlab such as 
smoothing and high-pass filtering. These were not applied 
to the results for comparison with the optical flow results. 
All processing was carried out using an Intel Core i7-2600 k 
CPU 3.40 GHz with 4 cores. No graphics card processing 
was used. Three passes of the interrogation window were 
used within PIVlab with a first pass of 128 × 128 pixels sec-
ond pass of 64 × 64 pixels and a third pass of 32 × 32 pixels. 
After the PIVlab processing was complete, the mean vec-
tors were computed from all the consecutive frame vectors, 
giving temporal mean flow vectors for the entire video clip.

Dense optical flow

MATLAB offers built-in methods for dense optical flow of 
which there are three algorithms available. Equations for the 
Gunnar-Farneback dense optical flow algorithm are explained 
elsewhere [33, 34, 43]. A MATLAB script was written which 
reads in the video, performs image pre-processing and dense 
optical flow. Temporal mean optical flow vectors for each pixel 
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for the whole video were calculated from the sum of all vectors 
divided by the number of frames in the video.

Image complexity metric

A simple edge-detection algorithm was used to show the 
difference in image complexity and structures between the 
Inner Sound and Ramsey Sound. Image segmentation using 
the Sobel method was carried out on processed greyscale 
video frames. Sobel edge detection undertakes a spatial 
gradient measurement on an image where regions of high 
spatial frequency correspond to edges within the images. 
Structures on the surface of the water primarily caused by 
turbulence and foam patches which are beneficial to both 
optical flow and LSPIV were attempted to be captured by 
the Sobel edge detection as a metric for the suitability of the 
video for the flow analysis.

Wind ripples present in the Ramsey Sound data were 
visually measured by tracking individual wind ripple crests 
between frames. This was done manually by marking the 
position of individual crests then measuring the distance 
travelled in pixels.

Results

Inner Sound

A 60-s-long video recorded at 30 frames per second was 
analysed using PIVlab and Gunnar-Farneback dense optical 

flow. The video was analysed using every other frame result-
ing in a total of 900 frames. It could be visually seen that 
the UAV was at the edge of a fast-flowing jet with slower-
moving water also visible to the right. In addition, the video 
contained a region of active kolk boils in the far left of the 
video frame, consisting of smooth circular regions which 
slowly traversed the video frame (Fig. 3).

Visual results (Fig. 3) showed good similarity between 
the two techniques with general flow patterns being con-
sistent. Both the PIVlab and optical flow averaged results 
were then geo-rectified for comparison with ADCP data. 
The ADCP data compared were from a transect immediately 
after the flight. Point data were extracted from both PIVlab 
and optical flow rectified TIFF files matching locations of 
point data from the ADCP data. Linear regression was used 
to compare the datasets. There was a short difference in time 
between the UAV survey and the ADCP transect. The UAV 
flight video began at 13:36:10 and ended at 13:37:40; ADCP 
measurements were taken from 13:39:55 until 13:43:03.

A linear fit between ADCP magnitude and PIVlab gen-
erated magnitudes derived an r-squared value of 0.47, with 
0.74 RMSE for y = x and a p-value of < 0.001 for a sample 
group of 72 measurements. A linear fit between ADCP mag-
nitude data and optical flow derived magnitude derived an 
r-squared value of 0.47 with 0.61 m/s RMSE for y = x, and 
p-value of 0.001. When the magnitude values derived from 
PIVlab and optical flow were compared with each other, 
this yields a linear fit derived r-squared value of 0.98 with 
0.24 m/s RMSE for y = x, and p-value of < 0.001 (Fig. 4, 
Table 1).

Fig. 2  Example of a processed downward-looking video frame of sea surface. Dotted line outlines surface expression of a kolk boil exhibiting a 
smooth surface due to vertical water movement
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For directional comparison, when comparing ADCP 
directions with PIVlab directions 37% were within 10 
degrees and 79% within 30 degrees. Directions derived 
from optical flow compared to ADCP measurements were 
move favourable, with 49% within 10 degrees and 84% 
within 30 degrees. Comparing PIVlab against optical flow, 
37% were below 10 degrees of difference and 96% were 
below 30 degrees.

Figure 5 plots ADCP velocity with ADCP error velocity 
coded in colour plotted against the longitude. The ADCP 
error velocity is the difference between two estimates of 
vertical velocity and offers a built-in means to estimate 
ADCP data quality. Also plotted are the derived veloc-
ity estimates for each ADCP data point from optical flow 
and PIVlab results from a mean flow of all frames from 
the 60-s video clip. The optical flow and PIVlab results 
were georectified to extract each flow point at each ADCP 
data point position. A mismatch between the PIVlab/opti-
cal Flow and ADCP results can be seen between approxi-
mately -3.14° and -3.1406° longitude (Fig. 5), where a 
jet-like feature was present on the mean optical flow and 
PIVlab results.

Fig. 3  Visual results of averaged flow and direction derived from optical flow from the 1-min video at 120-m altitude in the Inner Sound (left) 
and averaged flow derived from PIVlab of the same video (right)

Fig. 4  A comparison of PIVlab magnitudes versus optical flow magnitudes (left) and optical flow and PIVlab magnitudes against ADCP magni-
tudes (right). 1:1 Line plotted in both graphs

Table 1  Validation metrics for the Inner Sound site

Method Validation set RMSE (m/s) r2 Mean percentage 
absolute error (%)

PIVlab ADCP 0.74 0.47 60.6
Optical Flow ADCP 0.61 0.47 73.8
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Ramsey Sound

Results from Ramsey Sound show similar patterns between 
video-derived current methods against both validation 
measures, for both ADCP and surface drifters (see Fig. 6 
and Table 2). Both methods performed similarly at lower 
velocities (Fig. 6, left), but optical flow did not perform as 
well as PIVlab in flows exceeding 1 m/s. For higher meas-
ured velocities, optical flow underpredicted the velocity, 
whereas PIVlab matched the measurements better. This is 

Fig. 5  All ADCP data from 
transects within 1 h of flight. 
ADCP values are colour coded 
with ADCP error velocity (m/s). 
Values extracted from PIVlab 
and optical flow are averaged 
results from 60-s video over 
ADCP transect position. Optical 
Flow and PIVlab data extracted 
for each ADCP data point from 
georectified mean flow image

Table 2  Validation metrics for the Ramsey Sound site

Method Validation set RMSE (m/s) r2 Mean percentage 
absolute error (%)

PIVlab Drifter 0.24 0.74 30
PIVlab ADCP 0.28 0.60 22
Optical flow Drifter 0.37 0.58 33
Optical flow ADCP 0.55 0.21 35

Fig. 6  Comparison between optical flow derived speeds and PIVlab 
derived speeds at validation data points for the Ramsey Sound data-
set (left); comparison between validation velocity measurements 

and video derived velocities for optical flow and PIVlab against both 
drifter and ADCP measurements (right). The black line in both plots 
is the 1:1 line
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problematic for optical flow because it is higher velocity 
regions that tidal stream developers are most interested in. A 
similar comparison for all equivalent points in the images for 
both PIVlab and optical flow shows the same pattern (Fig. 6, 
right). Table 2 gives error and correlation statistics for the 
two methods and sets of validation data. Root mean squared 
errors are better for the PIVlab results, but the differences in 
mean percentage error are lower; this is because for optical 
flow the errors are greater at higher velocities.

Image complexity

The differing effectiveness of each technique may be 
explained by image complexity or ‘clutter’, as these features 
are required for tracking to obtain video-derived current. By 
using the Sobel edge-detection algorithm, a comparison of 
information present in the images for flow analysis can be 
made to investigate the differing effectiveness of each tech-
nique. For each video, 30 individual frames were processed 
with Sobel edge detection. All pixels which were defined 
as an edge were summed as a percentage of total pixels in 
each image.

For the Ramsey Sound video clip during low-speed cur-
rent conditions, close to tidal slack water (Ramsey Sound, 
slow, Fig. 7), the 30 individual frames treated with Sobel 
edge detection resulted in 10.00% mean, 10.24% maximum 
and 9.70% minimum percentage of edge pixels with an IQR 
of 0.19. Fast current conditions close to peak flow (Ramsey 
Sound, fast, Fig. 7) had 4.58% mean, 4.65% maximum and 
4.50% minimum percentage of edge pixels with an IQR of 
0.03. The Inner Sound frames had 14.20% mean, 16.20% 
maximum and minimum of 13.50% with an IQR of 0.312. 
The two sites yielded differing imagery due to the scales of 
turbulent features and wind conditions (Fig. 7).

Figure 7 shows the result from the first individual frame 
of each video showing a low percentage of detected edge 
pixels for both Ramsey Sound slow and fast current condi-
tions, whilst a greater number of detected edge pixel in the 
Inner Sound site.

Visually the presence of wind ripples in the Ramsey 
Sound data are the dominant surface feature. By tracking 
ripple crests in MATLAB and measuring distance trav-
elled, wind ripples were estimated to be progressing at 
0.98 m/s during measurement in low current conditions 
and 0.75 m/s during measurement in the fast current con-
ditions. The wind ripples moved across the surveyed area 
at an approximately 25-degree angle to the current flow 
direction during data collected at fast flow conditions and 
in the same direction as current propagation during low 
flow conditions with wind ripple wave speed velocities 
between 0.75 m/s and 1 m/s. Ripple wave speed was esti-
mated by measuring wavelength of several wind ripples 
in pixels. Wave frequency was estimated by threshold 

segmenting an individual frame, taking a pixel intensity 
profile and running fast Fourier transform (FFT) analysis 
on the signal. Similar wind ripple wave speeds were found 
when directly measuring the progress in pixels of indi-
vidual ripple crests between frames (approximate 1 m/s).

By running optical flow on two individual frames rather 
than an average of all frames, wind ripples are the domi-
nant feature in terms of the estimated flow with the vast 
majority of flow vectors in line with wind ripple direction 
and speed (Fig. 8).

Fig. 7  Sobel edge detection on an individual greyscale video frames 
with total percentage of edge detected pixels (red)
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Discussion

UAV surveys were undertaken in two tidal stream sites 
both of which are being developed for tidal stream energy, 
with turbines already operational in the Inner Sound, Pent-
land Firth, and previous turbines planed for deployment in 
Ramsey Sound. The aim of this paper was to compare two 
methods of deriving flow from downward-looking optical 
video footage, comparing PIVlab (LSPIV) and the Gunnar-
Farneback (dense optical flow). Both LSPIV and dense opti-
cal flow techniques are shown to be suitable for the deri-
vation of flow from optical videos in these environments; 
however, results here indicate the LSPIV method may be 
more effective in tidal stream sites.

The flight altitude of 120 m was chosen as the maximum 
in the UK at which a UAV can operate without special per-
mission and offers an acceptable spatial coverage for tidal 
channel data capture of the order of 110*210 m per frame. 
Reasonable agreement between ADCP data in the Inner 
Sound using the dense optical flow and PIVlab may indicate 
that this flying altitude and resolution are suitable for the 
measurement of flow at these locations. The effect of flying 
altitude on LSPIV and optical flow has been investigated in 
other environments; higher flying altitude resulted in lower 
resolution and poorer results from LSPIV with a comparable 
UAV [17], albeit in a riverine environment. The altitude, 
resolution and coverage, together with spatial and temporal 
averaging, eventually becomes an application-specific trade 
off, for example spatial coverage of a tidal stream site for 
initial site selection and sift.

From a processing perspective, optical flow simplifies 
processing, as analysis can be performed directly from the 
video using a single script. PIVlab requires frames to be 

extracted as greyscale images, then pre-processed prior to 
LSPIV analysis. The block correlation method of LSPIV 
is more computationally expensive than the optical flow 
algorithm, although it can be run under parallel process-
ing in the MATLAB environment and is available under 
the Python language with GPU support via the OpenPIV 
software library. The Gunnar-Farneback dense optical flow 
algorithm is also implemented in the Python-based OpenCV 
library which supports GPU processing to greatly increase 
processing speeds.

Inner Sound

Similarity in flow magnitude and direction to the ADCP data 
was sufficient to show the validity of both PIVlab and optical 
flow techniques for the Inner Sound data. However, in some 
parts of the flow, there were large differences between the 
calculated flow speed by optical flow and PIVlab and the 
ADCP results. The differences observed may be partially 
explained by non-concurrent ADCP and UAV flights, with 
ADCP measurements beginning 2 min and 15 s after the 
UAV flight in these highly spatio-temporally variable envi-
ronments. Furthermore, ADCP measurements were aver-
aged over 1 s whilst flow derived from the video was aver-
aged over the video duration of 60 s. PIVlab derived higher 
velocities in the area of higher flow indicated by the ADCP 
results between -3.141° and -3.143° longitude (Fig. 5, the 
left of the video frame), which resulted in a higher RMSE 
value between PIVlab and the ADCP values. The higher 
flow speed resulting from PIVlab may be more realistic to 
surface velocity. It is expected that surface velocity is greater 
than ADCP-derived velocity, as the ADCP data are from the 
first depth bin (2.66 – 4.66 m) and not the surface velocity. 

Fig. 8  Left optical flow results between two individual frames in Ramsey Sound in fast tidal flow conditions (> 2 m/s). Right same frames ana-
lysed with PIVlab. Wind ripples are progressing north-west to south-east
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Assuming a logarithmic velocity profile with depth, surface 
velocity is expected to be greater; however, further measure-
ments of actual surface velocity using an alternative valida-
tion measure would be required to confirm this.

There was a mean difference in flow velocity between the 
PIVlab and optical flow results of 7.3%. A mismatch in flow 
speeds was evident in both PIVlab and optical flow between 
approximately -3.14° and -3.1406° longitude (Fig. 5). This 
area was associated with a jet of high flow which was fluc-
tuating in time and space during the measurement period. 
To examine this, an animation was made (Supplementary 
Material) by processing 20-s slices of the video using optical 
flow. The mean flow for each 20 s slice was used to construct 
an animation which showed the jet frequently moving and 
showing changes in velocity. Therefore, it was possible that 
this jet was not present during the ADCP transect whilst it 
was evident in the optical flow and PIVlab results.

The surface expressions of kolk boils were present in the 
video on the left of the frame. Kolk boils are a turbulent 
feature associated with bottom obstacles and high shear 
which are common within the Inner Sound [10]. The surface 
expression of kolk boils is often a very smooth surface asso-
ciated with the vertical movement of water. ADCP results 
indicate that within the area of the kolk boil activity near-
surface velocity was in excess of 1.8 m/s and up to 2.7 m/s. 
PIVlab derived flow for this area was between 2.1 m/s and 
2.5 m/s whilst optical flow derived velocities were between 
1.8 m/s and 1.2 m/s. Unlike optical flow, the presence of the 
kolk boils did not appear to affect PIVlab results where it 
was thought that the smooth surface may result in a lack of 
natural tracer particles required for the analysis. However, 
the kolk boils in the Inner Sound often appear as large-scale 
features with very smooth surfaces, and where larger kolk 
boils are present, there may be a large enough area with no 
trackable features as to affect PIVlab results.

The results show that for this downward-looking video in 
the Inner Sound tidal channel, PIVlab processing was more 
accurate when compared to ADCP data than optical flow. 
However, both results show divergence from ADCP data in 
one area of flow which can be explained by the difference 
in sampling time between the ADCP measurements, PIVlab 
averaging and the fact the ADCP results are below surface. 
Both PIVlab and optical flow techniques showed reason-
able agreement with one another which supports the view 
that discrepancies between the optical flow and ADCP data 
may be due to the differences in sampling time and sampled 
volume between the methods.

Ramsey Sound

Weather conditions differed during data collection in the 
Ramsey Sound with low wind speeds (6.3 mph). Despite the 
low wind speeds, the wind present was enough to generate 

surface wind ripples which are evident in the still images 
visually. The presence of this signal in the data provided an 
additional test for the two techniques.

At Ramsey Sound, PIVlab performed better than optical 
flow (PIVlab, RMSE = 0.24 m/s and 0.28 m/s versus optical 
flow, RMSE = 0.37 m/s and 0.55 m/s). However, the optical 
flow results were similar in accuracy to the Inner Sound 
results. Comparison of both the drifter and ADCP data 
showed that optical flow had good results in low flow con-
ditions, but poorer results when flow speed increased over 
1 m/s. This divergence in flow above 1 m/s was investigated 
by comparing surface detail between the two sites and doing 
further processing on individual frames.

PIVlab results showed consistent agreement with both 
the ADCP data and the drifter speeds. In addition, the accu-
racy of the PIVlab results increased at higher flow speeds, 
which are more of an interest to tidal developers given power 
is proportional to speed squared, and typical turbine cut-in 
speeds of > 1 m/s.

Optical flow assumes spatial smoothness (that neighbour-
ing pixels have similar movement) and brightness consist-
ency where pixel intensity does not change significantly 
between frames [44]. Illumination was highly consistent 
between frames, so this latter point is unlikely to be a factor.

Image complexity

Wind conditions, lighting conditions, surface waves and 
turbulence were observed to affect optical flow results, 
as observed elsewhere [45]. Analysis of image complex-
ity showed that the Inner Sound video frames contained a 
greater degree of surface texture, which was evident from 
both visual comparison and results using edge detection; 
however, it is noted that the lower amount of surface detail 
present in the Ramsey Sound data was not so low as to affect 
either technique where there was still an abundance of track-
able features present. The performance of the PIVlab results 
against ADCP and drifter data provided further evidence 
that this was not a factor.

Further examination focused on secondary wind rip-
ples which are visually the dominant feature in the Ramsey 
Sound frames, evident as stripe features seen in the on the 
greyscale image (Fig. 7). By processing individual frames, 
it can be seen that these smaller-scale wind ripples, which 
are migrating over the background tidal flow, violate the first 
assumption of optical flow (requires spatial smoothness), as 
these surface structures become more pronounced at higher 
velocities, and hence the difference between neighbouring 
pixels. Wind ripples were traveling at approximately 1 m/s, 
explaining the divergence in results between the ADCP data 
and the optical flow results where flow speeds exceeded 
1 m/s. At higher flow speeds, optical flow results are being 
dominated by the signature of the surface wind ripples 
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averaging out the underlying tidal flow signal. Optical flow 
analysis accounts for the movement of all pixels rather than 
LSPIV using natural particles present on the water surface, 
and so by considering all pixels, the wind ripple signal has a 
large effect on the net flow computed by optical flow.

Conclusion

Remote measurement of surface-flow conditions from a 
small UAV provides a method to rapidly investigate detailed 
flow conditions in tidal streams over a large spatial scale. 
Consumer UAVs are now widely available, providing a low-
risk and low-cost method of data collection. Many different 
algorithms exist for deriving flow from nadir videography; 
here, two common techniques used widely in the fluvial 
environment were tested as a potential technique for use by 
tidal energy developers.

At the Inner Sound site, results between both methods 
were similar, with reasonable comparison with the ADCP 
data, except for one area of the video where flow speeds 
derived from videography were very different from ADCP 
data. This identified a potential limitation in the methodol-
ogy of this study whereby the non-concurrent nature of the 
measurements and ADCP measuring beneath the surface 
may limit using such datasets for validation given the high 
spatio-temporal variability in these sites. Potentially future 
studies may utilise methods of surface-flow validation for 
videography-derived flow which are similar such as X-band 
radar with concurrent measurement.

Results from Ramsey Sound highlighted an important 
consideration when choosing between processing tech-
niques. Ramsey Sound videos were collected in higher 
wind speeds in the presence of wind ripples which acted 
as a primary dominant signal for optical flow. PIVlab pro-
cessed velocity showed good performance in the presence of 
wind ripples. The optical flow results showed a clear devia-
tion from the validation data in velocities in excess of 1 m/s 
where optical flow underpredicted flows for higher veloci-
ties. As wind ripples are a common feature in many tidal 
channels, often occurring at different angles to the mean 
tidal flow, PIVlab processing may be the preferred technique 
to use in tidal-channel environments.

The results from this study indicate that videography 
techniques could provide a fast, low-cost and low-risk 
method of deriving an estimate of flow conditions over a 
large surface area in the marine environment. However, 
there are differences between processing techniques and 
more research is required to investigate the effect of envi-
ronmental variables and different methods to validate the 
data. After such investigation, it is recommended that these 
tools be considered by renewable energy developers as a 
useful spatiotemporal method of collecting surface-flow data 

in complement with other techniques. In addition, it may be 
possible for data collection to be scaled up to satellites to 
investigate global tidal potential in high detail; optical flow 
has already been applied to satellite data on a larger scale 
to measure ocean currents [43]. This might be particularly 
useful for characterising potential in difficult to reach areas 
or in developing countries.
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Abstract
The regional differences and environmental challenges are key factors in measuring the efficiency of renewable systems. 
The loss of transmittance due to weather events, such as dust, clouds/rain, extreme heat, and humidity, is one of the main 
factors causing reduction in energy generation from photovoltaic (PV) systems’ ideal energy production potentials. Exist-
ing literature analysed the impact of transmittance loss due to dust on PV systems’ performances, recommending frequent 
system cleaning to maintain the highest energy production level. In this paper we build a mathematical model to quantify 
the effect of dust accumulation on the transmittance losses. The model predicts the transmittance losses of PVs at tilts 
between 0° and 90°, exposed to Kuwait’s climate with and without cleaning. We use the model to analyse the performance 
of recommended tilts for optimum energy production (overall and seasonal) based on Kuwait’s geographical location. The 
results demonstrate that the recommended regional optimum tilt (30°) for maximum energy generation is applicable only 
if the system is cleaned at least once a week. Tilts of 50° and higher can perform better when the frequency of cleaning 
is once every two weeks or less. This is an important observation that can guide the design, installation, and maintenance 
(frequency of cleaning) of the PV systems.

Keywords Renewable energy systems · Photovoltaic system · Dust · Transmittance loss · PV tilt

Introduction and background

Arid regions are typically characterised with a dry and hot 
weather and frequent winds, carrying particles in various 
size and chemical composition [1]. In such regions, the cli-
mate influences the way energy is consumed to control the 
indoor thermal conditions and buildings design [2]. In addi-
tion, it has impact on energy production systems that rely in 
renewable resource; different researchers in different regions 
analysed PVs’ productivity to explain the impact of regional 
climatic characteristics on the systems’ performance [3]. The 
key elements with direct impact on dust accumulation levels 
on PV systems designs are the tilt of the PVs [4], the cover 
material of the PV [5] and the duration of exposure to the 

natural environment without cleaning the panels [6]. The 
dust impact on PV systems’ efficiency is a direct result of 
the loss in transmittance from its surface. This loss in trans-
mittance is caused by solid particles obstructing the solar 
radiation from penetrating the panel’s surface of the PV col-
lector. In this paper, we include the dust effect as a factor in 
the selection criteria of alternative PV positions, which in 
most cases was only governed by the solar incidence angle 
particular to the region and location of installation.

In Kuwait, according to the 2020 statistical yearbook 
issued by the ministry of electricity and water, the gov-
ernment is targeting to increase the capacity and produc-
tion of electricity from renewable resources up to 15% by 
2030 [7]. The report includes details of one power plant 
(Al-Shygaya Power Plant) that operates using renewable 
resources to produce electricity, recording only 0.02% of 
the total electricity generated in Kuwait (mostly relying 
on hydrocarbon fuels). Furthermore, the report mentions 
five new future projects, all of which consider solar energy 
as a renewable resource to generate electricity. With such 
major investments in Kuwait and considering solar power 
as a renewable resource, the recommended approach in 
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literature for sustaining optimum energy production rates 
against dust is to increase the frequency of cleaning. There 
is still a gap in literature in support of alternative adap-
tive methods rather than recommending intensive clean-
ing and maintenance requirements. The objective of this 
paper is to investigate an alternative adaptive approach by 
quantifying the effect of dust, while taking the frequency 
of cleaning as a decision factor. By modelling the relation-
ship between PV tilts and the duration of their exposure 
without cleaning, we trade-off between alternative tilts (to 
the theoretical optimum tilts) and the frequency of clean-
ing while achieving optimum energy production rates.

The effect of dust on systems relying on solar power, as 
a renewable source, to generate energy has been the focus 
of many studies [7–11]. Dust accumulation can differ based 
on the technology used; the performance of focused lenses 
[12], mirrors [13] and flat PVs [4] has been investigated 
with the purpose of identifying the effect of dust and the 
frequency of maintenance and cleaning required. Further-
more, the effect of dust accumulation also differs based on 
the location of the study [6]. Manufacturer’s specifications 
of similar technologies can also impact the rate of dust accu-
mulation [14], based on the material of surfaces (PV covers) 
exposed to the environment [15] and their positioning (tilt 
and orientation) [16].

In regions where dust events are more frequent, analy-
ses detailing the effect of dust on the transparent covers 
of flat plate solar energy collectors was reported [17]. The 
study took place in India and the duration of exposure was a 
month. The surfaces were set at different tilts (from 0 ֯ to 90 ֯ 
at 10 ֯ increments). Within that duration, the corresponding 
loss in transmittance was at its highest on a horizontal plate 
(69%) and at its lowest on the vertical plate (12%), being 
exposed to the natural conditions without cleaning. One key 
observation is that the loss in transmittance becomes signifi-
cantly higher when the tilts of plates are less than 40֯. All 
plates tilted at 40 ֯ and beyond had a loss in transmittance of 
less than 23%.

One of the earlier studies, specific to PVs performance in 
Kuwait’s region, evaluated the performance of solar systems 
and their power generation potentials [18]. The reported loss 
in efficiency due to dust was significant; 17% drop in effi-
ciency was recorded after only 6 days of exposure to the 
natural conditions. Also in Kuwait, the performance of flat-
surface solar devices was analysed [19]. The panels were 
exposed to the natural conditions for 38 days at tits between 
0° and 60°; The corresponding transmittance losses were 
between 64 and 17%, respectively. It is also noted that the 
horizontally placed panel (0° tilt) registered a 30% loss in 
transmittance after only 3 days. Both [18, 19] indicate that 
significant losses in efficiency/transmittance are expected 
within a period that is less than a week, especially for panels 
placed at tilts closer to (or are) horizontal.

In a comparison between the results reported based on the 
weather conditions in India and Kuwait [17, 19], an experi-
ment was designed to evaluate the regional effect of dust on 
the transmittance in Egypt; In a study specific to panels with 
a glass cover, the experiment analysed the effect of dust on 
the transmittance of surfaces tilted between 0° and 90° [24]. 
The panels were exposed to the natural conditions close to 
agricultural fields for a year. They reported losses in trans-
mittance (averaged for each 30 days of exposure) between 
27% for PVs at 0 ֯ tilt and 3.5% for PVs at 90 ֯ tilt.

The comparison showed that Egypt and India data are 
closer in transmittance loss values when the tilts of surfaces 
are more than 50° Kuwait’s data did not investigate tilts 
larger than 60°. Furthermore, based on the three different set 
of data, it was suggested that panels with tilts less than 60° 
will require a minimum cleaning frequency of once a week 
in order to maintain the loss in transmittance at low levels.

Further, the effect of dust on transparent covers of solar 
collectors with respect to different orientations and tilts was 
investigated [16]. The experiment took place in Egypt using 
100 glass samples positioned at eight orientations (at incre-
ments of 45°starting from the true North orientation) and 7 
tilts between 0° and 90°. The transmittance of the glass sam-
ples was measured periodically and after every rain event 
for a period of 7 months. Some of the glass samples were 
cleaned every month, after measuring the effect of dust on 
the transmittance. Other glass samples were kept uncleaned 
during the whole testing period (7 months). Also, the dust 
disposition did not vary in significant amounts between the 
different orientations at each tilt. The average of transmit-
tance losses after 30 days of exposure range from 28% for 
a horizontally positioned surface, and 6% for the vertically 
positioned surfaces. While the total transmittance losses 
after the 7 months of exposure without cleaning range from 
53% for a horizontally positioned surface, and 14% for the 
vertically positioned surfaces.

Also in Egypt, data were collected from two sets of poly-
crystalline silicon PV modules tilted at 15°, 20°, 30° and 
45° [9]. One set was cleaned weekly and the second set was 
kept uncleaned for 10 months. The study did not focus on 
measuring the loss in transmittance, it was specific in meas-
uring the impact of dust on the output power of the tested PV 
module. The maximum difference recorded in output power 
between the uncleaned set of panels and the weekly cleaned 
set, tilted at 15°, is 40%; while, the maximum difference in 
output power between the uncleaned set of panels and the 
weekly cleaned set, tilted at 45°, is 25%. For the weekly 
cleaned set during summer and autumn seasons, the panels 
at 15° tilt yielded more energy than the other tilts; while dur-
ing winter seasons, the panels at 30° tilt yielded more energy 
than the other tilts. As for the uncleaned set, the optimum 
tilt for energy production throughout the year is 30°. It is 
unfortunate that the experiment was limited to PVs tilted 
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only between 15° and 45°. Furthermore, the analysis does 
not quantify the losses due to dust within the week prior to 
the scheduled cleaning, measured in the earlier literature to 
be of significance.

Controlled conditions laboratory-based experiments have 
also been reported in literature to analyse the effect of dust 
on the transmittance of surfaces [1, 10, 20, 21]. In these 
studies, the transparent surfaces are subject to wind and 
dust for a period of time, using fans to distribute the dust 
particles and lights to simulate the sun radiation. In those 
cases, the results are useful to understand a specific param-
eter’s influence in the relationship between the dust and the 
loss in transmittance, eliminating all other environmental 
factors. However, in order to model a prediction of trans-
mittance loss, the effect of all the environmental/regional 
influences that can control or limit the effect of dust are to 
be considered.

Most of the studies, specific to arid regions, recommend 
the earliest removal of dust particles from the collector’s 
surfaces to bring back the energy production to the optimum 
rates [22]. An experimental setup was used to evaluate and 
compare monocrystalline PV modules outputs at different 
tilts in Kuwait [23]. The results argued that panels installed 
at 50° tilt can yield to a yearly power output close to the 
panels installed at the optimum tilt of 30°. However, their 
analysis comes short to discuss if the relationship between 
the dust and tilts of surfaces was the reason that PVs with 
higher tilts generated energy close to rates produced by PVs 
tilted at optimum position. Furthermore, there was no men-
tion of the frequency of cleaning that took place, before or 
after recording the system’s output. In this paper, we re-
evaluate the optimum tilt positioning of PVs in considera-
tion of the regional (Kuwait’s) dust factor. By creating a 
prediction model for the transmittance losses at different 
tilts, the daily PV energy generation data are recalculated 
with the inclusion of a dust reduction factor. The total yearly 
energy generation rates are then evaluated at different tilts 
and for different cleaning scenarios (cleaning frequency) to 
explore alternative tilts that achieve better performance. The 
novelty in our approach is that our model recommends an 
adaptive method to the regional impact of dust, recognising 
the cleaning scenarios as a key factor while deciding on the 
tilt of PVs.

Methodology

To model the transmittance losses due to dust, parameters 
such as the climate/location, positioning of PVs (tilt/orien-
tation), the material of PV covers, the duration of exposure 
and the cleaning schedules must be identified. To predict 
the amount of loss in transmittance from PV covers, the 
climate characteristics where the system is installed must 

be specified. The prediction model is built using data of 
PV panels installed at tilts between 0° and 90°, with meas-
urements of dust accumulation on their uncleaned surfaces 
span from one day to 210 days of exposure in Kuwait. The 
positioning of PVs’ tilt and orientation are key installation 
elements for maximum energy generation. However, by 
comparing the results of dust accumulation rates at different 
orientations, in most cases the difference is less than 2% [16, 
24]. Hence, our prediction of the transmittance losses within 
the days of exposure at tilts between 0 ֯ and 90 ֯ is assumed to 
be at the same rate at every orientation.

The data used in the prediction model are from losses 
reported for PVs with glass covers, being the most com-
monly used/productive cover material in the region. First, 
we group the data available from studies conducted based 
on experiments specific to Kuwait’s environment [8, 18, 19, 
25]. We collect the data associated with transmittance losses 
of surfaces that were not cleaned during the period of the 
experiment or consider the reported losses before cleaning, 
and when it took place. Second, we take into account the 
data available from regions with similar climate and envi-
ronmental conditions (in Egypt and India) [5, 16, 17, 25] 
to increase the reliability and the accuracy of the model. 
Based on the data, the model predicts the transmittance loss 
percentage within 40 days of exposure, at any tilt between 
0° and 90°.

For the prediction model we use Kriging method due to 
the nature of our regional geographical specific data [26]. 
Kriging is specifically useful as predicting model for data 
at different spatial location while capturing the regional 
variabilities of each data set [27]. We use different data sets 
from multiple studies with similar regional/environmental 
characteristics to strengthen the model’s reliability. Kriging 
method uses covariate information to accurately capture the 
relationship between multi-variables data sets and is made 
of two components: the regression model f (.) and the cor-
relation model R(.) . In our case, the Kriging predictor looks 
like,

as a function of two variables, the tilt ( t  ) and the days of 
exposure (d) .    � have zero mean and covariance related to 
the correlation function    R(.) as

where � is the correlation parameter and   x are the data 
value at set j. As a rule of thumb, the Gaussian, or the spline 
functions are fit better when the function is continuously 
differentiable, likely showing a parabolic behaviour near 
the origin. A linear, or exponential perform better if the 
prediction displays a linear behaviour near the origin.  � 

(1)TL(t, d) = f (t, d) + �(t, d)

(2)R(�, x) =

n∏

j=1

Rj

(
�, xj

)
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is optimally found using the variance of data set and the 
determinant of R [26].

In our model we use linear regression for f (t, d) and 
Gaussian correlation function exp

(
−�x2

)
 at tilts between 

0° and 90° and within days of exposure up to 40 days. In the 
regression models the shape and the structure of the model is 
pre-defined within the polynomial class of functions, which 
is not always an accurate shape for a given data set. How-
ever, the Kriging interpolation adapts itself nonlinearly to 
the data set given the extra component in Eq. (1) using the 
covariance of data in a Gaussian process [28].

In the module we assume that the prediction of dust 
accumulation follows the same trajectory and reset once the 
PVs are cleaned. In reality, dust events cannot be accurately 
predicted nor follow the same occurrence frequency every 
month. However, the data used in building the prediction 
model are from different seasons/years, representing the 
yearly impact of dust on the performance of PVs.

We assess the accuracy of our prediction by calculating 
the coefficient of determination (R2), the mean absolute error 
(MAE) and the mean squared error (MSE), indicating the 
strength (goodness of fit) of the model. R2 is function of 
the regression sum of squares (SSR) and the total sum of 
squares (SST):

where SST can also be calculated by the summation of SSR 
and the sum of squares of errors (SSE). Accordingly, the 
value of R2 is between one and zero. The closer the value of 
R2 to 1, the stronger the prediction is (as the value of SSE 
will be closer to zero).

The MAE is calculated by averaging the summation of 
the absolute values of the model’s errors:

while the MSE is calculated by averaging the summation of 
the model’s error squared values:

The MAE and the MSE values range between one and zero 
as well. The closer their values to zero, the better compe-
tency in prediction the model has.

Results and discussion

The multivariable prediction model estimates the transmit-
tance losses, at any given tilt between 0° and 90° and within 
40 days of exposure (Fig. 1). Transmittance losses are at 

(3)R2 = SSR∕SST

(4)MAE =
1

n

n∑

i=1

|
|ei

|
|,

(5)MSE =
1

n

n∑

i=1

e2

i
.

their lowest when the tilts are closer to 90°. At each tilt, the 
transmittance losses increase with time. However, as the tilts 
increase, the rate of loss in transmittance gets lower. The 
two-dimensional views highlight the transmittance loss data 
versus prediction against the days of exposure (Fig. 2a) and 
against the different tilts (Fig. 2b). One key observation is 
the difference between the transmittance loss at tilt 0° and 
tilt 90° by day 30, reaching almost 50%. Figures 1 and 2 
indicate that the prediction model converges with most of the 
data point, and the strength of the prediction is determined 
by calculating the R2, the MAE and the MSE (Table 1).

The value of R2 is 0.928 (very close to 1), indicating a 
strong fit between the data points and the prediction model. 
As for the MAE and the MSE, their values are 0.026 and 
0.002, respectively. Both MAE and MSE are close to zero, 
indicating that the errors between the data points and the 
predictions are very minor.

To show the impact of dust and tilt selection, we need to 
apply the dust reduction/prediction model to the solar energy 
generation potentials in Kuwait. Using GIS solar modelling 
technology,1 Kuwait’s optimum tilt, providing the highest 
yearly energy generation potential is 29°. GIS models rely 
on satellite solar radiation measurements which are consid-
ered an alternative to ground/on-site measurements. The GIS 
model we have used has been the subject of analysis and 
validation, and was reportedly providing the best statistics 
for all of irradiance components identified in six different 
models [29]. The energy production varies at different sea-
sons (within a year), and greater energy generation potentials 

Fig. 1  Prediction model of transmittance loss at different tilt

1 GIS model provided by www. solar gis. com.

http://www.solargis.com
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can be achieved at different tilts in some months more than 
others. The optimum summer energy production tilt is 6° 
and the optimum winter energy production tilt is 52°.

Using a solar energy simulation model,2 we calculate 
the daily potential solar energy output of a 1 MWh sys-
tem based on the regional conditions on Kuwait. Within a 
year, Fig. 3 breaks down the monthly values of energy that 
can be generated from a 1 KWh PV system. It is important 

to mention that the solar energy simulation platform uses 
hourly recorded satellite measurements at any selected loca-
tion within a full year. Accordingly, the energy values con-
sider the fluctuation in energy generation due to any detected 
environmental factors that can affect the amount of solar 
radiation measured, that being clouds or dust.

By comparing the yearly energy production rates between 
the different tilts, the summer optimum tilt generated 5% 
less energy than the overall optimum tilt, while the winter 
optimum tilt generated 6% less energy than the overall opti-
mum tilt. To identify the pattern of yearly energy generation 
potential corresponding to different PV tilts, we increase 
the data points by simulating the yearly solar energy gen-
eration potential from four more tilts. The pattern of yearly 
energy generation potential at different PV tilts is presented 
in Fig. 4.

Since all of these measurements assume clean surfaces 
of the solar system at all time, our dust prediction model is 
needed to account for the accumulation of dust due to the 
surfaces’ exposure to the environment (in Kuwait) until a 
cleaning event takes place. However, before applying the 

Fig. 2  Two dimensional views of the transmittance loss data versus prediction. a Transmittance loss versus days of exposure, b transmittance 
loss versus tilt

Table 1  Prediction model 
accuracy indicators

Accuracy 
indicator

Value

1 R2 0.928
2 MAE 0.026
3 MSE 0.002
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2 Renewables calculation model provided by www. renew ables. ninja.

http://www.renewables.ninja
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transmittance loss factor, the relationship between transmit-
tance losses in a PV system and the corresponding energy 
losses must be quantified. The loss in transmittance can 
impact the energy output differently, based on the speci-
fications of the solar/PV systems used. In this particular 
example, recorded data estimating the factor at which the 
transmittance losses influences the energy performance of a 
solar desalination plant is used [30].

We use three cleaning scenarios as explain below. In the 
first one, we assume that the PV panels are being cleaned 
once by the end of each month. This means that our daily 
predictions for transmittance loss are factored in the daily 
energy generation values, in consideration of the relation-
ship between energy losses and transmittance losses for each 
month. Then, reset the daily predictions for transmittance 
losses at beginning of the next month.

The monthly energy generation is summed up at each 
tilt and the monthly patterns are shown in Fig. 5. Given the 
trend of the reduction in the transmittance loss prediction 
model, the patterns of yearly energy corresponding to opti-
mum tilts have changed. With higher tilts, there will be lower 
impact due to dust on the optimum energy generation values.

The percentage of yearly energy losses from the optimum 
values, due to dust, is 43%, 30% and 17% corresponding 
to 6°, 29° and 52°, respectively. With higher tilts (winter 
optimum), the solar system is estimated to outperform the 
summer optimum and the overall optimum. The difference 
in the total yearly energy production between the winter 
optimum and the summer and overall optimums is 31% and 
11%, respectively.

The second scenario assumes that the surfaces are being 
cleaned twice in a month, once at the middle of the month 
and a second time at the end on the month. Being applied 
in the model, the daily energy generated is factored by the 
prediction of transmittance/energy daily loss up to day 15. 
Then, the transmittance/energy daily loss prediction model 
is reset to start again on day 16 up to the end of the month. 
The percentage of yearly energy losses from the optimum 

values is 28%, 19% and 11% corresponding to 6°, 29° and 
52°, respectively. The difference in the total yearly energy 
production between the winter optimum (which remained 
being the highest producing tilt as in the first scenario) 
and the summer and overall optimums are 17% and 2%, 
respectively.

The Third scenario considers that the cleaning is being 
done by the end of every week. With this scenario a change 
happens to the order of which tilt can generate more energy 
from the previous scenarios. The percentage of yearly energy 
losses from the optimum values is 13%, 9% and 5% corre-
sponding to 6°, 29° and 52°, respectively. The overall opti-
mum tilt (29°) in this scenario has the most yearly energy 
generation value. The difference in the total yearly energy 
production between the overall optimum and the summer 
and winter optimums are 9% and 2%, respectively.

Figure 6 summaries the yearly energy generated for PVs 
at tilt 6°, 29° and 52°. The first set of columns on the left 
represents the yearly energy generated without the consid-
eration of dust (or daily cleaning). The next set from the left 
considers system cleaning by the end of every month. The 
set follows, represents system cleaning at day 15 and the 
last day of every month. The last set on the right considers 
cleaning by the end of every week.

To understand the effect of the cleaning frequency on the 
energy losses, Fig. 7 shows the patterns of yearly energy 
generated, corresponding to different tilts, for every scenario 
simulated and compared with the optimum values.

From Fig. 6, the amount of energy that can be gener-
ated by PVs positioned at the optimum summer tilt (6°) and 
cleaned once a week will produce energy almost equal to 
the energy produced by PVs tilted at the winter optimum 
tilt (52°) but clean twice a month. Furthermore, the winter 
optimum tilt (52°), cleaned once a week preforms better than 
the PVs positioned at the optimum tilt being cleaned once 
or twice a month. Figure 7 shows the effect of the frequency 
of PV cleaning, and how the dust effect on the transmittance 
becomes less as the tilt increases.

50

70

90

110

130

150

170

190

1 2 3 4 5 6 7 8 9 10 11 12

En
er

gy
 G

en
er

a�
on

 (k
W

h)

Month
Summer Op�mum Winter Op�mum Overall Op�mum
Summer Opt (DF) Winter Opt (DF) Overall Opt (DF)

Fig. 5  Monthly energy comparison for optimum tilts (1st scenario)

0

400

800

1200

1600

2000

Opt Yearly
Energy

(DF) 1/month (DF) 2/month (DF) 1/week

Ye
ar

ly
 E

ne
rg

y 
(k

W
h)

Tilts (Degree) & Cleaning scenarios
6 29 52

Fig. 6  Yearly energy generated (kWh) at different cleaning scenarios



385International Journal of Energy and Environmental Engineering (2023) 14:379–386 

1 3

Those results indicated that the dust accumulation and 
the frequency of cleaning can influence the tilt position of 
PVs and the objective of maximising their energy produc-
tion. The module is useful in suggesting alternative tilts 
that are not only based on the regional-optimum angle 
of solar radiance. Due to dust and its varying accumula-
tion rate at different tilts, the optimum tilt for producing 
energy becomes a function of the days of exposure and 
the frequency of cleaning that can be decided by the user. 
The model can be the basis for cost–benefit analysis, tak-
ing into account the amounts of resources required (water 
and manpower) to clean the PV’s and their associated 
costs, as well as the potential damage from the accumu-
lating dust particles on the PV surfaces, in deciding the 
optimum tilt for energy production.

Future research

While our model can be limited to the relationship 
between the transmittance loss, PV tilt and the duration 
of exposure in Kuwait and regions with similar climate/
dust-fall rates, the same approach can be adapted to study 
the performance of PV’s in other regions. Our methodol-
ogy can be applied to analyse the performance of PVs 
against snow fall and its accumulation rate in regions 
where snow is common with a long winter season. Fur-
thermore, more on-site experiments to test the output of 
PV systems within a full year, using different set of pan-
els, at different tilts and cleaned at different durations are 
needed. While such experiments might be lengthy and 
time consuming, the output will provide detailed data 
of the seasonal impact of dust, as well as the possible 
transmittance recovery/deterioration from the rare rainfall 
events.

Conclusion

The impact of dust accumulation on PV systems’ effi-
ciency has been addressed in several studies. Regional 
data and laboratory experiments were used to quantify 
the amount of dust on the systems’ surfaces, evaluate the 
losses in efficiency and determine the frequency of clean-
ing required. The optimum PV tilt is theoretically calcu-
lated based on the regional angle of solar radiance, to give 
the highest amount of yearly energy generation potential. 
As the amount of dust accumulating on a surface is highly 
associated with its tilt, we have built a prediction model to 
assess the performance of PVs at different tilts. Instead of 
recommending the frequency of cleaning needed to sus-
tain the performance of that optimum position, we use the 
prediction model to assess the most efficient tilt for energy 
production, while considering different scenarios for the 
frequency of cleaning.

We model the relationship between the loss in transmit-
tance from a PV cover and its tilt, being exposed to the 
environmental conditions in Kuwait. Given the regional 
nature of dust events, the prediction model is built using 
the Kriging method, based on data specific to Kuwait and 
regions with similar climate characteristics. The results 
from the prediction model indicate that the transmittance 
loss can reach more than 50% within a month of expo-
sure in Kuwait due to dust. The closer the surfaces tilt to 
being horizontal, the rate of loss in transmittance becomes 
higher.

The optimum tilt for yearly energy generation based on 
solar radiation calculations for Kuwait is 29 ֯, and based 
on our prediction model, will only produce the highest 
amount of energy if cleaned at least once a week. The opti-
mum tilt for energy generation changes based on the fre-
quency of cleaning, and higher tilts become more efficient 
when the duration of exposure without cleaning increases. 
With weekly cleaning, the losses in energy production 
(compared to energy production rates without factoring 
in the dust prediction model) are 9% and 5% corresponding 
29° and 52°, respectively. The difference in yearly energy 
between PVs at 29° and 52° tilts becomes only 2%. Every 
other scenario, with cleaning frequency of less than once a 
week, disputes the recommended tilt of 29°, as it no longer 
remains the optimum yearly energy generation tilt.
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