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Abstract
Due to the steep rise in grid-connected solar Photovoltaic (PV) capacity and the intermittent nature of solar generation, 
accurate forecasts are becoming ever more essential for the secure and economic day-ahead scheduling of PV systems. The 
inherent uncertainty in Numerical Weather Prediction (NWP) forecasts and the limited availability of measured datasets for 
PV system modeling impacts the achievable day-ahead solar PV power forecast accuracy in regions like India. In this study, 
an operational day-ahead PV power forecast model chain is developed for a 250 MWp solar PV park located in Southern 
India using NWP-predicted Global Horizontal Irradiance (GHI) from the European Centre of Medium Range Weather 
Forecasts (ECMWF) and National Centre for Medium Range Weather Forecasting (NCMRWF) models. The performance 
of the Lorenz polynomial and a Neural Network (NN)-based bias correction method are benchmarked on a sliding window 
basis against ground-measured GHI for ten months. The usefulness of GHI transposition, even with uncertain monthly tilt 
values, is analyzed by comparing the Global Tilted Irradiance (GTI) and GHI forecasts with measured GTI for four months. 
A simple technique for back-calculating the virtual DC power is developed using the available aggregated AC power meas-
urements and the inverter efficiency curve from a nearby plant with a similar rated inverter capacity. The AC power forecasts 
are validated against aggregated AC power measurements for six months. The ECMWF derived forecast outperforms the 
reference convex combination of climatology and persistence. The linear combination of ECMWF and NCMRWF derived 
AC forecasts showed the best result.

Keywords Numerical Weather Prediction · PV power forecast · Model chain · Combination of AC power forecasts · 
Availability of limited design parameters · Indian meteorological conditions

Introduction

The intermittent nature of solar resource poses a challenge 
in producing reliable generation forecasts for grid-connected 
solar Photovoltaic (PV) systems. As the initial bid or gen-
eration schedule needs to be provided on a day-ahead basis, 
accurate day-ahead predictions are essential for the financial 
security of PV plant owners. Grid operators of power sys-
tems with a high penetration of solar PV require these fore-
casts to ensure the maintenance of load-generation balance. 
Due to the ever-increasing emphasis on climate targets, as 
seen recently at the COP26, renewable electricity capacity 
is expected to surpass 4800 GW by 2026 [1]. According to 
the International Energy Agency (IEA), Solar PV is alone 
expected to account for half of all renewable power expan-
sion worldwide from 2021 to 2026. India has the highest 
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growth rate in renewable power capacity relative to the 
existing capacity [1]. As of August 2022, the nationwide 
installed capacity of grid-connected solar PV is 63 GW [2]. 
In a recent update to its Nationally Determined Contribution 
(NDC), the Indian Government has decided to reduce the 
emissions intensity of its GDP by 45% till 2030 [3]. Solar 
PV is expected to play a leading role in achieving its ambi-
tious target. However, the data availability from these PV 
systems is often restricted to measurements of irradiance, 
module temperature, and inverter AC power output. To cope 
with the increasing demand for accurate solar PV forecasts, 
our forecast model chain is developed and benchmarked for 
Indian meteorological conditions with a limited availability 
of measured datasets from the site.

Solar irradiance forecasts from Numerical Weather Pre-
diction (NWP) model produce accurate and reliable results 
for day-ahead and multiday-ahead forecast horizons [4–6]. 
In the subsequent steps, forecasted irradiance is converted 

into the PV power output using statistical, physical, or a 
combination of both models. Statistical and machine learn-
ing models are trained with past irradiance measurements, 
module and meteorological parameters, and the final PV 
power output to derive a direct relationship between them. 
The accuracy of such models depends on the available length 
of historical training data [7–10]. Alternatively, physical 
models are used for the transposition of Global Horizontal 
Irradiance (GHI) to Global Tilted Irradiance (GTI), mod-
eling the DC power output as a function of GTI and PV 
module temperature, or modeling the inverter DC to AC 
power conversion efficiency in a stepwise manner [11, 12], 
as shown in Fig. 1. A hybrid combination of the physical and 
machine learning-based methods can also serve specific pur-
poses, such as the removal of data points with curtailment 
before model training [13].

The NWP model output GHI needs to be temporally 
interpolated to match the time resolution of the generation 

Fig. 1  Schematic of the forecasting model chain from NWP input (top) to final combined power forecast (bottom)
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schedule mandated by regulations [14, 15]. An initial bias 
correction of the NWP modeled GHI is useful for the 
removal of systematic deviations and improves the accuracy 
of the predicted GHI. Various bias correction techniques 
using ground measurements are found in the literature, 
including polynomial functions [14, 16, 17], Kalman Filter-
ing [18, 19], and Neural Networks (NN) [20–22]. Methods 
for bias correction of NWP solar irradiance output using 
geostationary satellite data images are also reported [23]. 
Diffuse fraction and diffuse sky models transform forecasted 
GHI into GTI [24]. The diffuse fraction model splits the 
GHI into its beam and diffuse components [25–27]. This is 
usually achieved in the simplest case by modeling the dif-
fuse fraction (ratio of the diffused irradiance to the global 
irradiance) as a function of the clearness index (ratio of the 
global irradiance to the top of the atmosphere irradiance). 
Advanced methods can use multiple astronomical and mete-
orological parameters as predictors [29–31]. GTI incident 
on the module and the cell temperature influence efficiency 
and, consequently, the DC power output. PV module effi-
ciency can be modeled using detailed diode equivalent cir-
cuits [32, 33] or as empirical functions of incident irradiance 
and cell temperature [12, 34–37]. An increase in operating 
cell temperature beyond 25 °C has a negative impact on the 
electrical efficiency of PV modules, and the losses can be 
significant for regions like India [38–40]. Detailed inverter 
efficiency curves at different voltage levels can be obtained 
from the manufacturer’s data sheet [41]. The conversion effi-
ciency of the module DC power output into AC power by the 
inverter can also be modeled in multiple ways: constant effi-
ciency, polynomial efficiency curve, and voltage-dependent 
polynomial efficiency curves [42–46].

In this study, an operational day-ahead PV power forecast 
model is developed using a combination of the NWP data-
sets from the European Centre of Medium Range Weather 
Forecasts (ECMWF) and the National Centre for Medium 
Range Weather Forecasting (NCMRWF) models. Its com-
ponents are benchmarked for a 250 MWp solar PV plant 
located in Southern India. In [47], the authors proposed 
using the Lorenz polynomial bias correction function as 
a reference for benchmarking newer methods. In [48], the 
authors validated the improvement in accuracy due to NN-
based bias correction against ground-measured data from 
four stations located on the La Réunion Island. In [22], 
the authors developed an optimally configured NN-based 
corrective algorithm for NWP output GHI and validated it 
against ground measurements from two sites in southern 
Portugal. However, a benchmark of the NN-based technique 
against the Lorenz polynomial method is not shown. In this 
work, the accuracy of the two bias correction techniques is 
intercompared for ten months. [7] suggested that assuming 
a tilt value could be better than using the GHI directly in the 
case of irradiance transposition with an unknown module 

tilt. However, the validation of forecasted GTI obtained from 
an assumed tilt against ground measurements is lacking. 
Especially for situations where the module tilt is changed 
manually on a seasonal basis, with every readjustment cycle 
lasting multiple days, as in the case of the PV plant analyzed 
in this work. The utility of using even approximate module 
tilt values for irradiance transposition is shown in this study. 
In [7], the author studied the power output simulation of 
16 PV plants for five data availability scenarios but did not 
consider the case in which the AC power output dataset is 
available while DC power is not. In the current analysis, 
DC power is back-calculated from the AC power due to the 
lack of the inverter DC side measurements. However, this 
situation is encountered quite frequently in India; therefore, 
the current work provides a practical solution for such cases. 
In [48], the authors implemented and tested a site-specific 
bias correction technique for NWP-based AC power fore-
casts across 23 PV sites in Finland. However, the method 
uses NWP forecast data from a single model and does not 
combine multiple NWP model outputs. In [49], the authors 
generated solar power forecasts from two different param-
eterizations of the same Weather Research and Forecasting 
(WRF) model and subsequently performed a linear combina-
tion of the two power forecasts. However, they did not use a 
reliable standard of reference, such as, the convex combina-
tion of persistence and climatology [50, 51], for analyzing 
the utility of the forecasts.

This study has the following specific objectives: -

• Benchmarking the performances of the Lorenz polyno-
mial and Neural Network (NN)-based bias correction 
methods on a sliding window basis.

• Validation of the benefit of using a GHI transposition 
model even with uncertain or approximate PV module 
tilt information.

• Estimating DC power from aggregated AC power meter 
readings.

• Development of an operational physical model chain for 
solar PV power forecast.

• Analyzing the utility of AC power forecasts derived from 
ECMWF and NCMRWF against the reference convex 
combination of persistence and climatology.

• Linear combination of the two AC power forecasts and 
validation of the improvement against the convex com-
bination of persistence and climatology.

Data and methods

The forecast model chain is a collection of individual mod-
els that convert the GHI output from the NWP dataset into 
GTI at the PV module tilt and then finally into the plant AC 
power output by modeling each stage of energy conversion 
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in the PV plant. A conceptual schematic of the model chain 
is shown in Fig. 1.

Numerical weather prediction data

NWP datasets from ECMWF and the NCMRWF are used in 
this work. The ECMWF High Resolution Forecast (HRES) 
model runs twice daily at 00 and 12 UTC, and produces 
three hourly predictions up to three days ahead at a spa-
tial resolution of 0.25˚ × 0.25˚. NCMRWF provides global, 
regional, deterministic and ensemble predictions. The deter-
ministic global model is run twice daily at 00 and 12 UTC, 
and provides hourly forecast up to nine days ahead with a 
spatial resolution of 0.25° × 0.25°. Each global model’s 00 

UTC run output is used for generating solar power forecasts 
in this analysis.

Solar radiation resource assessment network data

Quality controlled ground-measured irradiance data from 
the nearest Solar Radiation Resource Assessment (SRRA) 
station at Kadiri is also used in training the bias correc-
tion model. SRRA is a network of long-term solar radia-
tion monitoring stations spread across 115 locations over 
India. These stations are equipped for sampling GHI, Dif-
fuse Horizontal Irradiance (DHI), Direct Normal Irradiance 
(DNI), ambient temperature, humidity, wind speed, wind 
direction, rain accumulation and barometric pressure every 

Fig. 2  Location of the power 
plant (Google earth image)

Table 1  Averaged tilt of the 5 
individual blocks on a seasonal 
basis

Month Number 1 2 3 4 5 6 7 8 9 10 11 12

Module Tilt 27° 27° 9° 4° 4° 4° 4° 4° 6° 14° 23° 26°
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second before averaging them over every one minute and 
recording them [52].

Power plant data

The test site shown in Fig. 2 consists of five 50 MWp blocks 
of solar PV plants co-located within the same Solar Park, with 
each block having a different module type, size and manufac-
turer. The module tilt angle of each block varies independently 
on a seasonal basis. An average monthly module tilt sched-
ule for all blocks combined has been prepared (see Table 1) 
from the approximate tilt change schedule obtained from site 
survey. Dynamic datasets from the power plant include time 
series measurements of GHI, GTI, PV module temperature 
and the aggregated AC power output of the park at an interval 
of 15 min. DC measurements from the inverter are not avail-
able. The irradiance measurements are quality controlled using 
the same checks as used for the SRRA stations [53]. These 
include the missing value test, tracking error test, minimum 
diffuse radiation test, coherence test, clear-sky test, maximum 
physical limit test and minimum physical limit test. The power 
measurements are quality-controlled using stuck value check, 
non-zero nighttime value check, maximum possible ramp 
check and physical limit check.

Interpolation of numerical weather prediction data

The raw GHI predictions from NWP data are available only for 
a pre-defined number of grid points. The average of the pre-
dicted GHI at the four grid points closest to the center coordi-
nate of the plant is computed. The average GHI can be subse-
quently interpolated to 15 min from its original hourly or three 
hourly resolution by using the clear sky index interpolation 
method [14, 15]. Furthermore, in [54] it is shown that using 
a more intricate clear sky model does not necessarily imply 
better forecasts. The computationally simple model proposed 
in [55] is used in this analysis to compute clear sky indices  
k

orig res
t   from the NWP output GHI dataset at the original tem-

poral resolution, as shown in Eq. 1. Clear sky indices k15 min
t

 
in 15 min temporal resolution is derived by assuming that the 
original clear sky indices remain constant within each hourly 
or three hourly period depending on the actual time resolution 
of the NWP output. The 15-min resolution GHI dataset can be 
estimated, as shown in Eq. 2.

(1)k
orig res
t =

GHI
orig res

NWP

GHI
orig res

clear sky

(2)GHI15 min
NWP

= k15 min
t

⋅ GHI15 min
clear sky

Bias correction of irradiance data from numerical 
weather prediction model

NWP models have a coarse resolution spanning a large area 
(grid cell), and a systematic bias in the prediction may be 
observed when compared with site-specific ground measure-
ments of GHI. The mathematical expression for bias is shown 
in Eq. 3. This is influenced by the local conditions at the site.

Lorenz polynomial method

In this method, the bias in NWP output GHI for a given 
location is modeled as a bi-variate fourth order polynomial 
function of the cosine of the solar zenith angle  cos

(

�z

)

 
and the clear sky index k∗

t
[15, 56] , as shown in Eq. 4. k∗

t
 is 

defined as the ratio of the actual GHI to the GHI expected 
under clear sky conditions (Eq. 5).

The coefficients a1 to a8 are obtained by curve fitting 
Eq. 4 with a historical dataset for which the bias in the 
NWP output GHI is already known. Equation  4 with 
known coefficients is then used for estimating and remov-
ing the bias from actual operational forecasts.

Feedforward neural network

Feedforward NNs are the simplest networks in which 
the information can move in only one direction-from the 
input layer to hidden layers and finally to the output layer. 
There is no loop or cycle transporting information in the 
backward direction. The NN architecture implemented in 
[20] is used here. It comprises of one input layer with two 
input nodes, one hidden layer with four hidden nodes and 
the final output layer with one node. A tangent hyperbolic 
activation function is used in the hidden nodes. The two 
inputs to the model are-(a) cos

(

�z

)

  and (b) k∗
t
 . The inputs 

are kept identical to that in the Lorenz polynomial method 
(Sect. 3.2.1.) to benchmark the methods based on equal 
information. The model’s output is the bias in NWP output 
GHI, as shown in Eq. 1. The weights and offsets of the 
NN model are tuned by training on a historical dataset. In 
the final step, cos

(

�z

)

 and forecasted k∗
t
   are fed into the 

(3)bias = GHINWP − GHImeas

(4)
bias =a0 ⋅

(

cos �z

)4
+ a1 ⋅ k

∗4

t
+ a2 ⋅

(

cos �z

)3
+ a3 ⋅ k

∗3

t

+ a4 ⋅

(

cos �z

)2
+ a5 ⋅ k

∗2

t
+ a6 ⋅

(

cos �z

)

+ a7 ⋅ k
∗
t
+ a8

(5)k∗
t
=

GHI

GHIclear sky
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model to estimate and remove the bias from the opera-
tional forecasts.

Irradiance transposition

Diffuse fraction model is used to split the GHI into its 
direct and diffuse irradiance components. The GHI and 
its two components are fed into a transposition model to 
produce the three components of irradiance on a tilted 
plane, namely, beam irradiance at tilt, diffused irradiance 
at tilt and ground reflected irradiance at tilt.

Diffuse fraction model

Betcke, 2018 validated seven diffuse fraction models with two 
years of GHI and DHI measurements from 33 SRRA stations 
across India. The result of this analysis is presented in Appen-
dix A (Table 3). It can be seen that the model described in 
[25] estimates the diffused irradiance at the horizontal plane 
from GHI with the highest accuracy in terms of the normal-
ized Root Mean Square Error (nRMSE). The nRMSE metric is 
used as the reference since the deviation of power production 
from forecast at each timestamp leads to additional costs or 
penalties in grid management. Therefore, the focus on average 
nRMSE rather than the average R2 is more appropriate here, 
and the Chandrasekaran model is used in this analysis. For 
clearness index 

(

kt

)

 less than 0.24, the diffuse fraction 
(

kd

)

 
decreases linearly with kt (Eq. 6). In the kt range of 0.24 to 
0.8, kd decreases as a fourth order polynomial function of kt 
(Eq. 7). For kt values beyond 0.8, kd is assumed to be constant 
at 0.197 (Eq. 8). The coefficients of Eqs. 6, 7, and 8 are valid 
for all seasons.

Diffuse Sky model

Betcke, 2018 validated three commonly used diffuse sky mod-
els with two years ground-measured datasets of GHI and GTI 
from two AMS stations of the SRRA network (Table 4). The 
Klucher model outperformed the other models in terms of 
nRMSE. The first term of Eq. 9  (IH−ID)⋅cos�

sin �
 describes the 

transposition of the beam irradiance. The second term 
ID ⋅

(

1+cos �

2

)

 represents the transposition of diffused irradi-

ance while considering horizon 
(

1 + F ⋅ sin3 �

2

)

 and circum-

(6)kd = 1.0086 − 0.178kt, ∀kt ≤ 0.24

(7)
k

d
= 0.9686 + 0.1325k

t
+ 1.4183k

2

t
− 10.1860k

3

t

+ 8.3733k
4

t
, ∀k

t
∈ (0.24, 0.8]

(8)kd = 0.197, ∀kt > 0.8

solar 
(

1 + F ⋅ cos2 � sin3 (90 − �)
)

 brightening. The third term 
models the ground-reflected irradiance on a tilted plane. Under 
overcast conditions, the adjustment factor F (Eq. 10) tends to 
0, and the model reduces to the isotropic model proposed by 
[57]. Under a clear sky, the model reduces to the anisotropic 
model developed by [58].

where IT total irradiance incident on a surface tilted toward 
the equator at an angle � , IH total irradiance received on a 
horizontal surface, ID diffused irradiance received on a hori-
zontal surface, � solar elevation angle, � angle between the 
sun direction and the normal direction of the tilted surface, 
� ground reflectance or albedo.

Photovoltaic module output model

In this analysis, the models proposed in [34, 36] are tested 
as they do not require module voltage and current measure-
ments. In either case, the efficiency and the relative effi-
ciency (Eq. 11) are modeled as functions of incident irradi-
ance and module temperature.

where �MPP maximum power point efficiency of the PV mod-
ule, �rel relative efficiency of the PV module, �STC efficiency 
of the PV module under standard test conditions (STC) of 
1000 W/m2 irradiance and 25 °C module temperature, PMPP 
module power output at the MPP, PSTC module DC power 
output at STC, G irradiance incident on the module surface.

Existing methods for estimating PV module or cell tem-
perature incorporate weather and PV system parameters into 
their models [39]. In [40], the authors used ambient tempera-
ture, incident irradiance, overall thermal loss coefficient of 
the module, transmittance of the module cover, absorptance 
of PV layer, nominal operating cell temperature (NOCT) and 
nominal terrestrial environment (NTE) condition parameters 
to estimate the operating cell temperature. [59] estimated 
the module temperature as a function of incident irradiance, 
ambient temperature and wind speed. [60] proposed a simple 
linear expression for estimating cell temperature as a func-
tion of the ambient temperature and the incident irradiance. 
The Ross model, described in Sect. "PV module temperature 

(9)

IT =

(

IH − ID
)

. cos�
sin �

+ ID.
(1 + cos �

2

)

.
(

1 + F. sin3 �
2

)

.
(

1 + F. cos2 � sin3 (90 − �)
)

+ IH.�.
(1 − cos �

2

)

(10)F = 1 −
(

ID∕IH

)2

(11)�rel =
�MPP

�STC

=
PMPP∕G

PSTC
/

1000
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model", is used for module temperature estimation as the 
input parameter requirement matches the data availability.

Huld model

The relative efficiency of the PV module is modeled as a 
second order polynomial function of the normalized module 
temperature T ′ and the natural logarithm of the normalized 
incident irradiance ln G′ , as shown in Eq. 12. By combin-
ing Eqs. 11 and 12, the DC power output at the MPP can be 
modeled directly as a function of T ′ and ln G′ (Eq. 13).

where G′ incident irradiance normalized by 1000 W/m2, 
T ′ normalized module temperature 

(

Tmod − 25 ◦C
)

 , P DC 
power output at the MPP under actual operating conditions, 
k1 to k6 coefficients.

The coefficients k1 to k6 can be computed by curve fitting 
Eq. 13 with a historic dataset of DC power, incident irradi-
ance (GTI) and module temperature measurements. There-
after, Eq. 13 with known coefficient values can be used to 
estimate the module DC power output at any given value of 
irradiance G and module temperature T.

Beyer model

The MPP efficiency of a PV module with an operating tem-
perature of 25 °C is represented as a function of incident 
irradiance G, as shown in Eq. 14 [34]. The MPP efficiency 
at any operating temperature T is estimated using Eq. 15. 
Based on Eqs. 11 and 15, the MPP DC power output can 
be expressed as shown in Eq. 16. Thus, the four coefficients 
of the model can be estimated by curve fitting Eq. 16 with 
historical measurements of DC power, incident irradiance 
(GTI) and module temperature measurements.

(12)

�rel
(

G′, T ′) = 1 + k1 ⋅ ln G′ + k2 ⋅
[

ln G′]2 + T ′

⋅
(

k3 + k4 ⋅
[

ln G′] + k5 ⋅
[

ln G′]2
)

+ k6 ⋅ T ′2

(13)

P
(

G′, T ′) = G′ ⋅ PSTC

(

1 + k1 ⋅ ln G′ + k2 ⋅
[

ln G′]2 + T ′

⋅
(

k3 + k4 ⋅
[

ln G′] + k5 ⋅
[

ln G′]2
)

+ k6 ⋅ T ′2
)

(14)�MPP(G, 25 ◦C) = a1 + a2 ⋅ G + a3 ⋅ ln G

(15)�MPP(G, T) = �MPP(G, 25 ◦C) ⋅
[

1 + �(T − 25 ◦C)
]

where �MPP(G, T) MPP efficiency at irradiance G and module 
temperature T, a1, a2, a3 = Irradiance coefficients, a = Tem-
perature Coefficient.

PV module temperature model

The Ross model expresses the operating cell temperature Tc 
as the sum of the ambient temperature Ta and the product of 
the incident irradiance G with the proportionality factor k 
(Eq. 17). The proportionality factor k is known as the Ross 
parameter, and its values found in the literature lie in the 
range of 0.02–0.06 °C  m2  W−1 [39]. The k value of a PV 
plant depends on the module and installation type. The low-
est values correspond to cases where the modules are well-
ventilated, while the highest values correspond to situations 
with limited ventilation possibilities. The cooling effect of 
wind is not considered here.

where Tc Operating cell temperature of the module, Ta Ambi-
ent temperature, k Ross parameters.

Module temperature forecasts Tc are obtained by inserting 
the ambient temperature and GTI predictions based on NWP 
forecasts into Eq. 17.

DC power to AC power conversion

During the conversion of DC power to AC power at the 
inverter, a portion of the power is lost. The inverter effi-
ciency (or loss) can vary as a function of the inverter output 
AC power, DC side voltage and the output power factor, 
if applicable [45]. The models presented in [42] and [44] 
express the inverter efficiency as a function of the inverter 
‘s AC power output and the DC side voltage. [46] expresses 
the inverter efficiency as a function of the input DC power. 
As the model does not require DC voltage measurements, it 
is selected in this study.

Schmidt and Sauer model

In [46], the authors modeled the inverter loss as a quadratic 
polynomial function of the inverter AC power output, as 
shown in Eq. 19. The inverter loss ploss is defined as the 
difference between DC power and AC power measurements 
(Eq. 18). The three coefficients pself , vloss and rloss represent 
distinct physical losses in the inverter and can be com-
puted by curve fitting Eq. 19 with measured datasets of DC 

(16)

⇒ �MPP(G, T) =
(

a1 + a2 ⋅ G + a3 ⋅ ln G
)

⋅

[

1 + �(T − 25 ◦C)
]

P(G, T) =
G�

⋅ PSTC

�STC

⋅

(

a1 + a2 ⋅ G + a3 ⋅ ln G
)

⋅

[

1 + �(T − 25 ◦C)
]

(17)Tc = Ta + k ⋅ G
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power pin and AC power pout . The inverter’s efficiency at a 
given DC power input pin can then be estimated, as shown 
in Eq. 20. The final AC power output pout is derived from 
Eq. 21.

where ploss DC to AC power conversion loss in inverter per 
unit rated capacity, pin DC power input to the inverter per 
unit rated capacity, pout AC power output from the inverter 
per unit rated capacity, pself self-consumption of the inverter 
per unit rated capacity, vloss Loss due to voltage drop across 
the semi-conductor per unit rated capacity, rloss Ohmic loss 
per unit rated capacity, � Inverter efficiency.

Combination of AC power forecasts

The two different AC power forecasts obtained using the 
ECMWF and NCMRWF output GHI are further combined 
in this study to improve the accuracy of the final forecast. 
The combined AC power forecast Pcomb

AC
 is modeled as a lin-

ear function of the NCMRWF-based AC power forecast and 
ECMWF-based AC power forecast, as shown in Eq. 22. The 
coefficients a1 and a2 are computed by curve fitting Eq. 22 
with datasets of PNCMRWF

AC
 , PECMWF

AC
 and measured AC power 

in place of Pcomb
AC

.

Evaluation of forecast accuracy

System deviation or bias in irradiance forecast is represented 
in Eq. 23 with the normalized mean bias error (nMBE). The 
power forecasts are validated using the normalized root mean 
square error (nRMSE) metric shown in Eq. 24.

(18)ploss = pin − pout

(19)ploss = pself + vloss ⋅ pout + rloss ⋅

(

pout

)2

(20)

� = −
1 + vloss

2 ⋅ rloss ⋅ pin

+

√

√

√

√

(

1 + vloss

2 ⋅ rloss ⋅ pin

)2

+
pin − pself

rloss ⋅

(

pin

)2

(21)� =
pout

pin

(22)Pcomb
AC

= a1 ⋅ PNCMRWF
AC

+ a2 ⋅ PECMWF
AC

(23)nMBE =

1

N

∑N

n=1

�

GHIpred − GHImeas

�

�

∑N

n=1
GHImeas

N

� × 100

Results and discussions

Interpolation

The two GHI forecasts for the plant are obtained by pre-
processing the two NWP outputs to site-level spatial res-
olution and 15 min temporal resolution, as described in 
Sect. "Interpolation of numerical weather prediction data". 
Figure 3 shows the ECMWF forecast in its original three 
hourly resolution and after it is interpolated to the 15 min 
resolution. Similarly, the NWP output GHI from NCM-
RWF is also interpolated to 15 min from its original hourly 
resolution. The interpolated ECMWF-based GHI prediction 
exhibits an average bias of + 0.46% (over-estimation) against 
GHI measured at the PV plant over the validation period 
from 17.12.2018 to 23.10.2019. The interpolated GHI from 
NCMRWF shows a bias of + 1.71% (over-estimation). In 
[4], the nMBE in the forecast for single sites across North 
America and Europe over individual days ranged from − 1% 
to + 10%. In [61], the authors validated the GHI forecasts 
from multiple NWP models against ground measurements 
from stations in Southern Germany, Switzerland, Austria 
and Southern Spain for one year. They calculated the aver-
age bias to be between − 2.9% and + 5.9% across the sites.

Bias correction

Two bias correction techniques—(i) polynomial function 
and (ii) NN-based bias correction methods, are validated on 

(24)nRMSE =

�

1

N

∑N

n=1

�

GHIpred − GHImeas

�2

�

∑N

n=1
GHImeas

N

� × 100

Fig. 3  Interpolation of hourly GHI to 15-min resolution
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a sliding window basis against the ground-measured GHI 
from the PV plant for the period 17th December 2018 to 
23rd October 2019. Ground measured GHI datasets from 
both the PV plant and the nearest SRRA station is used for 
training the two bias correction algorithms. The sliding win-
dow is varied from 15 to 40 days in 5-day steps to determine 
the optimum number of training days for the bias correc-
tion algorithms. The variation in bias with the change in the 
number of days of training in the sliding window is shown 
in Figs. 4 and 5 for ECMWF and NCMRWF, respectively. 
To select a bias correction technique for the model chain, 
the maximum reduction in bias with the minimum number 
of training days is used as a criterion. The Lorenz polyno-
mial method reduces the bias in ECMWF predicted GHI to 
− 0.001% with 25 days of training. The bias in NCMRWF 
predicted GHI is reduced to − 0.08% with 20 days of train-
ing. After the NN-based correction, the bias lies between 0 
and − 0.2% and − 1 and − 2% for ECMWF and NCMRWF 
respectively. Consequently, the Lorenz polynomial method 
is used for bias correction in the model chain. With the NN 
method, a negative bias is observed for all sets of train-
ing days. In [61], the authors performed bias correction of 
ECMWF predicted GHI for a period of one year. The cor-
rected GHI predictions showed an average bias of − 0.2% 
against ground measurements from 87 stations distributed 
across north-eastern Germany.

Tilt conversion

The diffuse fraction model by Chandrasekaran and Kumar” 
and the diffuse sky model by “Klucher” are combined in the 
forecasting chain for the conversion from GHI to GTI due to 
their suitability for Indian solar climatology (see Sect. "Irra-
diance transposition"). The PV module tilt varies seasonally 
at each of the five blocks. Furthermore, each block follows 

its own independent tilt variation schedule, and the entire 
manual tilt change procedure requires multiple days in each 
case. During the tilt changing, the PV modules in each block 
can have two different types of tilt values. Approximate 
information on tilt variation schedule was obtained from a 
site survey.

Two forecasted GTI datasets are obtained by transpos-
ing the bias-corrected GHI forecasts from the ECMWF and 
NCMRWF using the tilt angles from Table 1. The forecasted 
GTI and forecasted GHI for the period 6th February 2019 to 
6th June 2019 are plotted against the measured GTI t from 
a block, as shown in Figs. 6 and 7. It can be seen that the 

Fig. 4  The variation of normalized bias in ECMWF output GHI with 
the increasing number of training days for the two bias correction 
methods

Fig. 5  The variation of normalized bias in NCMRWF output GHI 
with the increasing number of training days for the two bias correc-
tion methods

Fig. 6  Comparison of bias corrected ECMWF output GHI and its 
transposition against measured GTI
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forecasted GTI obtained by transposing GHI shows a better 
correlation to the measured GTI at uncertain tilt angles than 
the forecasted GHI. The benefit of the irradiance transposi-
tion model can be particularly observed in high-irradiance 
situations. [7] tested the performance of PV power output 
modeling under different scenarios—where the module tilt 
information is available and where it is not. By analyzing the 
accuracy of simulated power against measurements, it was 
observed that assuming a value of tilt could be better than 
using the GHI directly in the case of irradiance transposi-
tion with an unknown module tilt. It was also found ben-
eficial to reduce the module tilt by 5° to 10° from its actual 
value. However, analyzing the final AC power accuracy has 
caveats as this also incorporates errors due to inaccuracies 
in PV module and inverter performance modeling. It can 
be observed from Figs. 6 and 7 that the highest utility of 
GHI transposition over using raw GHI is observed during 
periods of high irradiance, i.e., clear sky period. The benefit 
of using even approximate module tilt values for irradiance 
transposition is shown here. Especially for situations where 
the module tilt is changed manually on a seasonal basis, with 
every readjustment cycle lasting multiple days.

DC power model

Virtual DC power data

Due to the complete lack of DC measurements and block-
wise AC power output data from the PV park, a synthetic or 
virtual DC power dataset is back-calculated from the aggre-
gated AC power output of the entire PV park. The inverter 
efficiency curve from a nearby PV plant with a similar rated 
capacity is derived and used for this purpose, as shown in 
Fig. 8. The inverter efficiency curve is obtained by train-
ing the voltage-independent Schmidt and Sauer model with 
actual DC and AC power output measurements from the 
nearby site. This efficiency curve is used to produce an 
aggregated virtual DC power dataset from the available 
aggregated AC power dataset of the PV park under analy-
sis. [62] showed that the efficiency curves of grid-connected 
inverters vary depending on the optimization approach used. 
A low self-consumption strategy leads to high efficiency at 
small partial loads while compromising the performance 
at the higher end of the curve. A small input power level 
strategy leads to a good performance at the higher end of 
the curve but reduces the efficiency at small partial loads.

PV model coefficients

The coefficients of the Huld and Beyer models are obtained 
by curve fitting Eqs. 13 and 16 with Virtual DC power data, 

Fig. 7  Comparison of bias corrected NCMRWF output GHI and its 
transposition against measured GTI

Fig. 8  Inverter efficiency curve estimated from a nearby PV site using 
Schmidt and Sauer model
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GTI measurement and module temperature measurement 
for the period 7th November 2018 to 15th April 2019. The 
Beyer model additionally requires the PV module efficiency 
at �STC (Eq. 16). An efficiency of 15% is assumed here as the 
PV modules are predominantly polycrystalline with a minor 
share of monocrystalline and thin film modules.

AC power predictions

The AC power predictions are calculated from the ECMWF 
and NCMRWF predicted GHI with the entire forecast 
model chain (see Fig. 1) for the validation period of 16th 
April 2019 to 23rd October 2019. The Ross parameter k 
in Eq. 17 is set to 0.03 °C  m2  W−1 based on a pre-study. 
With two NWP models and two GTI to DC conversion mod-
els, four forecasted AC power datasets are obtained. The 
error observed for these four datasets of AC power fore-
casts is shown in Table 2. No significant difference could be 
observed between the performances of Huld and Beyer mod-
els. However, as the Huld model performs marginally better, 
it is used in the final forecast model chain. Forecasts derived 
from the ECMWF and NCMRWF datasets outperform cli-
matology and persistence, as shown in Fig. 9. However, 

Table 2  nRMSE of AC power forecasts

NWP data Huld model (%) Beyer model (%)

ECMWF 11.01 11.03
NCMRWF 12.72 12.76

Fig. 9  Comparison of the AC power forecasts obtained from 
ECMWF and NCMRWF with persistence, climatology and the con-
vex combination of persistence and climatology

Fig. 10  AC power forecast 
derived from the ECMWF data
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the NCMRWF derived forecast shows higher rRMSE than 
the convex combination of climatology and persistence (as 
defined in [50] and [51]). Figures 10 and 11 also show that 
NCMRWF derived forecasts show lower correlation than 
ECMWF. [11] evaluated the accuracy of their forecasting 
model chain against PV power measurements from China for 
eight exemplary days and found the nRMSE to vary between 
8 and 19%. [49] found that the nRMSE of their model chain 
varied from 8.21% at 1 h ahead to 13.84% at 48 h ahead on 
an average for one year of PV power measurements from a 
site in Hungary.

Combination of power forecasts based on the two 
NWP sources

For the final combined AC power prediction, the coefficients 
of the combination equation are trained on 15 days slid-
ing window basis. The accuracy of the combined AC power 
forecast is validated for the period 1st May 2019 to 23rd 
October 2019. Although the NCMRWF derived forecast 
shows higher rRMSE than the convex combination of cli-
matology and persistence, the final combination of ECMWF 

and NCMRWF derived forecasts shows the best perfor-
mance, as shown in Fig. 12. From Figs. 10, 11, 12 and 13, it 
can be observed that there is always an underestimation of 
AC power for periods of higher generation that correspond 

Fig. 11  AC power forecast 
derived from the NCMRWF 
data

Fig. 12  Comparison of the AC power forecasts obtained from 
ECMWF and NCMRWF with persistence, climatology and the con-
vex combination of persistence and climatology
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to high solar elevation angles. For the periods of lower gen-
eration, an overestimation in the forecast can be observed. 
[49] showed that combination of AC power forecasts leads 
to a considerable improvement in accuracy at all times of the 
day except the early morning.

Conclusion

In this study, an NWP-based day ahead solar PV power 
forecast model chain has been developed, and each of its 
model component benchmarked against measurements from 
a 250 MWp PV park located in Southern India. Without any 
post-processing, the GHI output from both the ECMWF and 
NCMRWF models overestimated the GHI compared to the 
ground measurements. The Lorenz polynomial method out-
performed the one hidden layer with four nodes NN archi-
tecture based bias correction method with both the NWP 
datasets for the PV Park site. The NN-based method also 
showed a consistent under-estimation of GHI with both the 
NWP data-sets. [7] opined that an assumed tilt angle may 

be better than using the GHI directly in situations with an 
unknown tilt angle. The usefulness of irradiance transpo-
sition even in situations with uncertain seasonal tilt infor-
mation was established by the fact that the forecasted GTI 
dataset showed a better correlation with the measured GTI 
at uncertain tilt than the forecasted GHI with measured GTI. 
[7] did not analyze the scenario in which the AC power out-
put dataset is available while the DC power is not. In this 
study, it was possible to back-calculate an aggregated virtual 
DC power dataset from the available aggregated AC power 
measurements by using a voltage-independent inverter effi-
ciency curve derived from another nearby PV site with a 
similar PV capacity rating. This virtual DC power dataset 
was used in training the Beyer and Huld PV efficiency mod-
els. The Huld model performed only marginally better than 
the Beyer model and was therefore used in the final forecast 
model chain.. The ECMWF and NCMRWF derived forecasts 
outperformed both climatology and persistence. However, 
the NCMRWF derived forecast showed higher error than the 
convex combination of climatology and persistence. Never-
theless, the linear combination of the AC power forecasts 

Fig. 13  Combination of the AC 
power forecasts derived from 
ECMWF and NCMRWF
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derived from the ECMWF and NCMRWF datasets showed 
the best accuracy and outperformed the convex combination 
of climatology and persistence. This possibly points to the 
fact that the underlying atmospheric effects are modeled dif-
ferently in the two NWP models, and a combination of both 
therefore leads to more information about the atmospheric 
condition. However, the global NWP models are inher-
ently limited by their low resolution (25 km) and assume 
the same cloud situation or irradiance over a large area. To 
summarize, we demonstrated that it is possible to produce 
reliable day-ahead PV power forecasts, derived from numer-
ical weather data, for the Indian subcontinent even in situ-
ations where the PV tilt information and the inverter DC 
measurements are lacking. Furthermore, we compared our 
result against a standard reference—the convex combination 
of persistence and climatology. Each individual step of the 
forecast model chain has been optimized to provide a bench-
mark of the expected day-ahead solar PV power forecast 
accuracy. As the deviation of the actual power feed-in from 
the forecast is penalized beyond a deviation threshold, the 
accuracy metrics provide solar PV plant operators informa-
tion about the financial risks involved. Furthermore, as the 

global NWP model grid size is large (25 kms) and as there 
are other large solar PV parks located in the surrounding, 
this also gives the grid operators an idea about the expected 
deviation of GW scale solar PV feed-in from its day-ahead 
schedule. This will allow them to procure the necessary 
reserves in advance. The limitations in this study include:

(i) Interpolation from 3 h or 1 h to 15 min assuming a con-
stant clear sky index. This is not a realistic assumption, 
but could be improved by using a machine learning 
based classification.

(ii) The model chain assumes a constant tilt for the entire 
PV park, which is not true. Although assuming a single 
tilt provides better results than using GHI directly, this 
could be further improved upon

(iii) Although there are different kinds of PV modules 
connected to multiple inverters, in this study all the 
PV modules together and the inverters were lumped 
together. All properties were calculated at the aggregate 
level, which is not realistic. A more detailed representa-
tion of the PV park could be developed.

Table 3  rRMSE, rMBE, |rMBE| and correlation coefficient of the diffuse fraction models averaged over all stations (Betcke, 2018)

Model < rRMSE > (%) < rMBE > (%) <|rMBE|> (%) < r2 >

Orgill and Hollands 25.0 7.5 8.0 0.833
Erbs 25.0 2.6 6.1 0.781
Chandrasekaran and Kumar 23.9 3.6 5.9 0.842
Reindl 1 25.9 2.9 5.8 0.869
Reindl 2 28.4 4.6 6.1 0.769
Suehrcke and McCormick, built-in clear sky model 50.3 35.1 35.1 0.746
Suehrcke and McCormick, Ineichen clear sky model, Remund turbidity 38.5 23.4 23.4 0.781
Skartveit et al., without variability, built in clear sky model 25.3 3.1 8.6 0.884
Skartveit et al., with variability, built in clear sky model 25.9 9.7 9.8 0.885
Skartveit et al., without variability, Ineichen sky model, Remund turbidity 27.4 − 6.1 7.6 0.857
Skartveit et al., with variability, Ineichen sky model, Remund turbidity 24.8 0.4 5.1 0.874

Table 4  Results of the analysis of the tilt conversion models (Betcke, 2018)

Station Gandhinagar Gurgaon

latitude/tilt (°) 23.2 28.4
Data completeness (%) 86 83
Tilt factor from measurement (%) 105.4 102.7
Diffuse fraction from measurement (%) 51 50
rRMSE/rMBE isotropic (%) 15.7/− 1.4 24.9/2.9
rRMSE/rMBE Klucher (%) 11.9/1.4 19.1/6.4
rRMSE/rMBE Perez I (%) 13.0/1.3 20.4/7.6
rRMSE/rMBE Perez II (%) 12.8/0.9 20.1/7.3
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(iv) Global NWP models with a low spatial resolution 
(25 kms × 25 kms) were used in this study, whereas 
the solar PV park has a dimension of 3 kms × 3 kms. 
Regional models with higher spatial resolution will be 
tested in the future.

(v) The combined AC forecast over-estimated the power 
production during periods with lower generation. 
This may be due to the inappropriate modeling of the 
atmospheric turbidity and scattering at low solar eleva-
tion angles. Clear sky models that incorporate near 
real time aerosol information could be explored for 
this purpose. At higher generation levels, the forecasts 
under-estimate the AC power. Further analysis is nec-
essary to determine whether this under-estimation is 
due to the inability of NWP models to resolve clouds 
at the coarse resolution and the consequent averaging 
effect.

Appendix

Tables 3, 4.

Acknowledgements The authors thank the operator of the solar farm, 
who supported our work with historic and real-time data, the Indian 
Meteorological Department, who supported us with NCMRWF data-
sets, and GIZ GmbH, who financed a major part of the work presented. 
This work was carried out during 2017–2019 under the Green Energy 
Corridors project of the Indo-German Energy Programme. The authors 
declare that they have no conflict of interest.

Funding Open Access funding enabled and organized by Projekt 
DEAL.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

References

 1. International Energy Agency: Renewables 2021. https:// www. iea. 
org/ repor ts/ renew ables- 2021. Accessed 31 Dec 2022

 2. Ministry of New and Renewable Energy: Physical Progress. 
https:// mnre. gov. in/ the- minis try/ physi cal- progr ess. Accessed 31 
Dec 2022

 3. Government of India: India’s Updated Nationally Determined 
Contribution. https:// pib. gov. in/ Press Relea seIfr amePa ge. aspx? 
PRID= 18478 12. Accessed 31 Dec 2022

 4. Perez, R., Lorenz, E., Pelland, S., Beauharnois, M., Van Knowe, 
G., Hemker, K., Heinemann, D., Remund, J., Müller, S.C., Traun-
müller, W., Steinmauer, G., Pozo, D., Ruiz-Arias, J.A., Lara-
Fanego, V., Ramirez-Santigosa, L., Gaston-Romero, M., Pomares, 
L.M.: Comparison of numerical weather prediction solar irradi-
ance forecasts in the US, Canada and Europe. Sol. Energy 94, 
305–326 (2013). https:// doi. org/ 10. 1016/j. solen er. 2013. 05. 005

 5. Inman, R.H., Pedro, H.T.C., Coimbra, C.F.M.: Solar forecasting 
methods for renewable energy integration. Prog. Energy Combus-
tion Sci. 39, 535–576 (2013)

 6. Wan, C., Zhao, J., Song, Y., Xu, Z., Lin, J., Hu, Z.: Photovoltaic 
and solar power forecasting for smart grid management. CSEE J. 
Power Energy Syst. 1(4), 38–46 (2015). https:// doi. org/ 10. 17775/ 
CSEEJ PES. 2015. 00046

 7. Mayer, M.J.: Influence of design data availability on the accu-
racy of physical photovoltaic power forecasts. Sol. Energy 227, 
532–540 (2021). https:// doi. org/ 10. 1016/j. solen er. 2021. 09. 044

 8. Leva, S., Dolara, A., Grimaccia, F., Mussetta, M., Ogliari, E.: 
Analysis and validation of 24 hours ahead neural network fore-
casting of photovoltaic output power. Math. Comput. Simul. 131, 
88–100 (2017). https:// doi. org/ 10. 1016/j. matcom. 2015. 05. 010

 9. Theocharides, S., Makrides, G., Georghiou, G.E., Kyprianou, A.: 
Machine learning algorithms for photovoltaic system power out-
put prediction. In: IEEE International Energy Conference (ENER-
GYCON), pp. 1–6 (2018). https:// doi. org/ 10. 1109/ ENERG YCON. 
2018. 83987 37

 10. Wolff, B., Kühnert, J., Lorenz, E., Kramer, O., Heinemann, D.: 
Comparing support vector regression for PV power forecasting 
to a physical modeling approach using measurement, numeri-
cal weather prediction, and cloud motion data. Sol. Energy 135, 
197–208 (2016). https:// doi. org/ 10. 1016/j. solen er. 2016. 05. 051

 11. Cui, C., Zou, Y., Wei, L., Wang, Y.: Evaluating combination mod-
els of solar irradiance on inclined surfaces and forecasting pho-
tovoltaic power generation. IET Smart Grid 2, 123–130 (2019). 
https:// doi. org/ 10. 1049/ iet- stg. 2018. 0110

 12. Mayer, J.M., Gyula, G.: Extensive comparison of physical models 
for photovoltaic power forecasting. Appl. Energy 283, 116239 
(2021). https:// doi. org/ 10. 1016/j. apene rgy. 2020. 116239

 13. Holland, N., Pang, X., Herzberg, W., Bor, J., Lorenz, E.: Com-
bination of physics based simulation and machine learning for 
PV power forecasting of large power plants. In: EU PVSEC Pro-
gramme Online, 6–10 September (2021)

 14. Huang, J., Thatcher, M.: Assessing the value of simulated regional 
weather variability in solar forecasting using numerical weather 
prediction. Sol. Energy 144, 529–539 (2017). https:// doi. org/ 10. 
1016/j. solen er. 2017. 01. 058

 15. Lorenz, E., Hurka, J., Heinemann, D., Beyer, H.G.: Irradiance 
forecasting for the power prediction of grid-connected photovol-
taic systems. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2, 
2–10 (2009)

 16. Joshi, B., Kay, M., Jessie, C.K., Sproul, A.B.: Evaluation of solar 
irradiance forecasting skills of the Australian Bureau of Meteorol-
ogy’s ACCESS models. Sol. Energy 188, 386–402 (2019). https:// 
doi. org/ 10. 1016/j. solen er. 2019. 06. 007

 17. Yagli, G.M., Monika, Yang, D., Srinivasan, D.: Using combina-
tional methods for forecast improvement in PV power plants. In: 
IEEE Innovative Smart Grid Technologies-Asia (ISGT Asia), pp. 
540–545 (2018). https:// doi. org/ 10. 1109/ ISGT- Asia. 2018. 84678 
78

 18. Suksamosorn, S., Hoonchareon, N., Songsiri, J.: Post-process-
ing of NWP forecasts using kalman filtering with operational 
constraints for day-ahead solar power forecasting in Thailand. 
IEEE Access 9, 105409–105423 (2021). https:// doi. org/ 10. 1109/ 
ACCESS. 2021. 30994 81

http://creativecommons.org/licenses/by/4.0/
https://www.iea.org/reports/renewables-2021
https://www.iea.org/reports/renewables-2021
https://mnre.gov.in/the-ministry/physical-progress
https://pib.gov.in/PressReleaseIframePage.aspx?PRID=1847812
https://pib.gov.in/PressReleaseIframePage.aspx?PRID=1847812
https://doi.org/10.1016/j.solener.2013.05.005
https://doi.org/10.17775/CSEEJPES.2015.00046
https://doi.org/10.17775/CSEEJPES.2015.00046
https://doi.org/10.1016/j.solener.2021.09.044
https://doi.org/10.1016/j.matcom.2015.05.010
https://doi.org/10.1109/ENERGYCON.2018.8398737
https://doi.org/10.1109/ENERGYCON.2018.8398737
https://doi.org/10.1016/j.solener.2016.05.051
https://doi.org/10.1049/iet-stg.2018.0110
https://doi.org/10.1016/j.apenergy.2020.116239
https://doi.org/10.1016/j.solener.2017.01.058
https://doi.org/10.1016/j.solener.2017.01.058
https://doi.org/10.1016/j.solener.2019.06.007
https://doi.org/10.1016/j.solener.2019.06.007
https://doi.org/10.1109/ISGT-Asia.2018.8467878
https://doi.org/10.1109/ISGT-Asia.2018.8467878
https://doi.org/10.1109/ACCESS.2021.3099481
https://doi.org/10.1109/ACCESS.2021.3099481


988 International Journal of Energy and Environmental Engineering (2023) 14:973–989

1 3

 19. Yang, D.: On post-processing day-ahead NWP forecasts using 
Kalman filtering. Sol. Energy 182, 179–181 (2019). https:// doi. 
org/ 10. 1016/j. solen er. 2019. 02. 044

 20. Lauret, P., Diagne, H.M., David, M.: A neural network post-pro-
cessing approach to improving NWP solar radiation forecasts. 
Energy Procedia 57, 1044–1052 (2014). https:// doi. org/ 10. 1016/j. 
egypro. 2014. 10. 089

 21. Lauret, P., Lorenz, E., Mathieu, D.: Solar forecasting in a chal-
lenging insular context. Atmosphere 7, 214 (2016)

 22. Pereira, S., Canhoto, P., Salgado, R., Costa, M.J.: Development of 
an ANN based corrective algorithm for the operational ECMWF 
global horizontal irradiation forecasts. Sol. Energy 185, 387–405 
(2019). https:// doi. org/ 10. 1016/j. solen er. 2019. 04. 070

 23. Watanabe, T., Takenaka, H., Nohara, D.: Post-processing correc-
tion method for surface solar irradiance forecast data from the 
numerical weather model using geostationary satellite observation 
data. Sol. Energy 223, 202–216 (2021). https:// doi. org/ 10. 1016/j. 
solen er. 2021. 05. 055

 24. Tschopp, D., Jensen, A.R., Dragsted, J., Ohnewein, P., Furbo, 
S.: Measurement and modeling of diffuse irradiance masking on 
tilted planes for solar engineering applications. Sol. Energy 231, 
365–378 (2022). https:// doi. org/ 10. 1016/j. solen er. 2021. 10. 083

 25. Chandrasekaran, J., Kumar, S.: Hourly diffuse fraction correlation 
at a tropical location. Sol. Energy 53, 505–510 (1994). https:// doi. 
org/ 10. 1016/ 0038- 092X(94) 90130-T

 26. Reindl, D.T., Beckman, W.A., Duffie, J.A.: Diffuse fraction cor-
relations. Sol. Energy 45(1), 1–7 (1990). https:// doi. org/ 10. 1016/ 
0038- 092X(90) 90060-P

 27. Skartveit, A., Olseth, J.A., Tuft, M.E.: An hourly diffuse frac-
tion model with correction for variability and surface albedo. Sol. 
Energy 63(3), 173–183 (1998). https:// doi. org/ 10. 1016/ S0038- 
092X(98) 00067-X

 28. Paulescu, E., Blaga, R.: A simple and reliable empirical model 
with two predictors for estimating 1-minute diffuse fraction. Sol. 
Energy 180, 75–84 (2019). https:// doi. org/ 10. 1016/j. solen er. 2019. 
01. 029

 29. Boland, J., Scott, L., Luther, M.: Modelling the diffuse fraction 
of global solar radiation on a horizontal surface. Environmetrics 
12, 103–116 (2001)

 30. Furlan, C., Oliveira, A.P., Soares, J., Codato, G., Escobedo, J.F.: 
The role of clouds in improving the regression model for hourly 
values of diffuse solar radiation. Appl. Energy 92, 240–254 
(2012). https:// doi. org/ 10. 1016/j. apene rgy. 2011. 10. 032

 31. Ridley, B., Boland, J., Lauret, P.: Modelling of diffuse solar frac-
tion with multiple predictors. Renew. Energy 35(2), 478–483 
(2010). https:// doi. org/ 10. 1016/j. renene. 2009. 07. 018

 32. Batzelis, E.I.: Simple PV performance equations theoretically 
well founded on the single-diode model. IEEE J. Photovoltaics 
7, 1400–1409 (2017). https:// doi. org/ 10. 1109/ JPHOT OV. 2017. 
27114 31

 33. Yaqoob, S.J., Saleh, A.L., Motahhir, S., Agyekum, E.B., Nayyar, 
A., Qureshi, B.: Comparative study with practical validation of 
photovoltaic monocrystalline module for single and double diode 
models. Sci. Rep. 11, 19153 (2021). https:// doi. org/ 10. 1038/ 
s41598- 021- 98593-6

 34. Beyer, H.G., Betcke, J., Drews, A., Heinemann, D., Lorenz, E., 
Heilscher, G., Bofinger, S.: Identification of a general model for 
the MPP performance of PV-modules for the application in a pro-
cedure for the performance check of grid connected systems. In: 
19th European Photovoltaic Solar Energy Conference and Exhibi-
tion, p. 7, (2014)

 35. Deotti, L., Júnior, I.S., Honório, L., Marcato, A.: Empirical mod-
els applied to distributed energy resources-an analysis in the light 
of regulatory aspects. Energies 14(2), 326 (2021). https:// doi. org/ 
10. 3390/ en140 20326

 36. Huld, T., Friesen, G., Skoczek, A., Kenny, R.P., Sample, T., Field, 
M., Dunlop, E.D.: A power-rating model for crystalline silicon PV 
modules. Sol. Energy Mater. Sol. Cells 95, 3359–3369 (2011). 
https:// doi. org/ 10. 1016/j. solmat. 2011. 07. 026

 37. Soler-Castillo, Y., Rimada, J.C., Hernández, L., Martínez-Criado, 
G.: Modelling of the efficiency of the photovoltaic modules: grid-
connected plants to the Cuban national electrical system. Sol. 
Energy 223, 150–157 (2021). https:// doi. org/ 10. 1016/j. solen er. 
2021. 05. 052

 38. Padmavathi, K., Arul, D.S.: Performance analysis of a 3 MWp 
grid connected solar photovoltaic power plant in India. Energy 
Sustain. Dev. 17, 615–625 (2013). https:// doi. org/ 10. 1016/j. esd. 
2013. 09. 002

 39. Santiago, I., Trillo-Montero, D., Morena-Garcia, I.M., Pallarés-
López, V., Luna-Rodríguez, J.J.: Modeling of photovoltaic cell 
temperature losses: a review and a practice case in South Spain. 
Renew. Sustain. Energy Rev. 90, 70–89 (2018). https:// doi. org/ 10. 
1016/j. rser. 2018. 03. 054

 40. Skoplaki, E., Boudouvis, A.G., Palyvos, J.A.: A simple correlation 
for the operating temperature of photovoltaic modules of arbitrary 
mounting. Sol. Energy Mater. Sol. Cells 92, 1393–1402 (2008). 
https:// doi. org/ 10. 1016/j. solmat. 2008. 05. 016

 41. Roumpakias, E., Stamatelos, A.: Performance analysis of a grid-
connected photovoltaic park after 6 years of operation. Ren. 
Energy 141, 368–378 (2019). https:// doi. org/ 10. 1016/j. renene. 
2019. 04. 014

 42. Driesse, A., Jain, P., Harrison, S.: Beyond the curves: modeling 
the electrical efficiency of photovoltaic inverters. In: 33rd IEEE 
Photovoltaic Specialists Conference, pp. 1–6 (2008). https:// doi. 
org/ 10. 1109/ PVSC. 2008. 49228 27

 43. King, D.L., Boyson, W.E., Kratochvil, J.A.: Photovoltaic array 
performance model. Sandia Rep. No. 2004–3535 (2004). https:// 
doi. org/ 10. 2172/ 919131

 44. King, D.L., Gonzalez, S., Galbraith, G.M., Boyson, W.E.: Perfor-
mance model for grid-connected photovoltaic inverters. Sandia 
National Laboratories SAND2007-5036 (2007)

 45. Lave, M., Ellis, A., Stein, J.S.: Simulating solar power plant vari-
ability: a review of current methods. Sandia National Laborato-
ries: Alburquerque, NM, USA (2013)

 46. Schmidt, H., Sauer, D.: Wechselrichter-Wirkungsgrade. Sonnen-
energie 4, 43–47 (1996)

 47. Yang, D., Meer, D.: Post-processing in solar forecasting: ten over-
arching thinking tools. Renew. Sustain. Energy Rev. 5, 140 (2021). 
https:// doi. org/ 10. 1016/j. rser. 2021. 110735

 48. Böök, H., Lindfors, A.V.: Site-specific adjustment of a NWP-
based photovoltaic production forecast. Sol. Energy 211(15), 
779–788 (2020). https:// doi. org/ 10. 1016/j. solen er. 2020. 10. 024

 49. Filipe, J.M., Bessa, R.J., Sumaili, J., Tomé R., Sousa, J.N.: A 
hybrid short-term solar power forecasting tool. In: 18th Interna-
tional Conference on Intelligent System Application to Power Sys-
tems (ISAP), pp. 1–6 (2015). doi: https:// doi. org/ 10. 1109/ ISAP. 
2015. 73255 43

 50. Yang, D.: Standard of reference in operational day-ahead deter-
ministic solar forecasting. J. Renew. Sustain. Energy 11, 053702 
(2019)

 51. Yang, D.: Making reference solar forecasts with climatology, per-
sistence, and their optimal convex combination. Sol. Energy 193, 
981–985 (2019). https:// doi. org/ 10. 1016/j. solen er. 2019. 10. 006

 52. Kumar, A., Gomathinayagam, S., Giridhar, G., Mitra, I., Vashish-
tha, R., Meyer, R., Schwandt, M., Chhatbar, K.: Field experiences 
with the operation of solar radiation resource assessment stations 
in India. Energy Procedia (2014). https:// doi. org/ 10. 1016/j. egypro. 
2014. 03. 249

 53. Schwandt, M., Chhatbar, K., Meyer, R., Mitra, I., Vashistha, R., 
Giridhar, G., Gomathinayagam, S., Kumar, A.: Quality check 

https://doi.org/10.1016/j.solener.2019.02.044
https://doi.org/10.1016/j.solener.2019.02.044
https://doi.org/10.1016/j.egypro.2014.10.089
https://doi.org/10.1016/j.egypro.2014.10.089
https://doi.org/10.1016/j.solener.2019.04.070
https://doi.org/10.1016/j.solener.2021.05.055
https://doi.org/10.1016/j.solener.2021.05.055
https://doi.org/10.1016/j.solener.2021.10.083
https://doi.org/10.1016/0038-092X(94)90130-T
https://doi.org/10.1016/0038-092X(94)90130-T
https://doi.org/10.1016/0038-092X(90)90060-P
https://doi.org/10.1016/0038-092X(90)90060-P
https://doi.org/10.1016/S0038-092X(98)00067-X
https://doi.org/10.1016/S0038-092X(98)00067-X
https://doi.org/10.1016/j.solener.2019.01.029
https://doi.org/10.1016/j.solener.2019.01.029
https://doi.org/10.1016/j.apenergy.2011.10.032
https://doi.org/10.1016/j.renene.2009.07.018
https://doi.org/10.1109/JPHOTOV.2017.2711431
https://doi.org/10.1109/JPHOTOV.2017.2711431
https://doi.org/10.1038/s41598-021-98593-6
https://doi.org/10.1038/s41598-021-98593-6
https://doi.org/10.3390/en14020326
https://doi.org/10.3390/en14020326
https://doi.org/10.1016/j.solmat.2011.07.026
https://doi.org/10.1016/j.solener.2021.05.052
https://doi.org/10.1016/j.solener.2021.05.052
https://doi.org/10.1016/j.esd.2013.09.002
https://doi.org/10.1016/j.esd.2013.09.002
https://doi.org/10.1016/j.rser.2018.03.054
https://doi.org/10.1016/j.rser.2018.03.054
https://doi.org/10.1016/j.solmat.2008.05.016
https://doi.org/10.1016/j.renene.2019.04.014
https://doi.org/10.1016/j.renene.2019.04.014
https://doi.org/10.1109/PVSC.2008.4922827
https://doi.org/10.1109/PVSC.2008.4922827
https://doi.org/10.2172/919131
https://doi.org/10.2172/919131
https://doi.org/10.1016/j.rser.2021.110735
https://doi.org/10.1016/j.solener.2020.10.024
https://doi.org/10.1109/ISAP.2015.7325543
https://doi.org/10.1109/ISAP.2015.7325543
https://doi.org/10.1016/j.solener.2019.10.006
https://doi.org/10.1016/j.egypro.2014.03.249
https://doi.org/10.1016/j.egypro.2014.03.249


989International Journal of Energy and Environmental Engineering (2023) 14:973–989 

1 3

procedures and statistics for the Indian SRRA solar radiation 
measurement network. Energy Procedia 57, 1227–1236 (2014)

 54. Yang, D., Alessandrini, S., Antonanzas, J., Antonanzas-Torres, 
F., Badescu, V., Beyer, H.G., Blaga, R., Boland, J., Bright, J.M., 
Coimbra, C.F.M., David, M., Frimane, Â., Gueymard, C.A., 
Hong, T., Kay, M.J., Killinger, S., Kleissl, J., Lauret, P., Lorenz, 
E., Meer, D., Paulescu, M., Perez, R., Lamigueiro, O.P., Peters, 
I.M., Reikard, G., Renné, D., Saint-Drenan, Y., Shuai, Y., Urraca, 
R., Verbois, H., Vignola, F., Voyant, C., Zhang, J.: Verification of 
deterministic solar forecasts. Sol. Energy 210, 20–37 (2020)

 55. Ineichen, P., Perez, R.: A new airmass independent formulation 
for the linke turbidity coefficient. Sol. Energy 73, 151–157 (2002). 
https:// doi. org/ 10. 1016/ S0038- 092X(02) 00045-2

 56. Rincón, A., Jorba, O., Frutos, M., Alvarez, L., Barrios, F.P., 
González, J.A.: Bias correction of global irradiance modelled 
with weather and research forecasting model over Paraguay. Sol. 
Energy 170, 201–211 (2018). https:// doi. org/ 10. 1016/j. solen er. 
2018. 05. 061

 57. Liu, B., Jordan, R.: The long-term average performance of flat-
plate solar-energy collectors: with design data for the U.S., it’s 
outlying possessions and Canada. Sol. Energy 7(2), 53–74 (1963)

 58. Temps, R.C., Coulson, K.L.: Solar radiation incident upon slopes 
of different orientations. Sol. Energy 19(2), 179–184 (1977). 
https:// doi. org/ 10. 1016/ 0038- 092X(77) 90056-1

 59. Faiman, D.: Assessing the outdoor operating temperature of 
photovoltaic modules. Prog. Photovolt. Res. Appl. 16, 307–315 
(2008). https:// doi. org/ 10. 1002/ pip. 813

 60. Ross, R.G.: Interface design considerations for terrestrial solar 
cell modules. In: 12th Photovoltaic Specialists Conference, pp. 
801–806 (1976). https:// doi. org/ 10. 1109/ ENERG YCON. 2018. 
83987 37. https:// ui. adsabs. harva rd. edu/ abs/ 1976p vsp. conf.. 801R

 61. Lorenz, E., Remund, J., Müller, S. C., Traunmüller, W., Stein-
maurer, G., Pozo, D., Ruiz-Arias J.A., Fanego, V.L., Ramirez, L., 
Romeo, M.G., Kurz, C., Pomares, L.M., Guerrero, C. G.: Bench-
marking of different approaches to forecast solar irradiance. In: 
24th European Photovoltaic Solar Energy Conference, pp. 21–25 
(2009). Hamburg, Germany

 62. Notton, G., Lazarov, V., Stoyanov, L.: Optimal sizing of a grid-
connected PV system for various PV module technologies and 
inclinations, inverter efficiency characteristics and locations. 
Renew. Energy 35(2), 541–554 (2010)

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1016/S0038-092X(02)00045-2
https://doi.org/10.1016/j.solener.2018.05.061
https://doi.org/10.1016/j.solener.2018.05.061
https://doi.org/10.1016/0038-092X(77)90056-1
https://doi.org/10.1002/pip.813
https://doi.org/10.1109/ENERGYCON.2018.8398737
https://doi.org/10.1109/ENERGYCON.2018.8398737
https://ui.adsabs.harvard.edu/abs/1976pvsp.conf..801R


Vol.:(0123456789)1 3

International Journal of Energy and Environmental Engineering (2023) 14:841–869 
https://doi.org/10.1007/s40095-022-00552-y

ORIGINAL RESEARCH

Green and renewable resources: an assessment of sustainable energy 
solution for Far North Queensland, Australia

M. K. Islam1  · N. M. S. Hassan1 · M. G. Rasul2 · Kianoush Emami1 · Ashfaque Ahmed Chowdhury3

Received: 10 May 2022 / Accepted: 13 November 2022 / Published online: 30 November 2022 
© The Author(s), under exclusive licence to Islamic Azad University 2022

Abstract
Remote communities, which do not have a connection to the national grid in Far North Queensland (FNQ), depend on dirty 
and costly diesel generators to meet their energy demands. The cost of power generation is considerable in those areas, 
because the diesel fuel must be carried by truck or ship and a fuel reserve must be held on-site in case of expected demand or 
weather closure. Moreover, Australia has an energy security issue in relation to liquid fuels. Australia is reliant on imported 
fuel such as diesel to fill the shortage, as domestic production and supply are unable to fulfil domestic demand. As a result, by 
deploying hybrid integrated renewable energy systems in remote areas, isolated communities may lower their power prices, 
enjoy a more secure and dependable source of electricity and minimise their carbon footprint by eliminating or reducing the 
usage of diesel. In this study, an extensive literature review has been conducted focussing on renewable resources for Australia 
and Far North Queensland, different hybrid energy systems including energy storage, and finally highlights the alternative 
clean and renewable energy options for Far North Queensland (FNQ) remote communities. In addition, this study has per-
formed an assessment of renewable energy available from solar and wind resources considering climatic, geographical and 
economic aspects for FNQ. The literature review and the assessment show that solar and wind resources including hydrogen 
storage have significant potential for energy solution of FNQ. The assessment results indicate that selected regions of FNQ 
have suitable land area of 142,294.86  km2 (55.94% of total selected areas) for solar and 144,563.80  km2 (56.83% of total 
selected areas) for wind. The total calculated potential power can be 14,448 GW from solar PV and 1040.97 GW from wind 
energy. This study provides a significant pathway for parties interested in investing in renewable energy in FNQ. Moreover, 
knowing a land’s suitability will increase confidence and hence speed up the renewable energy investment.

Keywords Renewable energy · Hydrogen · Solar farm · Wind farm · Electrical power potential · GIS

Introduction

The rapid socio-economic uplift, including population 
growth, technology upgradation, trade, increased produc-
tion and consumption, has made the relations between Earth 
and human beings deeper than ever. Consequently, fossil 
fuel reserves are depleting so quickly to meet the energy 

demands, which are the globe’s current issue. The gather-
ing of greenhouse gases in the atmosphere, causing global 
warming and the urgent requirement of renewable and eco-
friendly energy resources has been a great concern. Apart 
from that, energy demands are growing every day with the 
globe’s population which may grow up to roughly 9.9 billion 
by 2050 [1]. At the same time, developing countries will 
have to enhance energy expenditure intensely because of 
their spreading economy [2].

To be sustainable, a society needs high and constant 
amounts of energy with limited environmental impact. 
There are many remote areas in the FNQ, and they have 
to rely on diesel power generation for fulfilling their basic 
energy requirements [3]. However, diesel is one kind of 
fossil fuel which has limited stock. In addition, the diesel 
power generation is costly [4] and harmful to the eco-
system because of its greenhouse gas emissions [5]. To 
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keep the globe environmentally sustainable, so that the 
civilisation can continue for a longer time, the resources 
of the earth should not be changed from the equilibrium 
levels which help to sustain the ecosystem for thousands 
of years. Simultaneously, the world has to limit carbon 
emissions. The incoming energy resources, the solar and 
wind, should be trapped, not the energy system innate in 
the globe. Solar energy can be exploited in several ways: 
utilising solar cells to convert solar to electricity [6], and 
wind energy to generate electricity [7]. Wind energy is, 
in reality, a secondary effect consequencing from solar 
energy [7, 8].

FNQ has an abundance of solar and wind resources 
that have bright potential towards the fruitful sustainable 
pathways. However, the intermittency or unsteady nature 
makes solar and wind less secure, incapable of provid-
ing energy at all times [9]. There is one that sounds to 
be consistent with promoting energy security and clean-
liness, that is hydrogen. Hydrogen is an energy carrier, 
convenient to transform from different energy sources, and 
possesses the highest amount of energy by weight com-
pared to any common fuels [10, 11]. Hydrogen leverages 
the utilisation of solar and wind, as they can be used to 
generate hydrogen, which can then be utilised at any time 
for fulfilling energy needs [12]. Furthermore, if hydrogen 
is generated through water splitting and used in fuel cell 
for power production, it will produce only water as a by-
product, with no hazardous emissions [11]. This is called 
green hydrogen. Therefore, solar and wind including green 
hydrogen, with their promising clean features, could be 
the best option for the future energy system of FNQ and 
Australia in general.

The motive of this study is to find out the solution for 
reducing the impact of diesel generation so that the remote 
communities can sustainably lead their life in a sustainable 
way. In this study, an extensive literature review has been 
conducted. The review focuses on renewable resources in 
an Australian context, emerging hybrid renewable energy 
systems, hydrogen storing options, renewable generation in 
Australia and the renewable energy potential in FNQ. In 
addition, a potential assessment of solar and wind resources 
has been conducted in terms of climatic, geographical and 
economic to see the suitability for the growth of solar and 
wind projects. The main objectives of this study to find a 
sustainable solution for FNQ’s energy system can be sum-
marized as follows:

1. Survey on renewable resources and its’ potentiality, 
renewable generation in Australia;

2. Explore suitable resources for FNQ’s energy system;
3. Investigate suitable lands to install solar and wind power 

stations, using the multi-criteria Geographical Informa-
tion System (GIS) modelling technique.

To date, this is the first elaborate study where FNQ has 
been explored to identify potential resources as well as to 
investigate the suitability of places for solar and wind analy-
sis using GIS. Finally, as this study covers the potential of 
renewable resources, especially the two most mature tech-
nologies, namely solar and wind including hydrogen stor-
age, and location suitability for the installation of solar and 
wind farm, hence it can be expected that it will give valu-
able insights for hybrid versions of solar and wind including 
hydrogen energy applications. The present article is struc-
tured into six sections, including introduction (Sect. 1), 
global weather pattern (Sect. 2), global energy demand 
and consumption (Sect. 3), literature review that presents 
overview on renewable resources of global and Australian 
perspective, electricity energy value chain and different 
hybrid energy systems, potential of hydrogen energy storage, 
renewable generation in Australia and renewable resource 
potential in FNQ (Sect. 4), assessment of solar and wind 
resources presenting climatological, geographical and eco-
nomic potential including discussion about the importance 
of solar and wind energy development for FNQ’s energy 
system (Sect. 5). The last section presents the main conclu-
sions and future perspectives.

Weather pattern

The weather pattern has been changing; for example, the 
global surface temperature increment, narrowing the cryo-
sphere extensively including weight loss from ice sheets 
and glaciers, depletion in snow cover and Arctic Sea ice 
extent and thickness [13]. Global warming is responsi-
ble for extreme events, such as more extended periods of 
heat, heavy rainstorms and oceans acidification because of 
absorbing carbon dioxide [14]. All weather-related problems 
are happening because of the greenhouse gas (GHG) emis-
sions in the atmosphere. Global surface temperature incre-
ment may cause more drought and damage of agricultural 
land. In addition, extremely hot weather may push people 
from their motherlands and compel them to move to other 
areas, eventually driving them to compete for depleting 
resources in their areas of arrival. Coastal regions can be 
invaded by multiple natural hazards such as tornado, extreme 
sea levels and flooding. The ocean temperature increment 
will also pose marine lives at possible food insecurity risk. 
Ultimately, a change in the weather pattern will result in 
changing ecosystem structure and functioning, which may 
cause losing the globe’s unique biodiversity [13, 15]. Fig-
ure 1 highlights some indicators of global warming that were 
examined over the past decades [16, 17]. The globe’s climate 
system comprises the land surface, atmosphere, oceans and 
ice. As seen in Fig. 1, white arrows indicate rising trends and 
black arrows indicate declining trends.
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Global warming is augmented at an average rate of 
0.08 °C per decade since 1980 and over twice that rate since 
1981. In 2020, the global surface temperature augmented at 
an average of 0.98 °C, which is the second highest record 
in the last 141 years [18]. If the present trend continues, 
the global temperature may reach to 1.5 °C between 2030 
and 2052 [18, 19]. The Intergovernmental Panel on Cli-
mate Change (IPCC) [20] reported that the global mean sea 
level was augmented from 1.4 mm per annum (1901–1990) 
to 3.6  mm per annum (2006–2015); the 0–700  m and 
700–2000 m layers of the ocean were warmed at rates of 
6.28 ± 0.48 ZJ and 3.86 ± 2.09 ZJ, respectively, from 1993 to 
2017. In addition, the continual ocean acidification because 
of carbon uptake (the ocean surface water pH level has 
been falling at a range of 0.017–0.027 pH units per decade 
since the 1980s) including oxygen vanished with a loss of 
0.5–3.3% between 1970 and 2010 from the ocean surface to 
1000 m [20]. Numerous peer-reviewed literature has already 
been reported about the weather extremes around the world, 
such as droughts in South Africa [21], extreme heatwaves 
in Sweden [22], excessive 6-day rainfall in Bangladesh [23] 
and hurricanes in the Caribbean [24]. These extreme weather 
events are due to the global surface temperature increment 
which are likely to be the results of the accumulation of 
GHG (carbon di-oxide, nitrous oxide, methane, halocarbons) 
in the atmosphere [25].

The global atmospheric concentration of carbon di-
oxide has raised from a preindustrial (1750) level of 
280  ppm to 417.64  ppm (March 2021), nitrous oxide 

from 270 to 333.6 ppb (Nov 2020), methane from 715 
to 1892.3 ppb (Dec 2020) [26, 27]. As seen in Fig. 2, 
maximum greenhouse gas (GHG) emissions come from 
fossil fuel sources that are used in different economic sec-
tors [28]. Among the GHG, carbon di-oxide is the most 
abundant in the atmosphere, hence the main contributor 
to global warming. Figure 3 depicts the trend of the incre-
ment of the global annual mean temperature anomaly with 
the concentration of carbon dioxide in the atmosphere [29, 
30].

Australia’s climate is changing in response to global 
warming, with an average temperature increment of 
1.44 ± 0.24  °C since the Australian observations com-
menced in 1910 [31]. The most warming has been happening 
since 1950, and since then, Australia is getting warmer and 
warmer every decade. For instance, Australia suffered 43 
exceedingly hot days in 2019, more than three times as many 
as in any year before 2000. High monthly maximum tem-
peratures, around 2% during 1960–1989 and over 4% during 
1990–2004, have recently been over 12% during 2005–2019. 
[31]. This number is more significant than a sixfold incre-
ment over the 60 years. Climate change is observed across 
the whole Australia. All areas of Queensland are warming 
since 1910, with an average annual temperature increment 
of 1.5 °C. Rainfall has increased in most parts of Queens-
land during the summer or humid season [32]. The number 
of days including threatening weather conditions for bush-
fires has augmented in all regions across the state. Sea lev-
els are predicted to rise by nearly 26 cm along the coast of 

Fig. 1  Ten indicators of the global warming [16, 17]
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Fig. 2  Global GHG emissions 
by economic sectors in 2016 
[28]

Fig. 3  Global annual mean tem-
perature anomaly and carbon 
dioxide concentration [29, 30]
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Queensland. Queensland may face more extreme rain events 
in the near future [32].

The FNQ region is specifically in danger because of the 
impact of climate change. Alteration in temperature or rain-
fall may impact significantly on the tourism, agriculture, 
dairy, cane and fisheries sectors [33]. Local community 
will also be affected, as climate change may augment heat-
related health problems and potentially increase catastrophic 
occurrences, such as cyclones and floods, with endangering 
lives and infrastructure. Healthy reef and rainforest environs 
are the core for the tourism industry. These ecosystems are 
particularly at risk because of the adverse effect of climate 
change. Raising temperatures may constantly cause coral 
bleaching in the Great Barrier Reef, and this impact will 
become more severe if the temperature continues to increase 
[33]. The deterioration of the reef will be a destroy of the 
distinguished innate value for FNQ, which will ultimately 
adversely affect the tourism industry. Furthermore, sea 
water acidification has been occurring due to the continuous 
absorption of carbon dioxide. Continual acidification can 
affect coral formation [33, 34], which would further exacer-
bate the vulnerability of the Great Barrier Reef.

The globe is warming continuously, and if the GHG emis-
sions are not controlled immediately and strong develop-
ment of fossil fuel plants continues, then the globe’s surface 
temperature may rise by 4 °C, or more, within 2100 [35], 
including terrible impacts on the globe’s ecology and sub-
stantial demolition of the world’s major coastal parts [36]. A 
maximum of 2 °C of global mean surface temperature devia-
tion from pre-industrial level is the widely accepted climate 
policy target, but the temperatures above 2 °C will cause the 
ecosystems to be highly vulnerable [37]. In addition, without 
taking any action against GHG emissions, climate change 
might cost as high as 5–20% of the global gross domestic 
product (GDP) per year [36]. Specially, developing countries 
like Africa may face more difficult situations with the GDP 
losses as high as 26.6% per year [38]. Instead, taking action 
might cost 1% of the global GDP per year [36]. So, it is 
from an economic point of view that worldwide investment 
is inevitable now for the drawdown of GHG emissions and 
fossil fuel utilisation by alternative approaches to energy 
production that could potentially arrest the current climate 
trend.

Energy demand and consumption

Energy is the crucial and fundamental element for the global 
civilisation. There is a close and firm relation among the 
energy supply, national and international security, human 
basic needs and economic growth and the ecological pol-
lution. Hence, energy is a complicated issue now, while 
the global energy demand continues to rise. Energy, as a 

production input or as a direct component of human well-
being, is the key component of economic development. Its 
uninterrupted supply with increased global demand continu-
ously poses a significant challenge to society. The global 
energy demand may rise by 30% within 2035, driven by 
emerging economies such as China, Brazil, Russia and India 
[39]. But the demands are fulfilled mainly by fossil fuels. 
The ongoing fossil fuel utilisation is posing a threat to the 
planet by emitting GHG [39]. Figure 4 depicts the energy 
consumption of different fuels in 2020, where it is seen that 
fossil fuels are dominating the energy regime. However, the 
pandemic Covid-19 causes global energy demand to decline 
by 4.5% in 2020, which is the biggest fall since World War 
II [39].

The downfall in demand in 2020 did not influence all 
fuels evenly. Oil was the hardest hit, with restrictions on 
transport resulting in demand dropping by a remarkable 
9.3%—the biggest drop in history [39]. However, the oil 
demand bounced back by 5.7 mb/d in 2021 [40], which is 
faster than any other fuel. Coal demand declines globally 
by 4% in 2020, but the coal utilisation for power generation 
in advanced economies dropped down by 15%, more than a 
half of coal’s global decline.

Low power demand increased renewable power genera-
tion and low gas prices squeezed coal utilisation in power 
generation. However, coal demand rebounded strongly in 
2021, although with vast, diverse geography [39]. In con-
trast, natural gas showed far greater resiliency in 2020, with 
demand dropping only by 2.3%. Due to low prices and rapid 
growth in economies across Asia and the Middle East, in 
2021, global gas consumption rebounded by 4.6%, the most 
substantial rebound among all fossil fuels and double the 
decline that occurred in 2020 [41]. In 2020, the low gas 
prices caused a gas generation to obtain a share in the US 
power market as well as sustain in the European Union (EU) 
[39].

Global power consumption experienced a smallest 
drop, 0.9% in 2020. Despite the drop in overall power 
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consumption, renewable generation (wind, solar, geothermal 
energy, bioenergy, and excluding hydroelectricity) boomed 
to 358 TWh, the highest ever increase. This achievement was 
gained by the strong growth in both wind (173 TWh) and 
solar (148 TWh) generation. The continued deployment of 
renewables including power demand falls hurt coal utilisa-
tion in 2020, losing competitiveness especially in the USA 
and EU. However, ‘more than doubling’ in the wind and 
solar power generation over the last 5 years has not made 
even a tiny dent in total coal production. Essentially coal 
production level in 2020 was unchanged from that’s level 
in 2015, since last year’s decline just counterbalanced the 
previous few years’ increments [39]. Although the continued 
deployment of renewable, it cannot keep up with the rising 
demand. The world will need more than a just strong growth 
in renewable energy to banish coal from the power sector. It 
is still long to put coal out of the power sector.

Global power demand rebounded strongly in 2021, 
boosted by more than 6%. 2021 have experienced the big-
gest ever annual rise, over 1500 TWh [42]. Coal served more 
than half of the additional demand in 2021, raising in abso-
lute terms faster than renewable energy for the first time 
since 2013. Global power demand is expected to grow by 
around 3 to 4% in 2022, 2.6% in 2023 and above 2% in 2024 
[42], as energy efficiency measures start showing effects. 
However, fossil fuel-based power generation may grow by 
0.2% annually from 2022 to 2024, but still is expected to 
serve 58% of total power generation in 2024, with coal-
based power generation to serve 34% in 2024 [42]. Hence, 
the world will be still affected by fossil fuels including GHG 
increment in the upcoming years.

The increment of GHG should be minimised as soon as 
possible to avoid severe ecological damage [43]. Therefore, 
time is crucial now and an urgent energy transition is pivotal. 
The German Advisory Council on Global Climate Change 
[44] has drawn attention to the energy transition that it could 
benefit a double dividend: ‘Not only will it prevent a fatal 
degradation of the global environment, but it could also cre-
ate the basis for a new economic dynamism, with positive 
effects on employment, prosperity and equity’. To narrate it 
more pointedly, there are many indications that the renew-
able energy transition is an opportunity to reshape the preva-
lent energy regime to sustain the natural life support system, 
which will rescue the global economy. Decarbonisation is 
at the centre of the path of transition towards sustainability 
to battle against climate change, which can be succeeded 
by massively expanding renewable energies while giving 
access to modern energy for the billions of people living in 
energy poverty.

The remote communities of FNQ are leading their lives 
in a very unsustainable way. Currently, for their basic energy 
needs, they are heavily reliant on the diesel generator [3] 
which is associated with limited resource diesel including 

higher, unstable fuel prices [4] and greenhouse gas emis-
sions, damaging the biota including trees, vegetation and 
marine lives. In addition, the diesel fuel must be shipped by 
truck or ship to the remote areas. Fuel reservation on-site is 
necessary in case of higher power demand than expected or 
the area being cut-off by any weather event. Therefore, this 
worse situation underscores the requirement for develop-
ing a new energy system with the minimal environmental 
impacts. By utilising hybrid renewable energy systems at 
isolated locales, remote communities can minimise their 
power costs and can have a more secure and consistent 
power supply with diminished carbon emissions because of 
no or less diesel.

FNQ region, with an area of 380,748.3 square kilome-
tres [45], is one of the most attractive tourist destinations 
in Australia. The region has a number of World Heritage 
Sites, including the Great Barrier Reef, the Wet Tropics of 
Queensland and Riversleigh, Australia’s largest fossil mam-
mal site [33, 46]. But climate change, mainly due to the use 
of fossil fuels, is exacerbating extreme weather events that 
threaten FNQ’s unique features and tourism industry [33].

Literature review

Renewable resources

Energy resources are categorised into three types: (1) fossil 
fuels, (2) renewable and (3) nuclear. Renewable resources 
are non-depletable sources that emit very low or no green-
house gases. A superabundance of renewable resources 
exists, namely: wind, solar, hydro, biomass, geothermal, 
tidal and ocean—all these resources are vastly available and 
easily exploitable in Australia’s geographical and political 
context. Solar and wind power generation have been proved 
to be the most logical and easily harvested option of all 
renewable resources available. Solar is vast, and the globe 
receives solar irradiation on an average 1.6 MWh/m2, which 
is potent to fulfil the annual world energy requirements [47].

The red sea regions including Saudi Arabia and Egypt are 
receiving the highest amount of solar irradiation, while Aus-
tralia and the USA receive above average solar irradiation 
[49]. Figure 5 reports that the largest solar radiation greatly 
blesses the north-west and central regions of Australia. Aus-
tralia is receiving on an average 35 megajoules per square 
metre per day or 58 million petajoules per annual of solar 
irradiation (around 10,000 times Australia’s annual energy 
consumption), the world’s highest solar radiation [50]. There 
is also notable solar potential in areas with access to the 
electricity grid. The annual solar irradiation fallen onto the 
areas within 25 km of existing transmission lines is around 
500 times larger than the yearly Australian energy consump-
tion [50].
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With the prospective and rapid growth in solar energy 
exploitation, wind energy is the fastest-growing source in 
Australia. Australia is one of the best continents in the world 
for having high wind resources that primarily are located 
in south-western, southern and south-eastern regions and 
extending hundreds of kilometres inland and including 
highland areas in south-eastern regions [51, 52]. Wind has 
already been proven as one of the least-cost power options. 
Small-scale wind turbines are sufficient to serve the remote 
community power needs, as well as large-scale wind farms 
could be a feasible option instead of fossil fuels [53].

Hydropower has been utilised for 135 years to convert 
the energy of water to electrical energy. Hydropower was 
developed in Australia in the nineteenth century within the 
areas of high rainfall and elevation such as Tasmania and 
New South Wales. Hydropower, including installed capacity 
of 8790 MW, is the 2nd largest renewable resource in Aus-
tralia, and Australia is the world’s fourth-largest producer of 
hydropower [54]. However, Australia’s hydropower develop-
ment trend is relatively slow due to a notable lack of viable 
on-river locations, variable annual rainfall, high temperature, 
very high evaporation rates [55].

Ocean renewable energy from ocean waves, tidal and 
ocean currents, has significant potency in Australia. The first 

ocean power patent was reported in Australia in 1909; after 
that the twenty-first century has seen significant government 
investment and private venture capital-funded developments 
[56]. Australia’s wave energy resource is the most significant 
source on earth [57]. Australia’s best wave energy resources 
are located along the southern and western coastlines. The 
total wave energy on entire Australia is on average, approxi-
mately 3.125 petajoules (PJ) [57], and it could meet a maxi-
mum of 11% of Australia’s total energy demand by 2050 
[58]. Australia also has good opportunity to exploit mechani-
cal energy from tides, current and waves, and ocean ther-
mal energy from the sun’s heat. The Australian government 
has funded projects aiming to make this inborn energy as a 
major contributor to the country’s energy mix by 2050. The 
Australian Wave Energy Atlas (as shown in Fig. 6) is one of 
the first outputs of this agenda which forms the Australian 
Renewable Energy Mapping Infrastructure [59]. However, 
ocean energy technologies are relatively new and still need 
to be proven in pilot and demonstration plants. Also, these 
technologies are significantly more expensive than other, 
more mature forms of variable renewable energy.

Australia has notable hot rock geothermal resources, 
capable of producing superheated water or steam suit-
able for base load electricity generation. There are also 

Fig. 5  Australian average daily solar exposure [48]
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potential lower temperature geothermal resources in a num-
ber of sedimentary basins for power generation or direct-use 
applications.

The global electricity energy value chain 
and emerging hybrid renewable energy systems

The electricity energy value chain comprises all functions 
required to generate, distribute and consume power. Figure 7 
presents the electricity energy value chain, which can be seg-
mented into five major parts: fuel procurement, electricity 
generation, transmission, distribution and end user [60]. Due 
to the irresistible challenges of increasing power demand, 
depletion of fossil fuels, the emergency for decarbonisation 
and power accessibility, the energy communities [4] are 
reshaping the energy value chain:

(1) A paradigm shift-decentralised or distributed genera-
tion network has appeared as an alternative to highly 
centralised architecture; decentralisation is observed 
and reflected through the envelopment of micro-grids 
which comprise distributed renewable resources, bat-
tery storage, load and controlling systems;

(2) The deployment of hybrid integrated renewable energy 
system is continuously increasing for maximising the 
usage of locally distributed and dispersed renewable 
resources;

(3) The scope of hybrid energy system for grid connection 
or Power-to-X applications.

A hybrid energy system constitutes more than one energy 
source: either renewable or non-renewable sources so that 
one source being unavailable can be substituted by another 
available sources to ensure sustainable power supply. This 
is a worthy option to meet the power demand from locally 
available energy sources for regions where grid extension is 
expensive or power transmission from centralised utility is 
difficult. Utilising only locally available renewable resources 
to provide power is a sustainable option for human beings. 
A hybrid system constituting only renewable resources has 
benefits where fuel cost inclines, fuel transport is expen-
sive, and globe’s ecological system is worsening. But due 
to the unpredictable, seasonal and time-dependent natures, 
renewable resources are not entirely reliable options. In this 
regard, including an energy storage system is one kind of 
approach for hybrid systems [61].

Fig. 6  The Australian wave energy atlas, displaying the annual mean wave energy flux (in kW/m) and the Australian Renewable Energy Map-
ping Infrastructure (AREMI) [59]
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Solar PV is dominating in off-grid installation among all 
renewable systems [62, 63]. Lower maintenance and more 
straightforward implementation make PV a common and 
more suitable option in many off-grid applications [64]. 
Along with the PV, wind power has already shown itself 
as a very low-cost and promising option. Albeit solar PV 
and wind can supplement each other to handle intermittent 
nature and can enhance overall reliability [65], an energy-
storing stuff, such as batteries, ultra-capacitors and fuel cells, 
is normally an essential option to manage renewable inter-
mittency, enhance energy efficiency and assure secure and 
good-quality power supply [66, 67]. Diesel generators are 
sometimes used as back-ups to reduce power loss probability 
in off-grid hybrid systems [68, 69].

Widespread implementation of solar and wind energy 
generation system accredits to the global reachability of 

these resources and naturally complements characteristic 
of solar and wind resources. Research regarding comple-
menting effects of different renewable resources has been 
conducted in recent studies [70, 71]. In addition, integrat-
ing hydro [72, 73], geothermal [74], biomass [68, 75, 76] 
and tidal [77] energy resources alongside solar and wind 
resources, instead of diesel generator, which is related to 
higher fuel and maintenance cost, have been suggested 
in recent research work. Recent research indicates that 
HRES can be implemented not only in remote areas or in 
off-grid conditions such as sites away from the national 
grid or at satellite earth stations [78], but also in a grid-
connected conditions or Power-to-X applications such as 
direct charging of electric vehicles (EV) [79], renewable 
hydrogen generation [80], chemical production [81], desal-
ination [82, 83] and multi-generation [84].

Fig. 7  The electricity energy 
value chain [60]
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Hydrogen: a new opportunity 
towards the decarbonisation

The ecological damage due to global warming and excessive 
energy needs has put unprecedented pressure on the world 
to seek clean alternative energy options. The most impor-
tant and immediate factors to be considered in seeking alter-
natives are their prospective curtailment of high levels of 
GHG and other emissions hazardous to the ecosystem. Clean 
renewable energy sources have become a global concern in 
this context. Recently, along with the available renewable 
resources, hydrogen is regarded as the major option in this 
sustainable journey of seeking. Hydrogen has far reached 
significance for energy security, emission mitigation and 
green economic development.

Theoretically, hydrogen could be imagined as an infinite 
supplement, if renewable energy is implemented to generate 
hydrogen through water electrolysis and then discharge the 
chemical energy through the reaction of hydrogen gas and 
oxygen gas to water. It is the greatest attraction of hydrogen 
to be present in water, which covers about 71% of globe’s 
surface [85]. If hydrogen can be generated from water eco-
nomically, it can be a future energy provider as well as can 
concurrently diminish emissions in various sectors such as 
the power sector, transportation and industry [86]. Moreover, 
compared to solar, wind and geothermal resources, which 
have limitation of their own volatile and intermittent nature, 
hydrogen with no toxic emissions and greater energy con-
tent (higher energy density: between 120 and 142  MJkg−1, 
around 3 times greater than fossil fuels) can be an excellent 
option for future energy systems [10, 11, 87].

The world was experienced energy transition a long time 
ago. Wood was the main source of energy since several 
1000 years ago. The usage of coal did energy transition to 
fossil fuel, while the industrial revolution happened in the 
eighteenth century [88]. Then the transition from coal to 
petroleum occurred by 1930. The invention of the internal 
combustion engine accelerated oil utilisation, which peaked 
in 2000 to meet the world’s energy needs. Since 1970 natu-
ral gas utilisation enhanced gradually and is hoped to reach 
a climax by 2050 [88], when the hydrogen energy carrier 
may take the global lead in fulfilling energy needs. However, 
shifting from one fuel to another has not wiped out the previ-
ous ones; rather, their exploitation has been superimposed 
with much higher amounts. Wood, coal, oil and natural gas 
are providing energy concomitantly and recently in comple-
ment to that modern windmills and solar PV are supplying 
energy also.

A noticeable fuel transition has happened. Wood con-
tains more complex chemical structure and lower specific 
energy (20.6  MJkg−1) than coal (23.9  MJkg−1) [89]. Simi-
larly, coal has more complex chemical structure and lower 
specific energy than oil (45.5  MJkg−1), which continues this 

trend with natural gas (52.2  MJkg−1) [89]. Additionally, this 
shifting seems to be the continual decarbonisation of fuels. 
Because, the carbon quantity declined from wood to coal, 
to oil, to natural gas. It is also surprising that the hydrogen 
quantity enhances continuously from wood, to coal, to oil, 
to natural gas, ultimately to arrive at the perennial, carbon-
free hydrogen.

Figure 8 depicts the trend towards the decarbonisation 
of the global energy supply, from one based on mainly car-
bon to one that is based on hydrogen. This trend reflects the 
hydrogenation of the global energy supply, which means the 
global movement towards the hydrogen energy carrier. It is 
noteworthy that clean hydrogen or ammonia has no relation 
with any carbon emission.

The transition to the hydrogen energy era has already 
been started worldwide with marked participation of renew-
able resources. Australia is not out of this hydrogen race. 
Clean hydrogen production at low cost is one of the priority 
stretch goals under the Australian government’s 2020 Low 
Emissions Technology Statement [94]. FNQ needs clean, 
versatile, flexible, storable and safe fuels to support the 
energy needs with mitigating carbon emissions. Hydrogen 
possesses all of these features. When hydrogen is gener-
ated using renewable energy through water electrolysis, and 
fuelled into fuel cells to generate power, it produces only 
water, with no carbon emissions [11]. In addition, renewable 
energy’s inherent intermittency can be complemented well 
by the production and storage of hydrogen. Thus, hydrogen 
can be a mode of reserving renewable energies for utilis-
ing at a later time when it is required, resulting in a yearly, 
renewable and sustainable circular cycle. Storing hydrogen 
can act as a buffer for enhancing the resiliency of the energy 
system of the remote parts of FNQ, thereby stabilising the 
regional electrical network. Eventually, utilising renewable 
resources to produce hydrogen is of immense potential for 

Fig. 8  Carbon/hydrogen ratio of common fuels [89–93]
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the remote parts of FNQ, with their own local specificities 
in terms of raw materials and energy sources.

Renewable energy generation in Australia

Australia has a rich, diverse renewable resource rang-
ing from solar, wind, bioenergy, geothermal to ocean 
energy. The exploitation of solar and wind energy has been 

increasing since 2010 and continues rapidly. Before 2019, 
hydro energy was the most significant generator of renew-
able electricity among all renewable resources. In 2018, 
hydro energy provided 35.2% of generation (17,002 GWh) 
of total renewables. 2019 is the best year for wind, which has 
taken over the mantle as Australian’s clean energy leader, 
accounting for 35.4% renewable power generation (as shown 
in Fig. 9). Australia has demonstrated record in 2019, that 
renewable power generation accounts 24% of total electric-
ity generation (as shown in Fig. 10), an increase of 2.7% on 
2018 [52].

The completion of the Large-scale Renewable Energy 
Target (LRET) was the largest achievement for 2019, which 
is more than a year ahead of the 2020 deadline. Australia 
has attained the LRET in September 2019 following the 
148 MW Cattle.

Hill Wind Farm [52]. This remarkable milestone has 
transformed renewable energy from one of the most expen-
sive energy generations to the cheapest. The contribution of 
different renewable sources to national power generation is 
presented in Table 1.

Australia has six states: New South Wales, South Aus-
tralia, Tasmania, Victoria, Queensland and Western Aus-
tralia with two mainland the Australian Capital Territory and 
the Northern Territory. Figure 11 illustrates the contribution 
of renewable generation to supply consumers in each state 
in 2019.

Tasmania is in the leading position for using renewable 
energy with a penetration level of 95.6%. Due to the shutting 
down of Northern coal-fired power stations [95], renewables 
provide 52.1% of South Australia’s electricity, special thanks 
to hydro and wind energy. Still, Queensland has the largest 
fossil fuel power generation and is very low in renewable 
generation, while Tasmania has the biggest total renewable 
generation [95].

Renewable energy potential in FNQ

Queensland is the fastest-growing and most energy-intensive 
state in Australia. The GHG emissions in Queensland are 

Wind
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26%

Small-scale solar
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Large-scale solar
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Medium-scale solar
1%

Fig. 9  Renewable energy generation in Australia by different technol-
ogy [52]

Renewables
24%

Fossil fuels
76%

Fig. 10  Total electricity generation in Australia in 2019 [52]

Table 1  Power generation by renewable resources in Australia [52]

Resources Generation (GWh) Percentage of renewable 
generation (%)

Percentage of total 
generation (%)

Equivalent number of households 
powered over course of the year

Wind 19,487 35.4 8.5 4,240,013
Hydro 14,166 25.7 6.2 3,082,150
Small-scale solar 12,269 22.3 5.3 2,669,440
Large-scale solar 5141 9.3 2.2 1,118,596
Bioenergy 3314 6.0 1.4 7,21,005
Medium-scale solar 716 1.3 0.3 155,867
Total 55,093 100.0 24.0 11,987,070
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approximately 43 tonnes per capita, greater than that in any 
other state [96]. With the strong growth in power demand, 
Queensland is facing the challenge of mitigating the rise 
in GHG emissions. Because of the vast geographical area 
and highly decentralised population, Queensland faces chal-
lenges in ensuring cost-effective and reliable power supply 
to remote and sparsely populated regions [96]. The remote 
parts of Queensland still meet their power demand by mainly 
the diesel power generation, which needs fuel with fluctuat-
ing prices and maintenance. Renewable energy could be an 
option in addressing all these challenges, and FNQ has a 
vital role to play in this regard.

The FNQ has a powerful combination of solar, wind, 
hydro and bioenergy resources. The region has dozens of 
sites suitable for off-river pumped hydro to store and release 
clean power on demand. Solar and wind farms in FNQ can 
generate 20–50% more electricity per unit than most other 
countries. Even wind generators in the region often can 
be operated at times when southern wind farms are idle 
[97]. However, hydropower plants have geographical con-
straints including harmful dams for marine species. Biomass 
resources are not entirely green as they emit some GHG. 
They are also associated with transportation and processing 
costs. On the other hand, solar and wind have less impact 
than hydro and biomass.

In this study, the main concern is about the remote areas 
of FNQ such as Cook shire, Doomadgee, Burke, Porm-
puraaw, Northern Peninsula, Umagico, Mapoon, Torres 
shire, etc. There are some renewable solutions including 
community-scale solar PV in few remote parts such as 
Doomadgee, Mapoon, Pormpuraaw, the Northern Peninsula 
Area, but diesel power generation is still dominating in the 
remote areas of FNQ [3]. These areas are full of abundant 
solar and wind resources. Solar irradiation and wind speed 

are considered high in these regions which is the proof of 
potency for the development of renewable energy systems, 
that can replace the present diesel power generation system 
[3].

Assessment of solar and wind resources

Climatological potential

Solar irradiation in Central and North Queensland including 
FNQ can be considered as one of the highest amounts in the 
globe, only the Northern and the Southern African desert 
and the Southwestern United States receive a comparable 
amount [98]. The combined sunny climate and latitude of 
FNQ exhibit potentiality for solar electricity generation. 
Any area receiving solar irradiation of greater than 4 kWh/
m2/day can be geographically potential for harnessing solar 
energy [99].

FNQ receives average daily solar irradiation, that is 
greater than 5.5 KWh per square metre per day [98], more 
than enough with annual average daily sunshine hours of 
7 to 8 (as shown in Fig. 12). Figure 13 presents monthly 
mean daily global horizontal irradiation for some selected 
remote areas of FNQ, which varies between 4 and 7.5 kWh/
m2/day [101], which is the proof of FNQ’s promising poten-
tial to harness solar energy. It is also seen that Mornington 
Island has peaked in November recording 7.3 kWh/m2/day, 
followed by Cook at 7 kWh/m2/day, Lockhart at 6.8 kWh/
m2/day and Burke at 5.9 kWh/m2/day. On the other hand, 
Aurukun, Carpentaria and Kowanyama have recorded a 
maximum of 7.2 kWh/m2/day in October, followed by 
Doomadgee and Pormpuraaw at 7.1 kWh/m2/day, Napranum 
and Torres shire at 7.0 kWh/m2/day, Mapoon and Northern 
Peninsula area at 6.7 kWh/m2/day.

Similarly, wind resource in FNQ is another potential 
option for power generation, with annual average wind 
velocity at 80 m above ground level ranging from 5.6 to 
10 m/s (as shown in Fig. 14). Previous studies considered the 
minimum mean daily wind velocity 4 m/s [103] and 5 m/s 
[104] for installing wind farm. In addition, the mean opera-
tional cut in velocity for the Vestas V117-3.45, horizontal 
axis wind turbine, which is used in Mount Emerald wind 
farm in Arriga (FNQ), is 3 m/s [105, 106] and this indicates 
that FNQ is the best suited to wind energy.

Geographical potential

Suitable place identification to install solar and wind farm is 
a complicated task. Moreover, issues such as meteorological 
needs, ecological concerns and financial gains, also need to 
be considered for plant installation and operation [107, 108]. 
Area with the abundant resources such as solar irradiation 

Fig. 11  Renewable power penetration in Australia by state in 2019 
[52]
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and wind velocity may not be the only feasible thing. Some 
other factors that can also be crucial for the evaluation of 
suitable places, such as social, economic and environmental 
constraints [109, 110]. Recently, Geographical Information 

System (GIS) has appeared as the most convenient and pro-
ficient tool, and is being employed by many countries for 
assessing renewable energy potentiality [111, 112]. GIS tool 
can digitise, convert, analyse and visualise spatial data [113]. 
GIS can handle a range of environmental, financial, social 
and regional aspects for planning renewable energy devel-
opment. It has inbuilt abilities to investigate the territories, 
generate and sort data, capture the geographical informa-
tion, manage commands and visualise the output [113]. GIS 
data give an appropriate path to ascertain a suitable place 
considering location-specific circumstances (social and envi-
ronmental limitations and resource availability) [114–116]. 
GIS includes various built-in tools; the present study prin-
cipally utilises data management, conversion and spatial 
analysis tools. In this study, to perform GIS-based analysis, 
several remote areas from FNQ have been selected, namely 
Cook, Carpentaria, Burke, Doomadgee, Mornington Island, 
Kowanyama, Pormpuraaw, Aurukun, Injinoo, Torres, New 
Mapoon, Umagico, Mapoon and Lokhart river.

All topographical data are extracted from different digital 
databases that are given in Table 2. Unsuited locations have 
been omitted utilising different tools of ArcGIS. Firstly, data 
management toolbox is used to make projection of all GIS 
data layers (vector and raster) on a similar coordinate sys-
tem, project tool for vector data and project raster tool for 

Fig. 12  Annual average daily sunshine hours in Australia including FNQ [100]

Fig. 13  Monthly mean daily solar irradiation in selected regions of 
FNQ [101]
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raster data. Then different GIS activities have been executed 
for each layer to fulfil the renewable energy development 
criterion, as described below:

(1) Extraction of land cover and digital elevation models 
of selected areas of FNQ from the land-use land cover 
and global digital elevation models, respectively, by 
utilising Extract by Mask tool.

(2) Extraction of slope model from the elevation model by 
Slope tool.

(3) Reclassification of raster model of a slope by Reclassify 
tool.

(4) Identification of suitable and unsuitable land cover 
from land cover data by Weighted Overlay tool.

(5) Conversion of all raster models into vector data set by 
Raster to Polygon tool.

(6) Implementation of a suitable buffer by Buffer tool 
on each layer that further expands the omitting crite-
rion according to the assumptions considered in this 
study and merging unsuited layers by Merge tool.

(7) Removal of merged unsuitable areas from the suitable 
land cover (vector data) by Erase tool.

(8) Finally, the Clip tool is utilised to extract the adminis-
trative boundary of selected regions with the aid of the 

Fig. 14  Mean wind speed at 80 m above ground level in Australia including FNQ [102]

Table 2  GIS data set for 
identifying suitable locations

Thematic theme Type of data Source Spatial resolution

Administrative boundary Vector GADM, version 1.0 [117] –
Water bodies Vector DIVA-GIS [117] –
Protected areas Vector WDPA [118] –
Airports Vector Data Share [119] -
Urban built-up area Vector SEDAC [120] –
Rail network Vector DIVA-GIS [117] –
Road network Vector DIVA-GIS [117] –
Land-use land cover Raster GlobCover [121] 10 arcsec
Digital elevation model Raster CGIAR SRTM [117] 30 s
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administrative boundaries of Australia from the final 
suitable layer.

At last, the total suitable places for each administrative 
boundary of the selected regions are acquired by com-
puting their geometry in the attribute table. Based on the 
appropriate land-use factors, the maximal limits of solar 
and wind power generation capacity are evaluated for each 
selected region that illustrates the geographical potential of 

renewable energy. Several exclusion criterion included for 
the assessment is outlined below:

(1) Land-use land cover (LULC): In this assessment, UN 
global land cover data are utilised. As per the criterion 
of a previous study [122], irrigated (class 11), rain-
fed croplands (class 14), mosaic cropland (class 20), 
shrubland (class 130), grassland (class 140), sparse 
vegetation (class 150) and bare areas (class 200) are 
considered suitable for wind plants. For solar, similar 

Fig. 15  GlobCover land-use 
land cover for selected regions 
of FNQ
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suitability criterion which is implemented for wind, 
is used, except irrigated (11), rain-fed croplands (14). 
Other land categories such as mosaic vegetation (class 
30), broad-leaved deciduous (classes 50, 60) or semi-
deciduous forest (class 40), needle-leaved ever green 
forest (classes 70, 90), mixed forest (class 100), mosaic 
forest (class 110) and grassland (class 120), woody 
wetlands (classes 160, 170), artificial areas (class 190), 
water bodies (class 210), snow or ice (class 220) are 
considered unsuitable for any power plant installation.

(2) Water bodies: In some studies, to conserve natural 
resources, reservoirs such as seas, rivers and lakes were 
omitted with a buffer of 100 m [123] and 400 m [109] 
for wind application; 400 m for both solar and wind 
application [103]. In this study, 400 m is considered 
for both solar and wind analysis.

(3) Protected area: Previous studies [124, 125] applied 
1 km buffer for protected areas in wind application 
to preserve the protected areas such as world heritage 
sites, national parks and sanctuaries, which are not 

Fig. 16  Suitable land cover for 
solar in selected regions of FNQ
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suitable for power plant installation. This study has 
adopted 1 km buffer for wind analysis.

(4) Urban and rural built-up area: In deploying renewable 
energies at a large-scale, densely populated and urban-
ised areas are not practicable for avoiding inconven-
ience to human life. Previous studies applied a buffer 
of 5 km [124] for wind applications, 500 m [126, 127] 
for solar and wind applications. This study has adopted 
5 km buffer for wind analysis. And no buffer zone is 
applied for solar analysis.

(5) Rail and road network: Rail and road networks are not 
also practicable for renewable energy installation. Pre-

vious studies applied a 300 m [124] buffer to road and 
rail networks considering their future expansion and a 
500 m [128] buffer for reducing visual disturbance and 
ensuring electrical safety. In this study, 500 m buffer 
is maintained with existing rail and road networks for 
solar and wind analysis.

(6) Airports: In some studies [114, 129, 130], distance to 
airport is used for wind analysis, as wind turbines may 
disturb air traffic control by muddling the airport sur-
veillance radar signals. Previous studies have imple-
mented a buffer of 2500 m [104, 123] and 3000 m 

Fig. 17  Suitable land cover for 
wind in selected regions of FNQ
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[129], and in this study, 3000 m is considered as a safer 
option.

(7) However, consultation is inevitable for installing any 
wind farm within a range of 30 km [131] of an airport. 
In the case of solar, glimpse and glint [132, 133] from 
panels may mystify pilots’ vision and may also affect 
the radar systems. Hence, a 1000 m buffer is applied 
between airports and solar plant for the present study.

(8) Slope and elevation: Slope and elevation are the ele-
mentals of topography. Almost all studies recommend 
land with low slopes and low elevations for developing 
solar and wind projects [114, 126, 134, 135]. For wind 
projects, the allowable range of slope may vary within 
10 to 30 degrees [134] and for solar can vary between 
3 and 5 degrees [126, 134]. The elevation above sea 
level varies from place to place, and previous studies 
proposed elevation of 2000 m for solar and wind farms 

[126, 136], 4500 m for solar farms [104], 2000 m for 
wind farms [128]. This study considers slope up to 
5°for solar analysis and maximum 15° for wind analy-
sis. From the slope map (as shown in Fig. 19), it is 
found that the selected regions of FNQ have maximum 
slope 14.82°. So, the slopes of the areas are fully suit-
able for wind power installation. Figure 18 represents 
the elevation of the regions. The maximum elevation 
is 1276 m, which is considered suitable for both solar 
and wind projects development.

Results

The current study is the first ever work to explore suitable 
locations in FNQ for the development of solar and wind 
projects using GIS multi-criterion decision making. Arc-
Map 10.8.1 is used for GIS-based analysis. The assessment 

Fig. 18  Elevation of selected 
regions of FNQ
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is conducted using GIS-based multi-layer approach. The 
outcome of different GIS activities executed for location 
suitability analysis, is displayed in Figs. 15, 16, 17, 18, 19, 
20, 21. Figure 15 represents land cover information for the 
selected regions of FNQ such as classes 14 (rainfed crop-
lands), 20 (mosaic croplands), 30 (mosaic vegetation), 
40 (semi-deciduous forest), 60 (broadleaved deciduous 
forest), 110 (mosaic forest), 120 (mosaic grassland), 130 
(shrubland), 140 (grassland), 150 (sparse vegetation), 170 
(woody wetlands), 190 (artificial areas), bare areas (200) 
and water bodies (210). Figures 16 and 17 represent the 
suitable land cover for solar and wind, respectively, which 
are found after excluding unsuitable land cover. Figure 18 
shows the elevation map. The elevation map shows that 
maximum areas of the selected regions are within − 4 m to 
66 m. Other areas have different ranges of elevation such 
as 66–153 m, 153–319 m, 319–633 m and 633–1276 m. 

It is noticeable that the selected regions have a maximum 
elevation of 1276 m, which is well below previous studies’ 
adopted elevation of 2000 m [126, 136]. So, the selected 
whole regions are considered suitable for both solar and 
wind. Figure 19 represents the slope map. From the slope 
map, it is seen that maximum areas of the selected regions 
have slope below 1.4° that means that maximum areas are 
almost flat and very much suitable for installing power plant. 
Few areas are within the range of 1.4° to 4.94°. Very few 
areas are within the range of 4.94–14.82°. The slope map is 
reclassified within the range of 0–5° and 5–14.82°, which 
is presented in Fig. 20. This figure has given more better 
understanding that almost all areas have a slope within 5°, 
which is suitable for solar. In addition, the maximum slope is 
14.82°, so all the selected regions are fully suitable for wind, 
as this study adopts maximum 15° slope for wind analysis. 
Figure 21 represents the unsuitable GIS layers that include 

Fig. 19  Slope map for selected 
regions of FNQ
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urban areas, protected areas, rail and road networks, water 
bodies and airports. Excluding these unsuitable layers with 
suitable buffer and considering suitable land cover, eleva-
tion and slope, final suitable places for solar and wind farms 
installation in selected administrative areas have been gen-
erated that are presented in Figs. 22 and 23, respectively. 
Suitable locations for solar and wind in every administrative 
region are calculated in the attribute table that are presented 
in Tables 3 and 4, respectively.

The suitable land evaluation process has been conducted 
for solar and wind separately. Initially, the selected regions 
are assumed only for being solar project and later only for 
wind project. Finally, the total land area suitable for solar 
power has been found to be 142,294.85  km2 and for wind 
144,563.83  km2. The solar energy potential can be evaluated 
considering mean horizontal solar irradiation, suitable land 

area and solar panel efficacy. Solar power potential can be 
calculated by the following equation [137]:

where Psolar is the solar power potential, G is annual mean 
horizontal solar irradiation in kWh/m2/day, SA is the suit-
able land area  (m2), AF is the area factor (%), and η is the 
solar panel efficacy (%). Here, the area factor reveals the 
maximal places covered by the solar panels with minimal 
shadow effect. Area factor is considered 70% as used in the 
previous studies [113, 137]. Daily average solar irradiation 
data for selected regions are collected from Bureau of Mete-
orology. The study has used the First solar series 4™ PV 
module (advanced thin-film solar module), used in Kidston 
solar farm on the site of Kidston gold mine of FNQ. The 
maximum efficiency, 17%, of the module is used in this 

(1)Psolar = G × SA × AF × �

Fig. 20  Reclassified slope map 
for solar of selected regions of 
FNQ
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study to get the maximum possible solar power. Table 3 
represents calculated solar power potential for the selected 
sites. The biggest area Cook is suitable for 6,107.30 GW 
solar power production, whereas the smallest area Umagico 
is suitable for 23.30 MW solar power production.

Wind power potential can be evaluated by the following 
equation [134]:

where  Pwind is the wind power potential (MW), SA is the 
suitable land area  (m2), and AF is the area factor (kW/m2). 
In this study, wind turbines have been arranged at a distance 
of 7D × 5D [113], where D is the rotor diameter. Area factor 
(AF) can be calculated as follows [134],

(2)Pwind = SA × AF

Fig. 21  Unsuitable GIS layers 
for selected regions of FNQ
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The study has used Vestas V117-3.45 wind turbine 
specification to calculate wind power potential. The turbine 
capacity and rotor diameter are 3.45 MW and 117 m, respec-
tively [138]. Table 4 represents calculated theoretical wind 
power potential for the selected regions. The biggest area 
Cook can be suitable for 450 GW wind power production, 

(3)AF = Capacity∕(7D × 5D) whereas the smallest area Umagico is suitable for 1.38 MW 
wind power production.

Economic potential

Another important thing is that renewable power genera-
tion cost needs to be cheap or cost competitive. According 
to Roam consulting Pty Ltd, compared to fossil fuel power 

Fig. 22  Final suitability map 
for solar power installation in 
selected regions of FNQ
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generation, renewable generation could be cheaper in the 
remote communities that would be advantageous and crucial 
for local economic growth. The Australian Climate Council 
[139] has reported that renewable power generation is the 

cheapest option now compared to new built coal and gas 
power generation, even with all of the existing subsidies 
associated with coal and gas. Table 5 depicts the power gen-
eration cost by sources [139].

Fig. 23  Final suitability map 
for wind power installation in 
selected regions of FNQ
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Recently, Queensland solar and wind projects show pos-
sibility to be the cheapest power generation option in Aus-
tralia. For instance, the Coopers Gap wind farm of 453 MW 
in Queensland can deliver power with cost bellow $60/
MWh [139]. Large-scale solar PV in Queensland has already 
reached bellow $80/MWh [140]. However, remote commu-
nities of FNQ have access to electricity, but emissions, cost 
and reliability are the major concern. They have to rely on 
expensive imported diesel. In 2018–19, the Queensland gov-
ernment [141] paid $465 million to Ergon Energy Retail for 
ensuring remote customers paid similar electricity prices 
to other users. Hence, many remote places are not paying 
the real cost of power supply. In addition, the utilisation of 
diesel-based power generation is contributing to environ-
mental pollution such as noise, carbon emissions and oil 
spillage, high supply cost and increased road maintenance 
costs [141]. On the other hand, continued fall in the cost of 
solar and wind generation, including storage, can lessen the 
power supply cost and the need for diesel power generation 
[141]. The cost competitiveness of solar and wind open up 
the prospect of utilising local renewable energy resources 
in place of the existing diesel power generation system of 
FNQ. In addition, a vast deployment of renewable energy 
can fuel economic growth in FNQ, with creating new job 
opportunities, enhancing human well-being and eventually 
can contribute to a climate-safe future.

Queensland has a high ambitious target for installing 
renewable energy in FNQ, by expanding especially solar 
and wind energy resources. However, the installation of 
renewable power plant is very slow compared to their tar-
gets. The possible barriers may include lack of evidence of 
energy resources, poor infrastructure, high investment costs, 

Table 3  Theoretical solar power 
potential

Selected site Annual solar mean radiation 
(G) (kWh/m2/day)

Suitable area  (m2) Theoretical power 
potential (MW)

Cook 5.8 61,940,133,432.00 6,107,297.16
Carpentaria 6.1 45,689,555,002.00 4,738,006.85
Burke town 6.2 22,407,859,618.00 2,361,788.40
Doomadgee 6.1 1,049,736,835.00 108,857.71
Mornington Island 5.9 632,097,742.50 63,399.40
Kowanyama 6.1 1,546,394,148.00 160,361.07
Pormpuraaw 6.0 2,733,477,907.00 278,814.75
Aurukun 5.9 5,948,460,436.00 596,630.58
Injinoo 5.6 105,737,663.10 10,066.23
Torres 5.8 48,331,606.32 4,765.49
New Mapoon 5.7 1,264,375.11 122.52
Umagico 5.6 244,564.76 23.28
Mapoon 5.5 191,562,294.40 17,911.07
Lockhart River 5.6 521,935,891.28 347,818.08

Table 4  Theoretical wind power potential

Selected site Suitable area  (m2) Theoretical power 
potential (MW)

Cook 62,514,737,696.00 450,154.65
Carpentaria 46,115,274,994.00 332,065.78
Burke town 22,636,366,913.00 162,999.42
Doomadgee 1,035,985,866.00 7,459.90
Mornington Island 811,595,814.20 5,844.12
Kowanyama 1,581,502,920.00 11,388.05
Pormpuraaw 2,806,975,362.00 20,212.40
Aurukun 5,993,704,069.00 43,159.32
Injinoo 137,748,431.80 991.89
Torres 80,323,315.77 578.39
New Mapoon 1,288,902.50 9.28
Umagico 191,127.54 1.38
Mapoon 251,693,470.70 1,812.39
Lockhart River 596,438,879.30 4,294.82

Table 5  Cost of new built power plants [139]

Power technology Levellised cost of 
energy (LCOE) $(aus)/
MWh

Wind $50–65
Solar PV $78–140
Solar thermal plant $78
Gas combined cycle $78–90
Coal $134–203
Coal with carbon capture system (CCS) $352
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limited planning and lack of political motive. However, the 
results of the study can help various government agencies, 
policy and decision makers, researchers and parties in bring-
ing renewables into the FNQ’s energy system. The present 
study has performed a GIS-based analysis to assess favour-
able locations to develop two eminent resources, namely 
solar and wind. From the analysis, it is found that the FNQ 
has significant potential for exploiting solar and wind. Then 
the study has highlighted the LCOE or investment for solar 
and wind energy including conventional power systems, 
which proves that solar and wind resources have significant 
economic potential. The present study can give worthy guid-
ance to the research community as well as potential parties 
regarding the location suitability to install solar and wind 
power stations. The current study assesses suitable places 
for solar and wind projects, including power potential, and 
presents an overview on economic potential. Hopefully, the 
results of the study will assist in attaining future renewable 
energy targets.

Conclusion

Since the world progressively incorporates renewable 
power generation and switching away from expensive or 
emissions-intensive technologies, the demand is rising 
for hybrid renewable energy assets that combine multi-
ple forms of generation and storage. Renewable energy 
sources are promising for eliminating ecological dam-
age. From the technical and economic context, different 
methodologies have been developed to size and analyse 
techno-economic characteristics regarding renewable 
energy adoption. This study has presented a global survey 
on the renewable energy availability, development and an 
essential to implement renewable energy system within 
remote regions of Far North Queensland in Australia. This 
study has performed potential assessment for solar and 
wind resources in terms of climatic, geographical and eco-
nomical. The assessment shows significant potential for 
solar and wind development in every aspect.

This study concludes that the selected areas from 
Far North Queensland are highly potential for solar and 
wind. The total maximum potential areas are found at 
142,294.86  km2 (55.94% of total selected areas) with power 
potential of 14,448  GW for solar and 144,563.80   km2 
(56.83% of total selected areas) with power potential 
1040.97 GW for wind. Along with the solar and wind, 
hydrogen presents a clear perspective for a clean and afford-
able energy supply in the remote areas as well as deep decar-
bonisation which is the global target, needed to be reached 
by 2050 for limiting global surface temperature increment to 
2 °C. In addition, the possibility to store hydrogen opens the 
opportunity for the integration of high renewable resources 

(solar and wind) shares with positive effects on Australia’s 
sustainable development goals through reduced GHG emis-
sions. Hence, utilisation of renewable resources: solar and 
wind with water splitting hydrogen is the ultimate solution 
for energy system and sustainable ecology.

This study has presented a potential overview to the 
complexity of decision making in the renewable energy 
sector and a scientific basis for selecting efficient, cost-
effective clean solutions for the energy system of remote 
communities of Far North Queensland, Australia. This 
knowledge will increase stakeholder confidence in invest-
ing in renewable energy, which will be integral to Aus-
tralia’s efforts to reduce reliance on dirty and costly diesel-
based energy systems.

Data availability Data will be made available on request.
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Abstract
Energy production in biomass fired boilers is increasing rapidly due to the advantages of  CO2 neutrality and renewability, 
however damaging agents present in biomass composition accelerates power plant components corrosion. This study evalu-
ates the influence of the biomass burned in fluidized bed combustion processes on high-temperature corrosion, by means 
of thermodynamic equilibrium modelling, considering those reactions occurring between the combustion atmosphere and 
different protective coatings (isFeAl, isNiAl and isSiCrAl). Fuels composition and operating conditions from a 10 kW BFB 
boiler were introduced as input data to improve the performance of the model. Representative samples from agricultural 
waste, industrial wood and forestry wood waste were selected for evaluation. Results showed industrial wood waste as highly 
damaging for most coatings studied, with high risk of salt stickiness, deposits formation and release of acidic gases. The 
elevated volatiles percentage together with significant ash content determined might lead to a major ash components release 
to the gas phase, available to later condense in the metals surfaces. Silication of alkali and deposited alkali chlorides were the 
dominant corrosion mechanisms observed for most cases. An increase in alloys corrosion resistance was detected through the 
model when nickel or chromium was present, showing isSiCrAl as the most resistant. However, alloys protection exhibited 
significant variations depending upon the biomass burned, thus materials selection should consider the compatibility with 
conditions for its final use. Thermodynamic modelling, based on real conditions and fuels composition, provides a useful 
tool to identify key factors for protective coatings design when employing new waste fuels.

Keywords Biomass combustion · High-temperature corrosion · Thermodynamic equilibrium model · Corrosion-resistant 
coatings

Introduction

Energy from biomass, a renewable and  CO2-neutral source, 
has become the most globally used renewable energy source, 
corresponding to more than 60% of all renewable energy 
sources (RES) in Europe. Biomass includes a large variety 
of different fuels with different chemical composition and 
combustion characteristics [1].

In spite of the benefits, biomass composition could be a 
potential problem in the thermal conversion of low-grade 
fuels, as it contains an important concentrations of ash-
forming elements (K, Na, S, Cl, Ca, Mg, Si, P, Al, and Fe) 

which can be released during the thermal conversion to form 
bottom and fly ashes, which at a later stage affect the thermal 
process, giving rise to operational problems such as deposit 
formation, corrosion, slagging and bed agglomeration in 
fluidized-bed boilers [1–3]. Deposit formation on the sur-
face of the superheater tubes reduces the boiler efficiency. 
High concentrations of alkali and chlorine in the deposit 
also cause severe corrosion of the steel surfaces [2]. Dur-
ing biomass combustion, chlorine is released as HCl and 
 Cl2, reacting with the metal heating surface, causing severe 
active oxidation corrosion [3]. Also, it can promote the gasi-
fication of the alkali metal elements in the fuel and react 
with alkali metals to form volatile alkali chloride in the gas 
phase. The vast majority of gaseous alkali metals are depos-
ited and condensed on the low-temperature metal heating 
surface. Furthermore, they trap solid particles in flue gas, 
which leads to serious slagging, fouling and corrosion [4].
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High-temperature corrosion has always been a major 
obstacle to improve the boiler steam parameters [5]. With 
the increase in the boiler combustion temperature and the 
presence of corrosion elements, intense corrosion in the fur-
nace has made the traditional alloys no longer satisfactory.

A corrosion attack can be mitigated in two ways: improv-
ing the materials or changing the surrounding environment 
of the materials. Several field and laboratory studies [6–10] 
have investigated both corrosion mechanisms and ways 
of minimizing this problem, such as the use of chemical 
additives [11–13]. A great deal of research has also been 
devoted to the development of new materials and technolo-
gies to meet the high-temperature environment in the fur-
nace [14–22]. Modifying the surface of boiler components 
by depositing protective coatings based on the formation of 
corrosion-resistant oxide scales is also a possible mitigation 
route [23]. Coatings provide a way of extending the limits of 
use of materials at the upper end of their performance capa-
bilities. The phases that constitute the coating layer should 
be thermodynamically stable in the operating environment. 
A large number of coating processes are available to pro-
vide surface protection [24]. Several authors have pursued 
efficient coatings to prevent the high-temperature corrosion 
of metallic materials in biomass fuelled boilers and waste 
incinerators [25–27].

Despite the growing interest in metallic coatings, a com-
prehensive treatment of the coatings from the experimental 
methodologies to the fundamentals and of their corrosion 
behaviour in real conditions is lacking. There are studies on 
different aspects of coatings, including wear [28] or erosion-
corrosion performance [29], hot corrosion [30] low-temper-
ature corrosion [31] and corrosion in supercritical boilers 
[32]. However, to date, studies developed exhibit difficul-
ties in relating specific parameters to corrosion observed, 
as there are too many parameters such as temperature, ash 
deposit composition and gas composition which are continu-
ally fluctuating. For this reason, most studies carried out to 
check coatings efficiency are developed at laboratory reac-
tors employing synthetic gas mixtures with addition of salts 
to simulate real boiler conditions, while there is a lack of 
research on the effect of coating composition in real cor-
rosive environments typical of biomass energy power plants.

On the other hand, to understand corrosion mechanisms, 
it is necessary to know more about chemical reactions hap-
pening in the boiler. In this sense, it is fundamental to pre-
dict the ash transformation behaviour and also to find meth-
ods in order to estimate the degree of ash-related problems 
for specific fuels and fuel mixtures [2].

The first step to determine the adequacy of a given fuel, 
from the ash behaviour point of view corrosion, is the 
elemental analysis of the fuel ash content. Apart from the 
analytical methods, thermodynamic equilibrium modelling 
has also become a commonly used tool to better understand 

the ash transformation behaviour. Most of reported thermo-
dynamic studies have been focused in various ash-related 
processes such as deposition related issues, slag formation in 
furnaces, bed agglomeration of fluidized-beds and smelt bed 
behaviour [33–36]. Other authors have also evaluated corro-
sion of heat transfer surfaces through the prediction of the 
potential reactions that may take place among the metals of 
the superheaters with the combustion atmosphere [1, 2, 23]. 
However, these studies are usually based on the evaluation 
of one specific fuel and, with respect to the composition of 
the combustion atmosphere (gases and ashes), representative 
compositions of biomass combustion atmospheres are often 
employed as input data for the model. Until the moment, 
there are not reported studies which evaluate and compare 
the affection of different biomass fuels over a specific mate-
rial, employing real combustion conditions.

In this sense, this study aims to assess the risk of corro-
sion of representative biomass fuels over different protective 
coatings, considering the reactions that take place among the 
alloying elements with the combustion atmosphere and the 
deposits. Thermodynamic equilibrium modelling was used 
as a predictive tool, simulating different atmospheres aris-
ing from the combustion of representative biomasses from 
diverse categories (agricultural, forestry and industrial) over 
three different alloys (isFeAl, isNiAl and isSiCrAl).

The first part of this research includes a previous phys-
icochemical characterization of the biomass fuels, in order 
to both anticipate the potential ash corrosiveness of the 
diverse biomass types and also, to better interpret the results 
obtained in the model. The second part evaluates the influ-
ence of the biomass composition on corrosion during FBC, 
by modelling the exposition of each selected alloy to the 
diverse combustion atmospheres. In this sense, modelling 
results have been divided into three main sections corre-
sponding to three target coatings.

The final objective of this work consists of determining 
which of these alloys may involve a major protection in boil-
ers when employing a specific type of biomass, thus last part 
of this article compares the potential resistance provided by 
the diverse coatings against a given biomass combustion 
atmosphere.

Material and methods

Biomass fuels analysis

The selection of the biomass fuels was conducted on the 
basis of covering the main biomass categories employed as 
power plant boiler fuels. In this sense, representative sam-
ples from agricultural waste (wheat straw, WS), industrial 
wood (industrial waste wood, IWW) and wood residues 
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(forestry residues, FR, and eucalyptus wood, EW) were 
chosen for the study.

The first step in developing a thermodynamic equilib-
rium modelling is to carry out a complete characterization 
of the fuels. For effective utilization of biomass fuel, the 
knowledge of their characterization is essential. The con-
stituents of biomass fuel vary from region to region and 
depend upon sources from which biomass is collected and 
method of preparation of biomass.

Characterization of the solid biofuels was carried out, 
based on the latest European standards for biomass materi-
als. The proximate and ultimate analyses of the fuels were 
undertaken by utilizing LECO Truspec equipment. Minor 
elements content in fuels (ash analyses) was quantified by 
ICP-AES and ICP-MS techniques. Trace elements (TEs) 
concentrations were also determined through more specific 
techniques. For mercury case, a direct analyser (DMA 80) 
based on EPA Method 7473 was employed. As and Se were 
determined through HGAAS, while for Cd, GFAAS tech-
nique was used. The rest of TEs analyses were carried out 
through ICP-AES.

Coatings selection

The chemical composition of three promising coatings was 
used for the study. The selection includes the composition 
of two slurry aluminides coatings with and without silicon 
addition (isSiCrAl, isFeAl,) and one hybrid coating, con-
sisting in a slurry aluminide coating combined with nickel 
electrodeposition (isNiAl). These slurry aluminide coatings 
have been produced on different substrates and have dem-
onstrated excellent high-temperature corrosion resistance 
under steam, fire-side corrosion and metal dusting condi-
tions among others.

In addition to the coating microstructure, its chemical 
composition is also of great relevance to the corrosion pro-
tection ability during biomass combustion. The chemical 
composition of selected alloys (Sect. 2.3) was used to intro-
duce metallic elements contents.

Ni- and Fe-based coatings are the most commonly used 
alloy systems in boiler applications. The main motivation 
for using Fe-based alloys is that they are rather cheaper and 
more environmentally friendly compared to many other 
alloying elements. Ni-based thermal spray coatings often 
display good resistance to high-temperature corrosion. The 
Ni matrix is preferred over other metal matrices like Fe in 
Cl-containing environments as the formation of  NiCl2 is 
thermodynamically less favoured than other detrimental 
metallic chlorides such as  FeCl2.

Cr is a commonly used alloying element in materials for 
high-temperature applications (850 °C) that can form a sta-
ble oxide  (Cr2O3).

Similar to Cr, Al is also widely used in thermal spray 
powder composition, particularly for high-temperature cor-
rosion applications.

Low concentrations of Si are often used in high-tempera-
ture alloys. A small level of Si can also be found in thermal 
spray powder compositions to provide the high-temperature 
corrosion resistance by the formation of a protective  SiO2 
layer on the coating surface. A small level of Si can also 
facilitate formation of other protective oxide scales such as 
Al-rich or Cr-rich oxides. If Cr is also available in the com-
position, the high O affinity of Si leads to the formation of a 
SiO2 layer beneath the chromia scale.

As was stated before, under oxidizing–chloridizing con-
ditions, the situation is much more complex as an internal 
selective attack can occur, depending on the alloying ele-
ments present in the material. In this sense, detailed knowl-
edge of the behaviour of different alloying elements in com-
mercial materials, in particular, coatings, is important.

Modelling approach

The modelling was performed using HSC Chemistry 6.1 
software. Thermodynamic equilibrium modelling is based 
on the Gibbs energy minimization, which calculates the 
chemical the most stable composition of the system (equi-
librium composition) at specified conditions, considering 
thermodynamic data from all the phases and compounds. 
As a simplification, activity coefficients were taken as 1.0.

In the fluidized-bed environment, ash reactions could 
approach equilibrium due to a good gas–solid contact and 
mixing and a relatively long residence time for the solids. 
However, in spite of the advantages found for thermody-
namic equilibrium modelling in combustion systems, it is 
important to consider the limitations of this program. Firstly, 
not all the possible species that may occur under different 
conditions are included in the thermodynamic databases. 
Secondly, physical processes are not taken into account, 
while in experimental conditions, reactions are highly 
dependent on the reactants mixing, residence time and on 
the kinetics of the reactions.

The first step in the equilibrium calculation is the defi-
nition of the system. In this study, calculations have been 
carried out considering combustion parameters obtained at 
a 10 kWth BFB pilot plant, located at Ciemat (Fig. 1), con-
sidering the combustion pattern in the fluidized-bed system 
and the temperature profile in the combustion zone, although 
results obtained are considered to be valid for bigger scales.

As input data for the model, chemical composition of 
atmosphere (air) and biomass fuels (Table 1) as well as 
recorded operating data, such as temperature, pressure and 
air/fuel ratio, were introduced in the theoretical reactor, 
simulating the conditions in the real BFB boiler.
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Secondly, the chemical compositions of selected alloys 
(Table 2) were used to introduce the values of the metal-
lic elements.

By crossing these coatings with the different biomass 
fuels, the theoretical matrix carried out for the study can 
be drawn as shown in Fig. 2. The study will thus com-
pare both the effectiveness of the different coatings for a 
specific biomass and also the resistance of each coating 
versus the different types of biomasses.

The maximum temperature that the flue gas reaches in 
the FBC system (850 °C) was considered; however, the 
main emphasis was to predict the condensation behav-
iour of the flue gas in the superheater section. Therefore, 
calculations were performed at atmospheric pressure into 
a global temperature range of 300–800 °C, giving a spe-
cial attention to the temperature interval of 500–650 °C) 
where the flue gas meets the superheater steel tubes mak-
ing it possible to evaluate the fouling tendency.

For discussion of the results, only species contributing 
more than 1% of total compounds were considered.

Results and discussion

Biomass fuels characterization

Table 1 shows physical and chemical characterization 
results achieved for selected biomass samples, through 
the methodology described in Sect. 2.1. Figures 3a and 
b shows, respectively, major and trace elements contents 
determined in the biomasses analyses, in order to compare 
and predict the potential corrosiveness of the samples.

Physicochemical characterization results have shown 
great variability among the different biomass fuels 
selected. From proximate analysis, it can be checked how 
the major ash content corresponds to forestry residues 
(FR) samples. The highest sulphur content is also detected 
for FR sample. However, the elevated calcium concen-
tration present in this biomass may counteract sulphur 
released to the gas phase during combustion.

In addition, TEs content determined for this biomass 
together with that obtained for industrial waste wood (IWW) 

Fig. 1  Scheme of the equilibrium reactor. Inputs, outputs and operation conditions
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shows the highest values, with significant concentrations 
detected for elements such as Cu, Ti, Pb and Zn. In contrast, 
the lowest TEs contents were found for wheat straw (WS). 
These results indicate a more elevated TEs content (includ-
ing mercury) in woody biomasses than in agro-residues. This 
statement is in agreement with previous studies of biomass 
materials characterization. Previous researchers [37] observed 
that fly ashes from wood samples have generally higher As, 
Cd, Pb and Hg contents than those of agricultural residues. 

Stromberg B [38] denoted a typical elevated content of impuri-
ties in waste wood materials.

It is also noteworthy ash analyses results obtained for 
eucalyptus wood samples, with significantly higher amount 
of ash-forming light metals (Al, Ca, Mg, Na and K) in con-
trast to the rest of the biomasses studied. These elements 
have great influence on ash-related problems in combustion 
plants.

With respect to agro-residues, wheat straw samples 
exhibit the most elevated chlorine concentration. This fact, 
joined to the important potassium content of this fuel, may 
lead to potential corrosive atmosphere during combustion.

Corrosiveness of biomass ashes

In order to anticipate and compare the potential risk of 
selected biomass materials in the combustion process, dif-
ferent fuel indexes (key numbers) were calculated for the 
diverse samples, based on the chemical composition results 
of biomass fuel ashes. These indexes relate the various sub-
stances in the ash to one another, being useful to find out the 
critical quantity relationships between different substances 
that can be directly related to risk components or risky mix-
tures of components [39]. A comprehensive overview on 
different fuel indexes has been provided in the literature [40, 
41].

Table 3 shows key numbers values determined for bio-
mass fuels ashes. The major vaporization ratio, which indi-
cates high risk of corrosive chlorine-rich deposits formation, 
was obtained for industrial waste wood. Higher values for 
salt ratio index were also detected for this biomass together 
with forestry residues, predicting hazardous for salt sticki-
ness, formation of deposits and free corrosive acidic gases. 
Hazardous for alkaline sintering is expected for wheat straw, 
with salt ratio values below 0.7.

Sulphating number exhibit elevated values for all bio-
masses except for eucalyptus wood, with significantly major 
numbers calculated for forestry residues case. This key 
number shows whether there is sufficient surplus sulphur 

(1)Vaporization Ratio ∶ Cl∕ (K + Na)

(2)Salt Ratio ∶ (Cl + 2S)∕ (K + Na)

(3)Sulphating number ∶ 2S∕Cl

Table 1  Biomass fuels characterization

w.b.: wet basis; d.b.: dry basis; wt.%: weight percent

Unit WS FR IWW EW

Proximate analysis
Moisture content wt.% w.b 8.30 4.30 4.40 17.9
Ash content wt.% d.b 4.90 8.80 2.60 0.90
Volatiles wt.% d.b 69.5 74.7 78.7 80.1
Ultimate analysis
C wt.% d.b 41.80 46.10 48.50 49.20
H wt.% d.b 6.40 6.10 6.10 5.90
N wt.% d.b 0.56 0.70 1.76  < 0.10
S wt.% d.b 0.11 0.30 0.05 0.01
O wt.% d.b 37.75 33.62 36.51 43.84
Cl wt.% d.b 0.18 0.08 0.08 0.05
Ash analysis
Major elements
Al mg/kg d.b 240 3400 770 8300
Ca mg/kg d.b 4500 11,000 3300 270,000
Fe mg/kg d.b 230 4500 570 8100
K mg/kg d.b 8200 1800 730 61,000
Mg mg/kg d.b 1100 1200 490 28,000
Na mg/kg d.b 190 1400 670 18,000
Si mg/kg d.b 17,000 14,000 2100 69,000
P mg/kg d.b 700 300 150 11,000
Mn mg/kg d.b 29 170 70 12,000
Trace elements
Hg µg/kg d.b 4.18 32.20 33.56 8.21
Cr mg/kg d.b 28 62 34  < 1.0
Ni mg/kg d.b 17 61 19  < 1.0
Cu mg/kg d.b 10 2600 60 2.4
Ti mg/kg d.b 8 900 860 350
Pb mg/kg d.b  < 6 550 84  < 1.0
Zn mg/kg d.b 14 1700 230 410

Table 2  K moles of metallic 
elements introduced in the 
thermodynamic calculations

Coating acronym Fe Ni Al Si Cr

isFeAl 5.2 × 10 4 – 5.2 × 10 −4 – –
isNiAl – 7.5 × 10 −5 7.5 × 10 −5 – –
isSiCrAl – – 2.34 × 10 −3 1.3 × 10 −4 1.3 × 10 −4
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to reduce the risk of corrosion in conjunction with alkali 
chlorides. It has been found from experience that if the 
molar ratio S/Cl is between 2 and 4, the risk of chloride-
induced corrosion will be reduced [38]. In this sense, chlo-
ride-induced corrosion may be offset by sulphur in forestry 
residues case. On contrast, low valued found for eucalyptus 
wood ashes denotes potential chloride-induced corrosion 
when employing this biomass.

Figure 4 summarizes the potential risks determined for 
the diverse biomass ashes studied, revealing that significant 
hazard might be caused if industrial waste wood or forestry 
residues were fed in a combustion process, leading to salt 
stickiness and free corrosive acidic gases.

Thermodynamic equilibrium modelling for isFeAl 
coating

Impact of wheat straw combustion on isFeAl coatings

Main solid species formed from Fe/Al interactions with ash-
forming elements during conventional combustion of wheat 
straw were determined. Figure 5a shows equilibrium com-
position of main species determined at a wide temperature 
range from 300 to 800 °C. Only those species resulting from 
interactions towards isFeAl coating are shown in this figure, 
although other corrosive forms have also been detected to be 
originated in this atmosphere.

In these conditions, results exhibit  CaAl2Si3O10(OH)2 as 
the main compound formed, assuming more than 35% of total 
species, coming from the reaction of calcic components in fuel 
and being enhanced by both silica concentration and water 
content. Dodson JR research on wheat straw ashes use [42] 
also reported the occurrence of insoluble calcium silicate pre-
cipitates in wheat straw ashes combusted at 600 °C or above. 
Secondly,  KFe3(FeSi3O10)(OH)2 accounts for approximately 
20% of total species predicted to be formed in this scenery. 
Previous researchers have stated about the formation of insol-
uble potassium silicates and aluminosilicates during wheat 
straw combustion [43]. Nielsen et al. [44] gave a useful analy-
sis of the deposition of potassium salts on superheater tubes 
during straw firing, showing how potassium was present as 
 K2OSiO2(s), KCl(s) and  K2SO4(s) and at low temperatures.

Results obtained (Fig. 5a) exhibits how both compounds are 
stable in a wide thermal range (300–780 °C). Dodson JR [42]
also showed how up to 500 °C, potassium solubility remains 
constant irrespective of the extent of combustion or the cool-
ing condition.

The presence of these compounds indicates corrosion pro-
cesses associated with silication of alkali chlorides, which can 
be described through Eqs. 4–6:

(4)
2MCl (s, l, g) +

(

2SiO2 + Al2O3
)

(s, l)
+ H2O (g) → 2MAlSiO4(s, l) + 2HCl (g)

Fig. 2  Matrix of the modelling 
tests
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(5)
2MCl (s, l, g) +

(

4SiO2 + Al2O3
)

(s, l) + H2O (g)
→ 2MAlSi2O6(s, l) + 2HCl (g) (6)

2MCl (s, l, g) +
(

6SiO2 + Al2O3
)

(s, l) + H2O (g)
→ 2MAlSi3O8(s, l) + 2HCl (g)

Fig. 3  Biomass fuels characterization a Major elements concentrations; b Trace elements concentrations
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M in equations denotes the metal from alkali chlorides. 
HCl generated through Eqs. 4–6 is responsible for corrosion, 
as it diffuses towards the metal surface to form volatile metal 
chlorides, such as  FeCl2 leading to the continuous transport 
of the metal scale interface to the bulk gas [45, 46].

The bar graph in Fig. 5a compares the percentages of Fe/
Al-ash compounds predicted to be originated at the selected 
temperature range of 500–700 °C. From the graphic, it can 
be checked how, apart from calcium, potassium also exerts 
a high influence in the formation of most deposits pre-
dicted for this biomass. On the other hand, silicon has been 
detected as an important precursor for most of determined 
chemical forms. Straw samples analyses (Fig. 3) exhibited 

great contents of silicon and potassium, in contrast to other 
biomasses, and calcium, which may have given rise to these 
chemical forms.

Berlanga et al. [1], in their thermodynamic calculations 
for wheat straw corrosion, detected metal oxidation initiated 
by the presence of potassium. During combustion, soluble 
K is released as K(g), KOH(g), KCl(g), and other species 
which may further react with other compounds of the flue 
gas. The most important secondary reaction is the conver-
sion of alkali vapours (e.g. KOH(g), KCl(g), K2SO4(g)) into 
corresponding alkali silicates [28, 37]. Aluminium silicates 
may capture volatile potassium during combustion, thereby 
reducing the risk of deposit and corrosion. [39]. However, 

Table 3  Key numbers for biomass materials studied

WS FR IWW EW

Vaporization ratio
Cl/(K + Na) 0.23 0.21 0.47 0.01  > 0.3: High risk of the formation of corrosive chlorine-rich deposits

 > 1: High risk of formation of other volatile chloride than with Na and K
Also high risk of homogeneous chloride-induced corrosion
or low-temperature corrosion with Cl admixture by excess HCl

Salt ratio
(Cl + 2S)/(K + Na) 0.55 1.96 1.12 0.01  > 1: All free alkali metal can be bound as chloride or sulphate

 < 1: All chlorine and sulphur can be bound to alkali (if all alkalis are free)
 < 0.7: Hazardous for alkaline sintering
 > 0.7: Hazardous for salt stickiness, formation of deposits and free corrosive 

acidic gases
Sulphating number
2S/Cl 1.35 8.29 1.38 0.44  < 1: All chloride cannot be transformed to sulphate

 > 1: All chloride can be transformed to sulphate

Fig. 4  Potential risk determined 
for biomass ashes studied, based 
on fuel index calculations WS Hazardous for

alkaline sintering

FR
Hazardous for salt 
s�ckiness, forma�on of 
deposits and free 
corrosive acidic gases

IWW
High risk of the 
forma�on of 
corrosive chlorine-
rich deposits

Hazardous for salt s�ckiness, 
forma�on of deposits and 
free corrosive acidic gases

EW Hazardous for 
alkaline sintering

Chloride cannot be 
transformed to 
sulphate
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Fig. 5  Equilibrium composition and temperature influence of main species resulting from isFeAl–ash interactions during combustion of: a WS; 
b FR; c IWW; and d EW
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high contents of silica together with potassium are directly 
linked to the formation of tenacious surface deposits on fire-
sides and heating surfaces [40].

In this sense, silica can modify the chemistry of other 
ash-forming elements, such as K, Na, and Ca, through sec-
ondary reactions and thus indirectly affect the deposition and 
corrosion properties of fly ash. Otherwise, the presence of 
hydroxyl groups in main chemical forms originated reveals 
that water content in fuel may increase the formation of main 
deposits.

With respect to minor components predicted, Fe oxides 
formation is observed to be strongly affected by temperature.

Impact of forestry residues combustion on is FeAl coatings

Figure 5b shows the equilibrium diagram of main com-
pounds arising from reactions of forestry residues ash com-
ponents with Fe/Al materials. The percentages of those spe-
cies formed at 500–700ºC temperature range are exhibited 
in the bar graph from Fig. 5b.

Forestry residues was seen to contain significant concen-
trations of calcium (Fig. 3a), in comparison with the rest 
of the fuels studied (with the exception of eucalyptus). In 
this sense, main forms originated in the process (≥ 10%) are 
result of Al and Fe interactions with calcium components 
in the fuel, giving rise to  CaAl4Si2O10(OH)2 and  CaFe5O7. 
Silicon is also present in significant contents in this fuel, 
promoting Ca/Mg–aluminium silicates formation. As it was 
described for WS, the occurrence of alumina-silicates such 
as  CaAl4Si2O10(OH)2 involves corrosion mechanisms asso-
ciated with silication of alkali chlorides, (Eqs. 4–6) [45, 46]. 
 CaFe5O7 indicates active oxidation of iron in these condi-
tions, but the formation of this specie is seen to decrease at 
temperatures above 650 °C (Fig. 5b). Grabke et al. [47] gave 
the basis for understanding this mechanism.

A second group of aluminium compounds (5–10%) 
are result of aluminium interactions with Na, Mg, K and 
Cl  (NaAlO2, Mg*Al2O3,  KAl3(SO4)2(OH)6 and AlClO). 
 NaAlO2 formation is related to corrosion associated with 
deposited alkali chlorides. Potential reactions for this corro-
sion mechanism are listed below (7, 8). M denotes the metal 
involved (i.e. Al, Fe, etc.):

These reaction products have been observed in previ-
ous corrosion testing reports [45, 48]. For this fuel, K and 
Na capture are seen to be more influenced by sulphur than 
by silica, as it occurs in wheat straw case. Sulphur reduces 

(7)
M2O3(s) + 2NaCl (s) + 1∕2 O2(g) → 2NaMO2(s, l) + Cl2(g)

(8)
M2O3(s) + 2KCl (s) + 1∕2 O2(g) → 2KMO2(s, l) + Cl2(g)

KCl concentration in the flue gas by sulphation. In addition, 
Kassman et al. [11] confirmed that the presence of gaseous 
 SO3 is of greater importance than that of  SO2 for the sulpha-
tion of gaseous KCl.

K/NaAl3(SO4)2(OH)6 observed in Fig. 5b, indicates cor-
rosion processes associated with sulphation of alkali chlo-
rides, which can be described by reactions 9, 10 [23]:

Different authors have shown how, during combustion, 
sulphur reduces the formation of KCl in the flue gas by sul-
phation [49–51]. The presence of gaseous  SO3 is of greater 
importance than that of  SO2 for the sulphation of gaseous 
KCl. This was confirmed by Kassman et al. [49, 50].

Impact of Industrial Waste Wood combustion on is FeAl 
coatings

Figure 5c presents equilibrium composition of main spe-
cies determined for industrial waste wood combustion into 
Fe-Al system, at a wide temperature range from 300 to 800 
ºC. Dominant compounds within the temperature range of 
500–700 ºC are extracted in the bar chart from Fig. 5c.

Calcium and silicon are seen as the dominant major ash-
forming elements content in industrial waste wood (Fig. 3a), 
thus  CaFe5O7 and  CaAl4Si2O10(OH)2) represent the main 
deposits (≥ 10 species %) formed during the combustion of 
this fuel. Na/Cl-aluminium oxides are also encountered in 
important amounts  (NaAlO2, AlClO).

In lower percentages (5–10%), aluminium is observed to 
react with magnesium and potassium components in fuel 
(MgO*Al2O3,  KAlO2,  KAl3(SO4)2(OH)6). In this case, sul-
phur also participates in, primary, potassium and, secondly, 
sodium capture (K/Na–Al3(SO4)2(OH)6).

In a minor extent (˂5%), diverse Mg–Al silicates 
have also been determined  (Mg35Al18Si7O44(OH), 
 Mg7Al9O4*Al9Si3O36). In this case, silicates and sulphates 
also react with alkali vapours, thus affecting the alkali chem-
istry in flue gas.

Predicted species calculated in these conditions may 
indicate that main corrosion mechanisms in this case are 
primary related to deposited alkali chlorides, 7, 8  (CaFe5O7, 
 NaAlO2), followed by silication of alkali chlorides, 4–6 
 (CaAl4Si2O10(OH)2) and direct corrosion by  Cl2(g) (AlClO). 
Sulphation of alkali chlorides (Eqs. 9–10) is also detected in 
minor concentrations  (KAl3(SO4)2(OH)6).

(9)
2MCl(s, l, g) + SO2(g) + 1∕2O2(g) + H2O(g)
↔ M2SO4(s, l) + 2HCl(g)

(10)
2MCl(s, l, g) + SO2(g) + O2(g) ↔ M2SO4(s, l) + 2Cl2(g)
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Impact of Eucalyptus combustion on isFeAl coatings

Equilibrium composition of main compounds resulting 
from eucalyptus combustion into Fe-Al system is shown in 
Fig. 5d. Eucalyptus biomass was seen to contain major con-
centration for all major ash-forming elements than the rest of 
the biomasses studied, with significantly high silicon content 
(Fig. 3a), being silication of alkali chlorides the main corro-
sion mechanism involved with this fuel.

Main compounds within the temperature range of 
500–700 ºC are exposed in the bar graph from Fig. 5d. 
(CaFe)0.5SiO3 is observed as the major compound origi-
nated, followed by  KAlSi3O8 and NaFe(SiO3)2, which are 
also determined in important percentages (10–50%), as 
result of the high potassium and sodium concentration pre-
sent in this biomass.

Other calcium silicates are detected in lower concentra-
tions (1–5%), resulting from interactions with both Al and 
Fe  (Ca2Al4Si14O36*14H2O, CaFe(SiO3)2).

Thereby, in eucalyptus case, silica reactions are the gov-
erning factor affecting the chemistry of other ash-forming 
elements (K, Na, and Ca), which indirectly affects the depo-
sition and corrosion properties of fly ash.

Conclusions of biomass influence on FeAl‑based coating 
corrosion

When a FeAl-based coating is introduced in the hypothetical 
combustion reactor, different conclusions are drawn accord-
ing to the biomass fed. Table 4 shows main compounds 
formed through Fe-Al/ biomass ashes interactions.

In the case of wheat straw, both calcium and silicon pre-
sent in the biomass tend to interact with aluminium to form 

Ca–Al–Si hydroxides, as dominant compounds. Potassium 
also exerts a high influence in the formation of most deposits 
predicted, with  KFe3(FeSi3O10)(OH)2 as the second main 
compound (20% of total species) and diverse K/Na-Al-
silicates in lower concentrations, which may reduce alkali 
vapours in the gas phase.

In forestry residues case, main forms originated in the 
process (≥ 10%) are also result of calcium interactions, 
but in this case, with both Al and Fe  (CaAl4Si2O10(OH)2, 
 CaFe5O7). Silicon is also present in significant contents in 
this fuel, promoting Ca/Mg–aluminium silicates formation.

On contrast, when eucalyptus is employed, iron is 
involved in main reactions, giving rise to diverse Ca/Na–Fe 
silicates. In addition,  KAlSi3O8 is detected as the secondary 
dominant compound.

In industrial waste wood case, equal order of concen-
trations are determined for the different ash-forming ele-
ments present in this fuel, giving rise to similar interactions 
towards both iron and aluminium through diverse oxides, 
silicates, aluminates and sulphates compounds.

With respect to corrosion mechanisms towards this coat-
ing, silication of alkali and deposited alkali chlorides are 
dominant, followed by minor reactions of sulphation and 
oxidation by  Cl2(g).

Thermodynamic equilibrium modelling for isNiAl 
coating

Impact of wheat straw combustion on isNiAl coatings

Main chemical forms originated from isNiAl interactions 
with wheat straw ash-forming elements were determined. 

Table 4  Main species formed through Fe-Al/ biomass ashes interactions, at T = 500–700ºC, and corrosion mechanisms involved

Corrosion associated with solid/deposited alkali chlorides
Corrosion associated with silication of alkali chlorides
Corrosion associated with sulphation of alkali chlorides
Corrosion associated with Cl2(g)

% SPECIES WS FR IWW EW

 ≥ 10% (2)  CaAl2Si3O10(OH)2
(2)KFe3(FeSi3O10)(OH)2

(2)CaAl4Si2O10(OH)2
(1)  CaFe5O7
(1)  NaAlO2

(1)  CaFe5O7
(2)CaAl4Si2O10(OH)2
(1)  NaAlO2
(4) AlClO

(2) (CaFe)0.5SiO3
(2)  KAlSi3O8
(2) NaFe(SiO3)2

5–10% (2)  KAlSiO4
(2)  KAlSi2O6

Mg*Al2O3
(3)  KAl3(SO4)2(OH)6
(4) AlClO

MgO*Al2O3
(1)  KAlO2
(3)  KAl3(SO4)2(OH)6

(2)Ca2Al4Si14O36*14H2O

1–5% KAlSiO3O8
NaAlSiO4

Mg35Al18Si7O44(OH) Mg35Al18Si7O44(OH) CaFe(SiO3)2

 ≤ 1% KMg3(AlSi3O10)(OH)2
NaFe(SiO3)2
KFeO2
NaFeO2

NaAl3(SO4)2(OH)6 Mg7Al9O4*Al9Si3O36 Ca2Fe5Si8  O24H2



710 International Journal of Energy and Environmental Engineering (2023) 14:699–718

1 3

Fig. 6  Equilibrium composition and temperature influence of main species resulting from isNiAl–ash interactions during combustion of: a WS; 
b FR; c IWW; and d EW
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Figure 6a shows equilibrium composition of main species 
determined at a temperature range of 300–800 ºC. The bar 
chart in Fig. 6a shows Ni/Al-ash compounds predicted to be 
originated at 500–700ºC.

When wheat straw composition is introduced in the com-
bustion process, both aluminium and nickel are involved 
in main interactions, with silication of alkali chlorides 
(Eqs. 4–6) as the primary corrosion mechanism involved 
with this biomass.  KAl2Si3O8 is observed as the main specie 
predicted from metal interactions with wheat straw combus-
tion ashes, which may be related by the important potassium 
and silicon concentration present in this fuel. The concentra-
tion of this compound  (KAl2Si3O8) is seen to be enhanced 
with potassium content in fuel.

2NiO*SiO2 is the secondary compound formed in sig-
nificant amounts. For this fuel, silicon is also observed as an 
important agent involved in the formation of main chemical 
species  (KAl2Si3O8, 2NiO*SiO2 and  NaAlSi3O8).

With regard to temperature effect, only minor compounds 
formed (under 1% of total species) are seen to be affected 
by this factor.

Impact of forestry residues combustion on isNiAl coatings

Chemical equilibrium compounds derived from forestry 
residues combustion is shown in Fig. 6b.

Percentages of main Ni/Al-ash species formed at different 
temperatures are plotted in the bar graph from Fig. 6b. In this 
scenery, there are few interactions with Ni materials, with 
only one compound predicted to be formed (NiO*Al2O3) in 
percentages around 10% of total compounds formed.

Dominant corrosion mechanisms in this case are related 
with silication processes  (CaAl4Si2O10(OH)2) followed by 
deposited alkali chlorides  (NaAlO2). In this case, potassium 
seems to be removed from the combustion atmosphere by 
sulphation  (KAl3(SO4)2(OH)6).

As in the previous case, minor compounds are more influ-
enced by temperature than main forms.

Impact of industrial waste wood combustion on isNiAl 
coatings

Main chemical species produced from isNiAl reactions 
with waste wood ash-forming elements were determined. 
Figure 6c shows equilibrium composition of main species 
originated from 300 to 800 ºC.

In contrast to previous fuels, when waste wood is 
employed as fuel, high oxidation occurs towards nickel, as 
NiO (more than 45% of total compounds formed), although 
a significant number of interactions with aluminium are also 
observed, with  CaAl2Si3O10(OH)2 as the dominant form, 
which is linked to silication reactions.

Nickel oxidation is seen to be slightly increased (around 
4%) with temperature, but this factor exerts a major influ-
ence in the formation of other species which appear in lower 
concentrations (below 10%).

The bar chart in Fig. 6c shows main predicted compounds 
at selected temperatures. Major aluminium interactions are 
observed to be related with the presence of Ca, Si, K and Na. 
On the other hand, water content is seen to influence the for-
mation of calcic species.

Impact of Eucalyptus combustion on isNiAl coatings

Equilibrium composition obtained, when eucalyptus composi-
tion is introduced in the isNiAl system, is charted in Fig. 6d. 
In this case, ash-forming elements primarily interact with alu-
minium, and main species formed are influenced by silicon 
presence. When this fuel is employed, corrosion is mainly 
associated with silication of alkali chlorides (4–6).

The bar graph in Fig. 6d presents Ni/Al-ash compounds 
predicted to be originated at selected temperatures. Dominant 
forms originated in the system are primary  KAlSi3O8, (> 70%) 
and secondly,  NaAlSi3O8 (12%) and  Ca2Al4Si14O36*14H2O 
(9%). The latest compound is highly influenced by tempera-
ture, being sharply reduced above 360ºC. Main nickel com-
pound (2NiO*SiO2) is produced in percentages around 7–8%, 
and is stable in the whole thermal range studied. The rest of 
predicted compounds are formed in concentrations under 1%.

Conclusions of biomass influence on NiAl‑based coating 
corrosion

In summary, Sect. 3.2 indicates that the biomass type intro-
duced in the system also influences in a high extent the results 
obtained for NiAl-based coatings.

In this case, biomass ashes are seen to react, in a major 
extent, with aluminium, giving rise to diverse compounds 
which are detailed in Table 5.

Main differences are detected when industrial waste wood 
is employed. The composition of this fuel showed lower con-
tents for most major ash-forming elements than the rest bio-
masses studied. The absence of these elements in the com-
bustion atmosphere makes decrease the potential aluminium 
interactions, determined for other fuels. Lower silication 
and sulphation reactions are produced when this biomass is 
burned, which reduces alkali capture, increasing potential cor-
rosion. For this reason, in this case, Ni oxides are the dominant 
predicted.

With regard to corrosion, silication of alkali chlorides is 
observed as the dominant mechanism involved, followed by 
deposited alkali chlorides and minor reactions of sulphation 
and oxidation by  Cl2(g).
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Thermodynamic equilibrium modelling for isSiCrAl 
coating

Impact of wheat straw combustion on isSiCrAl coatings

Main chemical species formed from isSiCrAl interactions 
with wheat straw ashes were determined. Figure 7a exhib-
its the equilibrium chemical composition determined at 
the selected temperature range. The bar graph in Fig. 7a 
shows SiCr/Al-ash compounds predicted to be origi-
nated at selected temperatures. Major aluminium species 
detected (≥ 10%) are K-Al oxides and hydroxides  (KAlO2, 
 KAl2(AlSi3O10)(OH)2,  KAl3(AlSi3O10)(OH)2, which may 
be related by the high potassium content in this fuel. These 
chemical forms come from mechanisms of both silication 
of alkali chlorides and reactions with deposited alkali 
chlorides. In these conditions, equilibrium calculations 
exhibit how oxides and hydroxides formation is strongly 
affected by temperature, above 600 °C. On the other hand, 
hydroxides formation seems to be related with the water 
content in the biomass.

Corrosion is also associated with  Cl2 present in the gas 
phase, giving rise to AlClO, as important percentages (˃ 
10%).

In percentages of 5–10%,  Cr2O3 and  KAl3(SO4)2(OH)6 
are observed as secondary forms produced with this fuel. 
With respect to the former, alloyed chromium is known 
to improve steel by forming a protective oxide layer con-
sisting of  Cr2O3 if the chromium content of the steel is 
sufficiently high. However, previous studies have shown 
how the protective chromium oxide may be destroyed by 
reaction with alkali chlorides (11, 12) and carbonates (13) 
with alkali chromate as the intermediate [48, 52]:

Other species such as  CrO2 and  NaAlO2 are also pre-
dicted to be originated in minor percentages (2–3%).

Impact of forestry residues combustion on isSiCrAl coatings

Main chemical compounds resulting from isSiCrAl inter-
actions with forestry residues ashes were determined. Fig-
ure 7b shows equilibrium composition of main predicted 
species. Percentages obtained for each predicted compound 
at selected temperatures are shown in the bar chart from 
Fig. 7b. Silication reactions are seen as the dominant mecha-
nisms leading to the major compounds formed in this case.

In this scenery, mainly deposits of, primary,  SiO2 and, 
secondly,  CaAl4Si2O10(OH)2 are seen to be formed. Fast 
reactions are observed to occur at temperatures below 
350 °C, with a sharp decrease in the concentration of diverse 
compounds  (SiO2(l), Al,  CrO2,  CaAl4Si2O10(OH)2 and 
 NaAl2(AlSi3O10)(OH)2), with temperature increase.

In minor percentages, an important number of alkali-Al 
silicates are detected, together with  CrO2,  CrO3, AlClO and 
different Al-sulphates  (Al2(SO4)3,  Al2(SO4)3*6H2O). Chro-
mium oxidation is detected at lower percentages as  Cr2O3 
and at temperatures above 420 °C. Al-sulphates reactions are 
observed at low temperatures (≤ 420 °C). Sulphur content 

(11)
2Cr2O3(s) + 8MCl(s, l, g) + 5O2(g) → 4K2CrO4(s) + 4Cl2(g)

(12)
2Cr2O3(s) + 8MCl(s, l, g) + 4H2O(g) + 3O2(g)
→ 4K2CrO4(s) + 8HCl(g)

(13)
2Cr2O3(s) + 4M2CO3(s) + 3O2(g) → 4K2CrO4(s) + 4CO2(g)

Table 5  Main species formed 
through Ni–Al/ biomass ashes 
interactions

Corrosion associated with solid/deposited alkali chlorides
Corrosion associated with silication of alkali chlorides
Corrosion associated with sulphation of alkali chlorides
Corrosion associated with  Cl2(g)

% SPECIES WS FR IWW EW

 ≥ 10% (2)  KAl2Si3O8
(2) 2NiO*SiO2

(2)  CaAl4Si2O10(OH)2
(1)  NaAlO2

(1) NiO
(2)CaAl2Si3O10(OH)2

(2)  KAlSi3O8
(2)  NaAlSi3O8

5–10% – MgO*Al2O3
NiO*Al2O3
(3)  KAl3(SO4)2(OH)6
(2)  CaAl2Si3O10(OH)2

NaAlO2 *2NiO*SiO2
Ca2Al4Si14O36*14H2O

1–5% – AlClO
KAlO2

NiO*Al2O3 -

 ≤ 1% NaAlSi3O8 CaAl2Si3O6
NaAl3(SO4)2(OH)6
Al2(SO4)3
KAl3(OH)6(SO4)2

NiO*Fe2O3
KAlO2

CaAl2Si7O18*6H2O
Ni0.35Si0.65
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Fig. 7  Equilibrium composition and temperature influence of main species resulting from isSiCrAlAl–ash interactions during combustion of: a 
WS; b FR; c IWW; and d EW
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in this fuel (Table 1) was determined to be quite low in 
comparison with the rest of the biomasses studied, which 
may have reduced the concentration of condensed sulphates 
formed. Ca, Na and water content are seen to favour silicates 
hydroxides formation at low T ≤ 300 °C.

Impact of industrial waste wood combustion on isSiCrAl 
coatings

Main condensed species formed from isSiCrAl interactions 
with industrial waste wood ashes were determined. Evo-
lution of these compounds with temperature is shown in 
Fig. 7c.

In this case,  CaAl4Si2O10(OH)2 is predicted as the domi-
nant compound formed, which is stable with temperature 
increase. The second main effect observed in these condi-
tions is chromium oxidation as  Cr2O3, which would give rise 
to a protective oxide layer.

Other oxidized forms  (CrO2,  NaAlO2, AlClO, 
MgO*Al2O3) are predicted to appear in percentages over 
5% at temperatures below 300 °C.

In minor percentages (˂ 5%), alkali sulphates 
 (KAl3(SO4)2(OH)6), alkali carbonates  (NaAlCO3(OH)2) and 
Ca-Al silicates  (CaAl2SiO6) are also detected to be formed, 
which would reduce the concentration of available alkali, 
reducing corrosion risk.

Percentages obtained for each predicted compound 
at selected temperatures are shown in the bar graph from 

Fig. 7c, with  CaAl4Si2O10(OH)2 as the main specie, fol-
lowed by diverse aluminium interactions with potassium and 
calcium in form of oxides, sulphates and silicates  (KAlO2, 
 KAl3(SO4)2(OH)6,  CaAl2SiO6).

Diverse types of corrosion mechanisms are detected for 
this fuel, as it was also observed for wheat straw, which are 
primary related to by silication of alkali chlorides, Eqs. 4–6 
 (CaAl4Si2O10(OH)2), deposited alkali chlorides, Eqs. 7–8 
 (NaAlO2) and direct corrosion by  Cl2(g) (AlClO). Sulpha-
tion, Eqs. 9–10  (KAl3(SO4)2(OH)6) of alkali chlorides, is 
also detected, but in minor concentrations (1–5% species).

Impact of Eucalyptus combustion on isSiCrAl coatings

Finally, eucalyptus composition was introduced in the 
isSiCrAl system. Figure 7d plots equilibrium diagrams 
calculated for main predicted species. The bar chart from 
Fig. 7d shows the percentages obtained for each compound 
at selected temperature range (500–700ºC).

Results obtained for dominant compounds in the equilib-
rium system show silicon oxidation, as oxides (87% species), 
as the main reaction involved.

In a lesser extent (≤ 2%), different compounds such as 
 NaAlSi3O8,  Mg2Al3(AlSi5O18)H2O and  KFe3(FeSi3O10)
(OH)2 are also observed. Thereby silication of alkali chlo-
rides is produced in much lower percentages than it was 

Table 6  Main species formed through SiCrAl/ biomass ashes interactions

Corrosion associated with solid/deposited alkali chlorides
Corrosion associated with silication of alkali chlorides
Corrosion associated with sulphation of alkali chlorides
Corrosion associated with  Cl2(g)

% SPECIES WS FR IWW EW

 ≥ 10% (2)  KAlO2
(2)KAl2(AlSi3O10)(OH)2
(2)  KAl3Si3O10(OH)2
(4) AlClO

SiO2,  SiO2 (l) (2)  CaAl4Si2O10(OH)2
Cr2O3
(1)  NaAlO2
(4) AlClO

SiO2,  SiO2 (l)

5–10% Cr2O3
(3)  KAl3(SO4)2(OH)6

(2)  CaAl4Si2O10(OH)2 CrO2
MgO*Al2O3
(1)  KAlO2

(2)  CaAl2Si3O10(OH)2

1–5% CrO2
NaAlO2

– KAl3(SO4)2(OH)6
CaAl2SiO6

KAlSi3O8
NaAlSi3O8

 ≤ 1% NaAl2(AlSi3O10)(OH)2
NaAlSiO4
NaAl3Si3O10(OH)2
CrO3
SiO2
KAl3(OH)6(SO4)2
NaAlCO3(OH)2

NaAl2(AlSi3O10)(OH)2
CrO2
Al2(SO4)3
KAl2(AlSi3O10)(OH)2
KAl3Si3O10(OH)2
AlClO
NaAl3Si3O10(OH)2
CrO3
Al2(SO4)3*6H2O

NiO*Al2O3
CrO3
NaAlCO3(OH)2
KAl3(OH)6(SO4)2

NaAlSiO4
KAlSi2O6
Mg2Al3(AlSi5O18)H2O
CrO2
Cr2O3
KFe3(FeSi3O10)(OH)2
NaAlO2
KAlO2
KAl2(AlSi3O10)(OH)2
KAl3Si3O10(OH)2
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observed for other biomasses, so corrosion associated with 
this mechanism is not relevant in this case.

On the other hand, the formation of the protective chro-
mium oxide  (Cr2O3) is also detected, in minor percentages 
(0.5%).

Conclusions of biomass influence on SiCrAl‑based coating 
corrosion

When isSiCrAl is introduced in the system, results obtained 
differ depending on the biomass used. Table 6 shows main 
interactions resulting from biomasses ash components with 
Si-Cr-Al-based coatings.

When either forestry residues or eucalyptus are employed, 
silica and Ca-Al silicates are observed as the dominant 
forms, while alkali capture by silicates/sulphates formation 
occurs at much lower percentages than in the other bio-
masses. In addition, chromium oxidation as  Cr2O3, which 
would involve the formation of a protective layer, is also 
produced in a minor extent.

On contrast, when wheat straw or industrial waste wood 
is introduced in the system, an important amount of alumin-
ium interactions with K, Na and Ca are observed, as oxides, 
silicates and, in a minor extent, of sulphates, which would 
involve a lower concentration of alkali in the gas phase, thus 
reducing corrosion risk. On the other hand, for these fuels, 
chromium oxides  (Cr2O3,  CrO2) are detected in significant 
percentages (˃5% species), mainly in the case of industrial 
waste wood.

With respect to corrosion mechanisms, silication reac-
tions are dominant for all biomasses studied, while in wheat 
straw and industrial waste wood cases, mechanisms associ-
ated with solid alkali chlorides and direct oxidation by  Cl2(g) 
are also relevant. Chromium oxidation as  Cr2O3 is mainly 
detected for industrial waste wood case and, secondly, for 
wheat straw, while for the rest of the biomasses this effect 
is negligible.

Comparison of results obtained through the global 
matrix of the modelling tests

By comparing the results obtained in the diverse modelling 
tests (Fig. 2), where different alloys were exposed to varied 
combustion atmospheres burning diverse biomass types, a 
definition of the most corrosive biomass fuels over a specific 
coating has been reached and schematized in Fig. 8. The 
corrosion mechanisms associated with each biomass, as well 
as the number of metals–ash compounds interactions deter-
mined through the model, were also included in this figure.

In the case of isFeAl, major potential corrosion was 
observed when, primary, IWW or, secondly, FR were used 
as fuels in the combustion process, which is reflected by 
the significantly higher amount of interactions between the 

coating metal composition and the atmosphere chemical 
compounds when these biomasses are burned. The elevated 
volatiles content determined in these fuels might have led to 
a major release of ash components to the gas phase, available 
to later condense in the metals surfaces. The low sulphur 
concentration found in IWW samples also reduces ash-form-
ing elements capture in the bottom ash thus increasing vola-
tilization. On contrast, FR contains high sulphur content but 
this is counteracted by the important content of ash-forming 
elements. Ca-Al-Si hydroxides were seen as the main com-
pounds formed in most sceneries tested for this coating.

With respect to isNiAl, main number of interactions was 
seen to be primary produced in the corrosive FR atmosphere, 
and secondly detected during EW combustion. EW also con-
tains an elevated volatiles percentage and very important 
major elements content. However, the ash percentage in this 
fuel was determined in low values. In addition, results sum-
marized in Table 5 for this coating, reflected how in IWW 
tests, isNiAl is affected by nickel oxidation reactions, while 
silication and sulphation reactions prevailed for the rest of 
the biomasses.

In the case of isSiCrAl, when either wheat straw or indus-
trial waste wood compositions were introduced, significant 
number of reactions were observed related to diverse corro-
sion mechanisms (associated with  Cl2(g), with solid alkali 
chlorides and with silication processes).

In this sense, results reveal that the protective character 
of a specific alloy is highly depending upon the biomass 
burned. Figure 8 shows IWW and FR as highly damaging 
in most cases, which is in agreement with conclusions from 
fuels indexes calculations.

Predicting metal interactions, based on real combustion 
conditions and fuel composition, was seen to be useful to 
identify key factors for protective coatings design when 
employing new waste fuels. However, results obtained 
through this modelling require of field verification. In this 
sense, further research will be focused on coatings testing 
in real conditions through the insertion of coated coupons in 
the BFBC plant and the development of different combus-
tion experiments operating with biomass fuels evaluated in 
this study.

Conclusions

A modelling of chemical interactions produced between the 
metals composing different coatings and the chemicals com-
pounds released during the combustion of diverse biomass 
types was developed as a corrosion risk prediction strategy 
in biomass boilers.

Previous characterization of the biomass fuels showed 
great variability, with higher values obtained for both ash 
content and trace metals concentrations in FR case.
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Fuels indexes calculations, based on ash chemical com-
position, have revealed that major hazard may be caused if 
IWW, in a major extent, or FR were fed in a combustion 
process, showing high risk of salt stickiness, deposits forma-
tion and release of free corrosive acidic gases.

Results obtained through the thermodynamic equilibrium 
model were in in agreement with conclusions from fuels 
indexes calculations, showing, primarily, IWW and second-
arily, FR as highly damaging for most coatings studied. The 
significant ash content determined in FR samples together 
with the elevated volatiles content determined in both IWW 
and FR biomasses, might have led to a major release of ash 
components to the gas phase, available to later condense in 
the metals surfaces.

An increase in alloys corrosion resistance was detected 
through the model when nickel and/ or chromium was pre-
sent, showing isSiCrAl as the most resistant followed by 
isNiAl. However, results showed how even highly alloyed 
materials could be severely corroded depending on the 
biomass composition, thus materials selection should be 
carried out regarding the compatibility with the environ-
ment conditions for its final use.

The model also provided information on the corrosion 
mechanisms occurring in each scenario, revealing both 
silication of alkali and deposited alkali chlorides as domi-
nant processes, followed by minor reactions of sulphation 
and direct oxidation by  Cl2(g).

Fig. 8  Most damaging biomass 
fuels determined for each coat-
ing
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Predicting metal interactions, based on real combustion 
conditions and fuel composition, was seen as a useful tool 
to identify key factors for protective coatings design when 
employing new waste fuels.
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Abstract
In severe wave conditions, the ship propulsion system is loaded with high fluctuations due to external disturbances. The 
highly fluctuating loads enforce radical changes in the main engine torque, which in turn demands variation of the fuel rate 
injected into the cylinders if a constant rotational speed strategy is applied. Therefore, the temperature of gases varies to a 
large extent during the combustion process in the cylinders. The emitted NOx is a function of this highly fluctuating tempera-
ture. The main goal of this study is to investigate NOx emission under the aforementioned conditions when a usual constant 
RPM control strategy is applied in waves similar to the calm water condition. The paper presents a mathematical model of 
the whole system, which is applied to a selected ship both in regular waves and in calm water conditions. The results show 
that the sea waves, in comparison with the calm water condition, can radically increase the emitted NOx under the constant 
rotational speed strategy. This change can reach even  1014 times more, averagely. The results also show that the higher the 
wave height the higher the emitted NOx. It is concluded that the control strategy of keeping the engine rotational speed in 
waves at a constant level is the most important reason for the significantly increased NOx emission in waves in comparison 
with the calm water condition.

Keywords NOx emission · Ship control strategy · Marine diesel engine · Ship operation · Sea waves · Governor
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CII  Carbon intensity indicator
ECA  Emission control areas
EEDI  Energy Efficiency Design Index
EEXI  Energy Efficiency of Existing Ship Index
EGR  Exhaust gas recirculation
EIAPP  Engine International Air Pollution Prevention
GHG  Greenhouse gases
HC  Unburned hydrocarbons
IVMD  Instantaneous-value multidimensional model
IVZD  Instantaneous-value zero-dimensional model
HCCI  Homogeneous charge compression ignition
NMVOC  Non-methane volatile organic compounds
MVZD  Mean-value zero-dimension model

PAH  Polycyclic aromatic hydrocarbons
PM  Particular matter
SCR  Selective catalytic reduction
TWCEL  Total weighted cycle emission limit
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a   Added (due to wave)
A   Area, equivalent area, advance
c   Specific heat coefficient
C   Coefficient
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h   Propeller immersion height
J   Moment of inertia, number
k   Coefficient, wave number
K   Coefficient
m   Mass, model
M   Torque (moment)
n   Rate of revolution
p   Pressure
pw   Orbital inflow
P   Power
q   Heat calorific value
Q   Torque
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R   Gas constant, resistance, radius
t   Thrust deduction factor, time, total (due to 

wave)
T    Temperature, total, thrust
u   Velocity in the x-direction ( u : amplitude)
V    Volume
w  Wake fraction coefficient
x   Longitudinal axis, surge (added mass)
y   Transverse axis
z   Vertical axis
Z   Number of cylinders

Greek letters
�   Diminution factor
Δ   Overall ship mass
�   Wave profile function
�   Efficiency, coordinate
�   Adiabatic exponent
�   Coefficient, the ratio of ship length to model 

length
�   Heading angle
�   Pressure ratio
�   Density
�   Phase angle
�   Flow function
�   Angular velocity

Lower indexes
0  Ambient condition
1  Point before compressor, x-direction
2  Point after compressor, y-direction
3  Point after charge air cooler (before cylinders), 

z-direction
4  Point after cylinders, roll (angle)
5  Point after the turbine, pitch (angle)
6  Yaw (angle)
am   Air intake manifold (receiver)
at   Atmosphere
b   Burnt (fuel)
C   Compressor
clr   Charge air cooler
comb   Combustion
cr.   Critical
cyl   Engine cylinders
e   Encounter
E   Engine
f   Fuel
gr   Exhaust gas receiver
loss   Energy/power/torque losses
n   Net
p  (At constant) pressure, prismatic
P   Propeller
T   Turbine
TC   Turbocharger

v  (At constant) volume
w   Cooling water

Upper index
*  Equivalent

Introduction

Higher efficiency, large availability, reliability, high power 
capacity, and easier maintenance are some of the advantages 
of diesel engines. That is why they are still considered as the 
main prime movers of ships [1]. They are being also utilized 
as auxiliary engines for electricity generation on shipboards. 
Simultaneously, they emit a relatively high amount of green-
house gases (GHGs) due to the type of fuel they consume, 
and their characteristics. The main GHGs that diesel engines 
emit are NOx, SOx, COx, PM, and HC, among which CO 
and NO are the most toxic and harmful gases [2]. The emis-
sion of NOx from fossil fuels dominantly increases tropo-
spheric ozone and hydroxyl-radical concentrations over their 
natural 'background' levels, thereby increasing the oxidizing 
power of the atmosphere [3]. Recent advances in studying 
air quality and the health effects of shipping emissions are 
discussed by Contini and Merico [4].

Reduction of emission of GHG in shipping has been one 
of the main goals of the International Maritime Organisation 
(IMO) with adopting an amendment to the MARPOL Chap-
ter VI, providing mandatory Energy Efficiency Design Index 
(EEDI). Additionally, IMO currently proposed applying the 
Energy Efficiency of Existing Ships Index (EEXI) and Car-
bon Intensity Indicator (CII). These measures impose radi-
cal change on the maritime industry. Based on Annex VI, 
Regulations 13.8 and 5.32, starting from 2000, the Engine 
International Air Pollution Prevention (EIAPP) certificate 
is required for all ships that are equipped with marine die-
sel engines over 130-kW output power independent of the 
ship’s tonnage [5]. This mainly addresses the level of NOx 
emission and is put in order by defining three levels (Tiers) 
depending on the year of building and the rate of shaft revo-
lution. All new buildings after January 1, 2016, must sat-
isfy the criterion of Tier III. This limitation is related to 
those ships that are operating in the emission control areas 
(ECAs). Bouman has presented a comprehensive review of 
the technologies, measures, and potential for reducing GHG 
emissions from shipping taking into account 150 up-to-date 
research studies [6].

Regarding the above requirements, many technological 
solutions during the last two decades have been provided, 
which can be divided into two parts: primary and second-
ary. The main primary methods are decrease in injection 
duration, delay of the start of injection and pre-injection, 
modification of fuel injectors, controlling the combustion 
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pressure, increasing the ability and efficiency of scaveng-
ing air cooler, Miller cycle, water injection, and exhaust 
gas recirculation (EGR) [7, 8]. There are several secondary 
methods, while selective catalytic reduction (SCR) method 
is the most well-accepted solution, today [9]. There are many 
studies in which different solutions, methods, and strategies 
are compared to each other, e.g. [9–11].

Additionally, the possibility of using different fuels 
and their impact has been included in other studies. As an 
example, Jeevahan et al. have shown that although biodiesel 
produces higher NOx emissions with slightly lower brake 
thermal efficiency and advantages of reduced emissions of 
CO2, CO, HC, and smoke, there are some strategies such as 
fuel treatments, low-temperature combustion, mixing fuel 
additives and reformulating fuel composition that leads to 
the reduction of NOx emission [12].

Research on the reduction of NOx increased starting in 
1970, and the fundamental keys were mathematical models 
(both analytical and numerical), intensive experimental tests 
and measurements, and related simulations. Cakir presented 
a combustion model to account for the nitric oxide formation 
in diesel engines and compared the analytical model results 
with experimental data [13]. Way introduced methods for 
calculating the exhaust gas compositions and determining 
the NOx amount [14]. Miller described the mechanism and 
modelling of nitrogen chemistry in the combustion process 
[15].

Correa measured NOx emissions for a 250-MW-class 
combined-cycle unit for power generation with gaseous 
fuel and concluded that NO is formed in a distributed zone 
manner when the equilibrium and super-equilibrium effects 
can broaden the NOx-forming zones beyond the fine scales 
of turbulence, even in non-premixed flames [16]. Addition-
ally, the experimental results showed that the pressure and 
the structure of the turbulent flow field have a diminishing 
effect on NOx emissions in progressively leaner premixed 
combustion [16]. Chikahisa et al. investigated the process 
of NO formation and its characteristics in diesel engines 
using different emission control ideas and showed that the 
NO formation rate is independent of the mixing of combus-
tion gas [17]. The most important result of this study was 
identifying that NO emission is roughly proportional to the 
inverse of engine speed. Kikuta et al. analysed combustion 
and NO formation in large diesel engines using scale model 
experiments and compared them with the theoretical predic-
tions [18]. Particularly, the study describes flow patterns and 
flame distribution leading to determining the heat release 
rates and thermal efficiency. Then, based on these identifica-
tions, an algorithm to predict NO emissions was suggested.

Rausen et al. introduced several empirical formulae for 
identifying the combustion duration and heat release for a 
homogeneous charge compression ignition (HCCI) using 
a mean-value model [19]. Merker provided integrated 

information on the simulation of combustion and pollutant 
formation for engine development [20]. Aspiron presented 
combined physics-based equations and empirical formula, 
which takes engine speed, injected fuel mass, the cylinder 
charge, its composition, and the start of combustion with 
the corresponding pressure and temperature as inputs and 
calculates the NOx emission [21]. Arregle et al. showed that 
the accuracy of the in-cylinder air mass and the in-cylinder 
total mass is much more critical than that of the instanta-
neous in-cylinder pressure and the injected fuel mass for 
NOx prediction [22]. Therefore, accurate modelling of the 
intake air and EGR mixture temperature and fresh air mass 
is crucial to be able to rationally predict the NOx emission.

Egnell presented a multi-zone combustion diagnostic 
method, where measured pressure data were used to calcu-
late the heat release, local temperatures and concentrations 
of NO and other species [23]. Lamaris et al. also employed 
a multi-zone combustion model to estimate the performance 
characteristics and the NOx emissions of a 12.5-MW large-
scale two-stroke diesel engine [24]. Mocerino et al. devel-
oped a model using Ricardo WAVE software to simulate the 
dynamics and emissions of an internal combustion engine 
[25]. The model was employed as a tool for the evaluation of 
emissions, particularly NO. Papagiannakis [26], Benvenuto 
[27] and Stoumpos [28] analysed the emission character-
istics of dual-fuel engines. Scappin et al. introduced and 
utilized a zero-dimensional two-zone combustion model to 
simulate the performance and NOx emissions of a low-speed 
marine diesel engine using the extended Zeldovich mecha-
nism [29]. They achieved an accuracy of 95% in comparison 
with a full-scale experiment. In the context of multi-zone 
models, Hountalas, Savva and Raptotasios studies are also 
important [30–32].

Hybrid propulsion solutions and their impact on emis-
sions have also reached the great attention of scholars [33]. 
Last but not least, it should be mentioned that the accurate 
measurement of the gas composition has also assisted to 
improve the models and better setting up their parameters 
[34, 35].

The goal of this study is the evaluation of the consumed 
fuel and emitted NOx as one of the most harmful compo-
nents of GHG in sea waves in comparison with calm water. 
To define the problem, it should be noted that ships are 
mostly navigating in sea waves rather than in the calm water. 
A ship and its propulsion system in the calm water are in the 
steady condition, whereas, in sea waves, their performances 
are dominated by wave oscillations. In these circumstances, 
engine torque and speed fluctuate in response to the ship's 
motion, which in turn enforce the engine’s subsystems’ per-
formances to behave oscillatory. The above literature review 
reveals that the problem of GHG emission in sea waves has 
not been addressed by them. Therefore, the investigation 
of NOx as one of the main elements of GHG in sea waves 
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under the control strategy of constant engine speed (as usual 
practice) seems to be necessary, and it is the main objec-
tive of this study. This problem is related to several areas of 
research such as ship motion, propeller hydrodynamic per-
formances in waves, engine, and subsystem performances in 
waves. On that basis, the simplification for the modelling of 
whole systems is inevitable. Here, to study the impact of sea 
waves on the ship emissions, when the engine is equipped 
with a conventional speed governor, first a mathematical 
model is developed in which the dynamic of the hull, propel-
ler and engine in wave conditions is combined with the con-
trol strategy of the constant rotational speed of the engine. 
The mathematical model allows us to evaluate the consumed 
fuel as well as NOx as an important part of GHG. In the 
second stage of the study, a computer code is developed 
in MATLAB-SIMULINK for simulation purposes. Thirdly, 
this model is simulated for a selected ship in two regular 
waves and compared to the calm water conditions. In the 
fourth stage, a comparative analysis is conducted, where the 
system performances for calm and wave conditions are com-
pared. The results show a radical increase of NOx in waves 
in comparison with the calm water when the same control 
strategy is applied in all conditions. The new elements and 
contribution of the results of the study in the related research 
field include describing the impact of the traditional control 
strategy of constant rotational speed for ships on the fuel 
consumption and NOx emission profile in wave conditions, 
as well as explaining the changing of ship NOx emission of 
a ship in response to the sea wave.

Methodology and modelling

Generally, to evaluate the consumed fuel and the emitted 
GHG of ships in waves, several dynamic systems have to 
be coupled. They include hull motion in waves, propeller 
performance in waves, diesel engine behaviour under the 
selected control strategy to control the fuel rate, as well as 
engine subsystems. Having the mathematical model, then its 
parameters should be selected and set up. This can be done 
based on the model and experimental test or manufacturers’ 
data. Here, the results of model tests have been used both 
for ship hull resistance and for propeller open water char-
acteristics. The engine parameters have been set using the 
manufacturer’s data. Next, the model is coded for simula-
tion. The simulations are conducted for two regular sea head 
waves and in the related calm water under three different 
ship speeds. The results of simulation in the time domain 
that include the variables of the coupled system are then 
used to evaluate the impact of waves and constant rotational 
speed control strategy on the NOx emission. The developed 
mathematical model enables determining the average NO 
emission.

In this section, a justification for the selected type of 
mathematical model of the engine has been presented, 
firstly. Then, a description of the subsystems is provided, 
and finally, the mathematical models of each subsystem are 
delivered.

Selecting the type of engine model

The diesel engine performances in unsteady states are usu-
ally analysed using four model types.

Engine model type A set of simple first- or second-order 
transfer functions, which determine output variables, mainly 
engine torque, average indicated pressure, or temperature, 
in response to the input variables (fuel rack or fuel rate) as 
a black box.

Engine model type 2 Mean-Value Zero-Dimension 
(MVZD) model in which the mean value of variables such 
as mass flow rate, temperature, and the fuel-to-air ratio is 
determined for each block of diesel engine (for example 
including compressor, turbine, manifolds, charge air cooler, 
etc.), while all cylinders are considered as a single block.

Engine model type 3 Instantaneous-Value Zero-Dimen-
sional (IVZD) model, in comparison with MVZD, all vari-
ables are calculated instantaneously and individually for 
each cylinder.

Engine model type 4 Instantaneous-Value Multidimen-
sional (IVMD) model that is similar to IVZD, while the 
output variables are additionally determined depending on 
the geometric coordinates.

IVZD and IVMD models can be one-zone or multi-zone, 
and single-phase or multi-phase flow models, particularly 
with respect to the combustion process. Generally, IVZD or 
IVMD models with two-phase flow consideration including 
pure air and air mixed with exhaust gases are able to simu-
late the instantaneous unsteady values of NOx formation. 
However, the MVZD model evaluates the NOx emission 
as a function of averaged temperature along a cycle, which 
is less than the real combustion temperature, for which the 
NOx emission should be calculated for a period of combus-
tion. This approach has one significant weakness, which is 
assuming a linear distribution of NOx emission over time. 
The assumption, to some extent, disregards the strong non-
linearity of NOx formation as a function of combustion tem-
perature. Since the present study aims to compare the NOx 
emission under different operation conditions in sea waves 
with respect to calm water, applying an MVZD model seems 
to be justified when simultaneously reducing the time and 
cost of simulation.

The subsystems

To achieve the goal of the study, it is necessary to develop 
the mathematical model of the following subsystems: (1) 
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coupled equations of dynamics of ship motion, propeller, 
and engine, (2) total resistance that involves instantaneous 
wave forces in the x-direction (their mean value is known as 
added resistance), and (3) engine dynamics with the capabil-
ity of determining the variables of the combustion process, 
and particularly combustion temperature. These subsystems 
are interacting with each other, and therefore, they had to 
be integrated under one overall system. To set up the model 
parameters, the steady-state data delivered by the manufac-
turers as well as some empirical relationships are used. Such 
a built model is then coded in MATLAB-SIMULINK. The 
simulation is conducted for a selected ship, in the calm water 
and head sea waves of two regular waves. Each subsystem 
of the model has been individually verified. Ship resistance, 
propeller characteristics, and wave variables are based on the 
model tests. The engine performances are verified for a wide 
range of steady-state conditions by simulating the engine 
variables when a selected operating point is changed from 
100 to 10% of SMCR and vice versa. The increment of these 
changes was set from 10 to 50%.

Mathematical model

The layout of the mathematical model is presented in Fig. 1. 
It comprises five main modules, where the first (wave vari-
ables and resistance) and the fifth (overall system variables) 
modules stand as the input and output, respectively. Three 
other modules present the coupling equations of ship hull 

dynamics, propeller performances, and engine unsteady-
state variables.

Referring to Fig. 1, the first module has been already pre-
sented in [36]. The wave parameters were set in advance, 
and the variables of the generated wave are measured. It 
contains the calm water resistance and time series of wave 
force in the x-direction, which have been concluded from 
model tests. The second and third modules are described 
in [37]. The fourth module has been adapted so that the 
steady-state model applied in [36] is replaced by the mean-
value zero-dimensional (MVZD) model described in [38]. 
The fifth module is elaborated to determine the overall sys-
tem outputs, which integrates the outputs of modules 2, 3, 
and 4 by including their interrelations. A submodule for the 
NOx evaluation is developed and integrated under module 
5, where the NOx formation model is evaluated based on the 
mathematical model presented in detail by Heywood [39]. 
The developed mathematical model enables determining 
the average NO emission directly, where  NO2 emission can 
be estimated roughly as 10% of the calculated NO emis-
sion [38]. The coupled system of equations representing 
the described mathematical model is shown in Table 1. The 
assumptions applied for these equations are: (1) all gases 
are semi-ideal, (2) the pressure and mass losses are negli-
gible for all gases, (3) the mechanical losses are negligible, 
(4) the waves are regular, (5) the ship moves only along its 
longitudinal axes, when roll and pitch are omitted, and (6) 
ship is a rigid body.

Fig. 1  The layout of the math-
ematical model
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Table 1  The mathematical 
model Module 1 Ram(t) = Rtm(t) − RTm(u(t)) (1)

Ra(t) = �3
⋅ Ram(t) (2)

�e = �

(
1 − u

�

g
cos�

)
(3)

h(x, y,�, t) = �3(t) + y ⋅ �4(t) − x ⋅ �5(t) − � (x, y,�, t) , where: (4)

�3(t) = �3 cos
(
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�4(t) = �4 cos
(
�et + �4
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�5(t) = �5 cos
(
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Module 2 Tn(t) − RT(u(t)) − Ra(t) =
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Δ + xu̇

)
u̇(t) (9)

Module 3 JA(t) =
uA(t)

Dp|nP(t)| (10)

uA(t) = u(t)(1 − w(t)) + uPW cos
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�et − kxp cos�

)
 , where:

w = 0.45 Cp − 0.05(Robertson)
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 , where

� = real
�

1 −
acos�

�
+

�

�

√
1 − �2

�
 and � =

h

RP

(12)

QP(t) = KQ

(
JA(t)

)
�nP(t)

||nP(t)
||D5

P
(13)

Tn(t) = T(t)
(
1 − tT(t)

)
 , where tT = 0.5Cp − 0.12(Hecker) (14)

QE(t) − QP(t) = J �̇�(t) (15)

Module 4 Turbine:

ṁ5 = A∗
T
⋅ 𝜓T ⋅

√
Pgr ⋅ 𝜌gr , where: (16)

𝜓T

�
𝜋T

�
=

⎧⎪⎪⎨⎪⎪⎩

�
2𝜅T

𝜅T−1

�
𝜋

2

𝜅T

T
− 𝜋

𝜅T+1

𝜅T

T

�� 1

2

; 𝜋T ≥ 𝜋Tcr.

�
𝜅T.

�
2

𝜅T+1

� 𝜅T+1

𝜅T−1

� 1

2

; 𝜋T < 𝜋Tcr.

(17)

and

�Tcr.
=
(

2

�T+1

) �T

�T−1 (18)

PT = ṁ5 ⋅ 𝜂T ⋅
𝜅T

𝜅T−1
⋅ R5 ⋅ T5 ⋅

[
1 − 𝜋

(
𝜅T−1

𝜅T

)

T

]
(19)

Compressor:

ṁ1 = ṁ1

(
𝜔TC,𝜋C, T0

)
 ; (compressor map) (20)

PC =
1

𝜂C

⋅ ṁ1 ⋅
𝜅C

𝜅C−1
⋅ Rat ⋅ Tat ⋅

[
1 − 𝜋

(
𝜅C−1

𝜅C

)

C

]
(21)

T1 =
1

�C

Tat ⋅ �

�T−1

�T

C

(22)

Turbocharger shaft:
(
JTC�̇�tc = MT − MC − MTCloss

)
(23)

Charge air cooler:

T2 = T1 − �clr ⋅

(
T1 − Tw

)
(24)

Intake air receiver:

Vam ⋅

◦

𝜌ia = ṁ1 − ṁ3
(25)
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Results and discussion

In this section, the case study is presented, and the simu-
lation process is described. Next, the results of the simu-
lation are illustrated and interpreted. Finally, a detailed 
discussion is provided.

The selected ship is a container vessel, presented in 
[36], where the data regarding ship resistance and pro-
peller parameters, as well as propulsive coefficients, are 
described based on the model tests, Zeraatgar and Ghaemi 
[37]. For clarification purposes, the ship and propeller 
specifications are given in Table 2. The engine is MAN-
B&W 8S65ME-C8.5, equipped with a MAN B&W High 
Eff. TCA88 turbocharger [40, 41]. The fuel oil’s low calo-
rific value is assumed to equal 42,707 kJ/kg. The ambient 
conditions are 20 °C and 101,325 Pa. The kinematics of 
ship motion and the related coordination are set based on 
[42].

Ship motion and instantaneous wave force in the 
x-direction in two regular waves are recorded in towing 
tank in model scale of 40.75 as shown in Table 3.

Simulation is conducted for two considered waves 
as abbreviated W1 and W2 in Table 3. The simulation 
is continued in three more conditions, i.e., ship speed of 
11.761, 10. 541 and 10.156 in the calm water. The results 
include the variables of the hull, propeller, and engine, 
including the internal variables of the engines. Addition-
ally, fuel consumption and formation rate of NOx emission 
both in molar and mass terms are concluded and reported. 
The simulation time was set to 1800 s. The first 500 s 
are devoted to operation in the calm water, for the next 
approximately 800 s ship is in the wave, and finally, the 
last 500 s it is in the calm water.

When the ship is simulated for wave condition, based 
on the ship speed behaviour, it is concluded that the steady 
state has been approached approximately after 500  s. 
Therefore, the steady-state values of different variables 
could be selected for the time between 1200 and 1250, 
as the sample period. It should be noticed that the time 
during which the model in the experiment was in wave 
condition was not enough long to cover the whole simula-
tion time. Therefore, the wave total force in the x-direction 
is repeated several times to cover 800 s for simulation 
purposes.

Table 1  (continued)
dTam

dt
=

1

mam

[(
cp2

cvam

)
⋅ ṁ2 ⋅ T2 −

(
cpam

cvam

)
⋅ ṁ3 ⋅ T3 − Tam ⋅ ṁam

]
(26)

Exhaust gas receiver:

Vgr.
◦

𝜌gr = ṁ4 − ṁ5
(27)

dTgr

dt
=

1

mgr

[(
cp4

cvgr

)
⋅ ṁ4 ⋅ T4 −

(
cpgr

cvgr

)
⋅ ṁ5 ⋅ T5 − Tgr ⋅ ṁgr

]
(28)

Engine cylinders and combustion process:

ṁ3 = A∗
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⋅ 𝜓cyl

�
𝜋cyl

�
⋅

√
p3 ⋅ 𝜌3

(29)

ṁcombt =
𝜔

2𝜋
⋅ Vcyl ⋅ 𝜌3 ⋅ Z (30)

�fill = 1 − exp
(
−kb ⋅ �b

)
 , where:𝜆b ≈

ṁ3
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(31)

ṁcomb =
𝜔

2𝜋
⋅ Z ⋅ Vcyl ⋅

RamTam

pam

⋅

[
1 − exp

(
−kb ⋅ 𝜆b

)]
 , where: (32)

𝜆b =
2𝜋⋅ṁ3⋅Ram⋅Tam

𝜔⋅Z⋅Vcyl

(33)

PE = 𝜂E ⋅ ṁf ⋅ qf (34)

T4 = Tam ⋅

cp3

cp4

⋅
ṁ3−ṁcomb

ṁ4

+ Tcomb ⋅
ṁcomb

ṁ4

⋅

cpcomb

cp4

(35)

Tcomb =
qf⋅ṁf⋅(1−kloss)−PE

(ṁcomb+ṁf)⋅cp4

+ Tam ⋅
ṁcomb

ṁcomb+ṁf

⋅

cpam

cp4

(36)

NOx emission

d[NO]

dt
=

6.1016√
Tcomb

exp
�

−69090

Tcomb

��
O2

�1∕2

e
[N2]e

(37)
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The variables that have been determined within the simu-
lation process are about 43 (see Appendix). Some of the 
more important variables are depicted and discussed below.

The recorded resistance, as input, and the time traces of 
a set of selected variables are illustrated in Figs. 2, 3, 4, 5, 
6, 7, 8, 9 and 10. Only those variables that play a funda-
mental role to demonstrate the NOx emission with respect 
to the ship operation conditions are selected, presented, and 
analysed.

Figure 2 depicts resistance fluctuation in two regular 
waves, W1 and W2, scaled up for ship from the model test 
[37]. The ship speed is 11. 7 m/s (22.8 Kn) and the calm 
water resistance is 1160.9 kN which its range of fluctuation 
is several times higher than the calm water resistance.

Figure 3 illustrates the time trends of ship speed. Start-
ing from the calm water condition, the ship enters to head 
regular waves under the control strategy of constant engine 
speed. As a result, the ship speed reduces and fluctuates. Its 
mean value reaches 10.7 m/s and 10.2 m/s in W1 and W2, 
respectively. The fluctuation is not regular, and it repeats in 
each encounter period. Its amplitude is about 0.1 m/s and 
0.15 m/s in W1 and W2, respectively. The ship speed reduc-
tion, however, could be more by excluding the governor, 
which tries to maintain the engine rotational speed at a con-
stant level.

Figure 4 shows almost the same behaviour of engine rota-
tional speed that was observed for ship speed due to the 
application of the same governor and its command signal. 
The mean value of the engine rotational speed changes from 
9.72 to 9.82 and 9.80 RPM in W1 and W2, respectively. The 
amplitude of fluctuations is 1.0 RPM in W1 and 1.1 RPM 
in W2, which is not relatively too much. It is interesting 
to underline that the RPM fluctuation is a response to the 
resistance fluctuation in waves when the command rotational 
speed is kept at a constant level. Forcing the rotational speed 
to be maintained almost at a constant level means increasing 
the fuel consumption, and consequently higher emissions.

Figure 5 illustrates the fluctuation of propeller power 
demand. Its mean value is changed to 11,889  kW and 
13,066 kW in W1 and W2, respectively. The propeller power 
demand amplitude is extremely high as much as ten times of 
the mean value where the higher wave height causes higher 
fluctuation amplitude.

Figure 6 demonstrates the engine delivered power. It 
is achieved under circumstances of constant engine speed 
strategy as well as engine limiters. Its mean value in the 
calm water is 19319 kW and reduces to 10,908 kW and 
11,240 kW in W1 and W2, respectively. It is extremely high 
and is in impact form fluctuating as time marches. It should 
be noted that this is mostly related to the control strategy, as 
well as the diesel engine characteristics.

Figure 7 shows the spatial average of the temperature 
of combustion as a function of time. It follows the same 
trend as engine-delivered power following the constant 
rotational speed control strategy. Considering that the 
NOx emission is strongly dependent on this temperature, 
it changes in a vast range and very large fluctuations of the 
emissions should be expected in waves.

Fuel rate and consumed fuel are shown in Fig. 8. The 
mean fuel rate changes from 0.879 kg/s to 0.536 kg/s and 
0.561 kg/s in W1 and W2, respectively. To avoid any con-
fusion, the fuel rate at a ship speed of 10.561 m/s and 
10.156 m/s in the calm water condition (equivalent to the 
mean ship speed at W1 and W2) is calculated and shown 
in Table 4. They are 0.570 kg/s and 0.536 kg/s, respec-
tively. It is well known that the ship power is a function of 
power 3 to 4 of ship speed, while fuel rate is in the propor-
tion of ship power. That is why a marginal change in the 
mean value of ship speed results in a significant change 
in the fuel rate.

The values of the consumed fuel in W1 and W2 are mar-
ginally different. Again, it is mainly related to the selected 
control strategy, which keeps the rotational speed at a con-
stant level independent of the external and environmental 
conditions.

To show the impact of wave parameters, hull, propeller, 
and engine dynamics in sea waves on the NOx formation, 
the mean values of the variables presented in Figs. 2, 4, 5, 

Table 2  Ship and propeller specifications [36, 37]

Ship Δ (ton) LBP (m) B (m) T  (m) u (m/s) CB (–) CP (–)

26,980.22 182.880 24.414 9.782 23.82 0.600 0.615

Propeller DP (m) ZP (–) AE∕A
0
 (–) H∕DP (–)

7.590 5 0.5808 1.00

Table 3  Parameters of the generated regular waves for the model tests 
[37]

No H T

Model (cm) Ship (m) Model (s) Ship (s)

W1 4 1.63 1.13 7.23
W2 8 3.26 1.60 10.21
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6, 7, 8, 9 and 10 are evaluated and given in Table 4. Since 
the comparison to the calm water condition is necessary, the 
selected variables are calculated for three ship speeds: (1) 

u = 11.741 m/s, and no wave, (2) u = 10.561 m/s, equivalent 
to the ship mean speed in W1 navigating in the calm water, 
and (3) u = 10.156 m/s, equivalent to ship mean speed in 

Fig. 2  Total resistance fluctua-
tions for two wave conditions 
(upper part: overall, lower part: 
during the selected period in 
steady state)

Fig. 3  Ship speed versus time 
for two wave conditions (upper 
part: overall, lower part: during 
the selected period in steady 
state)

Fig. 4  Engine speed versus time 
for two wave conditions (upper 
part: overall, lower part: during 
the selected period in steady 
state)
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W2 navigating in the calm water. The mean value of the 
variables under the wave condition is calculated for the 
selected period of 50 s (from 1200 to 1250 s), where the 
ship is assumed to be in steady repeating oscillation.

Hereafter, the discussion is provided. Referring to the 
system of Eqs. (1) to (37) total resistance and fuel rate con-
trolled by the speed governor are dominating inputs that 
decide the time trend of other variables. As it is shown in 

Fig. 5  Propeller power demand 
versus time for two wave condi-
tions (upper part: overall, lower 
part: during the selected period 
in steady state)

Fig. 6  Engine delivered power 
versus time for two wave condi-
tions (upper part: overall, lower 
part: during the selected period 
in steady state)

Fig. 7  Average combustion 
temperature versus time for two 
wave conditions (upper part: 
overall, lower part: during the 
selected period in steady state)
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Fig. 2, the fluctuations of the total resistance due to the 
encountered wave are quite large. It becomes negative in 
some instances along a period, which means the ship is 
pushed forward by the sea wave despite the head sea condi-
tion. The negative values of total resistance are observed 
when the ship encounters the wave trough, depending on 
the wavelength to ship length ratio. However, the magnitude 

of the total resistance in such a condition is much less than 
the magnitude of the total resistance at the maximum level. 
Referring to the results given in Table 4, the added resistance 
in W1 and W2 is approximately 52 kN and 176 kN, respec-
tively. However, the min and max values of total resist-
ance are − 670 kN and + 4609 kN in W1, and − 2315 kN 
and + 6380 kN in W2. The impact of resistance fluctuations 

Fig. 8  Fuel rate (upper part) 
and consumed fuel (lower part) 
versus time for two wave condi-
tions

Fig. 9  Formation of NO: molar formation rate (upper part), mass formation acceleration (middle part), and mass formation rate (lower part) ver-
sus time for two wave conditions
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Fig. 10  A selected period in a steady state of formation of NO or NOx: molar formation rate (upper part), mass formation acceleration (middle 
part), and mass formation rate (lower part) for two wave conditions

Table 4  Mean values of the selected variables of the system

Variable Unit Calm (u = 11.741 m/s) Calm (u = 10.561 m/s) Calm (u = 10.156 m/s) W1 W2

Total resistance kN 1160,889 660,272 599,131 712,436 775,719
Ship speed m/s 11,741 10,561 10,156 10,561 10,156
Engine rotational speed rad/s 9721 9723 9828 9824 9804
Required power by propeller kW 19,301 6706 6085 11,889 13,066
Delivered power by engine kW 19,319 6710 6089 10,908 11,240
Average combustion temperature K 767 695 691 689 702
Voyaged distance m 587.049 528.050 507.800 528.055 507.798
Fuel rate kg/s 0.879 0.570 0.536 0.536 0.561
Consumed fuel kg 43.928 28.489 26.826 26.823 28.074
Consumed fuel per metre kg/m 0.075 0.054 0.053 0.051 0.055
Molar formation of nitrogen oxide mol/m3.s 1.731E−25 1.71E−29 9.060E−30 2.334E−11 1.689E−10
Mass formation acceleration of 

nitrogen oxide
g/s^2 1.895E−16 1.38E−20 6.926E−21 2.212E−02 2.065E−01

The mass formation rate of nitro-
gen oxide

g/s 6.377E−17 6.915E−19 3.463E−19 1.914E−04 2.131E−03

Emitted nitrogen oxide kg 9.630E−18 3.96E−16 1.98E−16 4.967E−04 5.566E−04
Specific emitted nitrogen oxide g/kWh 1.188E−17 3.710E−19 2.048E−19 6.317E−05 6.825E−04
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in a large range of variation on the rate of formation of NOx 
can be observed in Figs. 9 and 10. The NOx itself is the 
result of the frequent and large variation of average combus-
tion temperature shown in Fig. 7., which represents approxi-
mately 1200 °C oscillations, periodically. The latter has a 
direct influence on NOx emission, which is described by 
Eq. (37). The relationship between combustion temperature 
and molar formation rate of NO is shown in Fig. 11. It illus-
trates how temperatures higher than 1211 °C lead to molar 
formation rates of NO beyond 1E−6 mol/cm3s. It can be 
regarded as a limit that causes higher NOx emission than 1 
to 2 g/kWh (the lower bound of IMO Tier III is 1.96 g/kWh) 
for the considered case depending on the mass flow rate to 
the engine cylinders.

It should be also noted that the combustion temperature 
considered in this study is an average value that is calcu-
lated based on the MVZD model of the engine. It means 
that the combustion continuously happens in time but at a 
lower temperature. The instantaneous value in comparison 
with the mean value of this temperature during the com-
bustion process is several times higher, and consequently, 
the instantaneous emission rate is significantly higher, too. 
Therefore, the results are generally underestimated and must 
be regarded as conservative just for comparative analysis. 
However, the simulation results in the calm water, W1, 
and W2 conditions, relatively well describe the sea waves' 
impact on the NOx emissions. In other words, the MVZD 
model can help to compare the impact of ship environment 
on the NOx emission but is not able to provide a real and 
exact figure for NOx formation rate. The present study can 
be further developed to adopt IVZD or IVMD as an engine 
model to improve the NOx emission determination.

As an example, the mass formation rate of NO, given in 
Table 4, of 6915E−19 and 3463E−19 in calm water jumps 
up to 1914E−04 and 2131E−03 in W1 and W2 conditions, 
respectively. Even though the mean value of averaged com-
bustion temperature changes in a small range. That is due to 
large fluctuations of the NO formation rate shown in Fig. 9. 
These radical, large, and frequent fluctuations are the results 
of the applied control strategy, which is based on using a 
conventional governor to keep the engine rotational speed 
at a constant level. Such a strategy leads to a quick response 
to the environmental disturbances and significant change in 
the fuel rate in wave conditions, see Fig. 8. It is also the rea-
son for the rapid fluctuations of the engine power as shown 
in Fig. 6. To summarize, based on the given values in the 
last row of Table 4, it is determined that emitted nitrogen 
oxide in terms of kg/kWh has been increased approximately 
1.7E14 times more in the W1 condition and 3.3E15 times 
in the W2 condition, compared to their related calm water 
conditions, i.e. for ship speeds 10.561 m/s and 10.156 m/s, 
respectively. This addresses the need of changing the control 

strategy to decrease the emissions in wave conditions, which 
of course should be adjusted with no safety sacrificing.

Conclusions

The present study aims to investigate the influence of sea 
waves on the NOx emission of a selected ship equipped 
with a conventional marine diesel engine that is controlled 
by a governor to keep the engine and propeller rotational 
speed at a constant level. For this purpose, a proper math-
ematical model is developed in which the hull, propel-
ler, and engine interactions are taken into consideration. 
The model is then adapted for numerical simulation. The 
parameters of the model have been set based on the experi-
mental tests or manufacturers’ data. To do the comparative 
analysis, the simulation is conducted in two regular waves 
and three ship speeds in the calm water condition. There 
are five main findings of this study. Firstly, it is concluded 
that sea waves have a significant impact on the emitted 
NOx in comparison with the calm water condition at the 
same ship speed. Secondly, the simulation results show 
that the higher wave height causes higher total resistance 
in waves and in turn the emitted NOx becomes higher. The 
third one describes the reason for the radical increase of 
NOx in waves. It indicates that such a significant increase 
is associated with the conventional control strategy that 
is based on constant engine rotational speed using a con-
ventional speed governor, which is a usual practice in ship 
navigation. Following this finding, the fourth one can be 
formulated. The traditional control strategy of the constant 
engine rotational speed rapidly changes the instantane-
ous fuel rate to compensate the influence of instantaneous 
wave added resistance. This leads to the high variation 

Fig. 11  The rate of formation of nitrogen dioxide as a function of 
combustion temperature
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in temperature of gases in the combustion process which 
is blamed for the radical increase of emitted NOx. Sum-
ming up these four findings and the extent of the impact 
of sea wave conditions on the emissions in waves puts 
under question employing the traditional control strategy 

of constant engine rotational speed, and this is the final 
finding and overall conclusion of the study. It underlines 
that an alternate control strategy is necessary which avoids 
high and radical changes in fuel rate, prevents sharp and 
frequent change in combustion temperature and tremen-
dously improves the emission performance of the engine. 
In addition to this future research need, adequate control of 
the air mass flow into the engine that leads to reduction of 
NOx emission should be carefully studied. Further investi-
gations should be accompanied by employing an IVZD or 
IVMD model of the engine for stimulation purposes since 
the MVZD model is suitable for comparative analysis of 
NOx emission rather than determining its absolute values.

Appendix 1

The variables that are determined as the outputs of the simu-
lation code are given in Table 5.
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Table 5  The list of output variables of the computer code

1. Ship speed

2. Engine speed
3. Advance number
4. Propeller thrust and torque diminution factor
5. Net thrust
6. Propeller torque
7. Engine torque
8. Required brake power
9. Delivered brake power
10. Mass of air in the air manifold
11. Temp. of air in the air manifold
12. Mass of ex. gases in the ex. gases receiver
13. Temp. of ex. gases in the ex. gases receiver
14. The mass flow rate of exhaust gases after the turbine
15. Temp. of ex. gases after turbine
16. Average temp. of combustion process
17. Average temp. of outflow gases from engine cylinders
18. Fuel rate
19. The flow rate of air after the compressor
20. The flow rate of air into cylinders
21. The flow rate of air that takes part in combustion
22. The flow rate of exhaust gases after cylinders
23. The flow rate of exhaust gases into the turbine
24. The temperature of the air after the compressor
25. The temperature of air into cylinders
26. The temperature of air that takes part in combustion
27. The temperature of exhaust gases into turbine
28. The temperature of exhaust gases after the turbine
29. The pressure ratio of the compressor
30. The pressure ratio of the turbine
31. The tip speed of the compressor wheel
32. Power of compressor
33. Power of turbine
34. Angular velocity of the turbocharger shaft
35. Mass of air in the intake air manifold
36. The temperature of the air in the intake air manifold
37. The pressure of air in the intake air manifold
38. Mass of gases in exhaust gas receiver
39. The temperature of gases in the exhaust gas receiver
40. The pressure of gases in the exhaust gas receiver
41. Angular velocity of the engine shaft
42. Fuel-to-air ratio
43. The formation rate of nitrogen oxide
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Abstract
To promote the use of renewable energy (RE), several types of RE policies have been implemented globally. Among these, 
feed-in tariff (FiT) is one of the most accepted mechanisms of pricing policy. However, choosing the best policy for a market 
with a high RE penetration is a challenge. A case of Bhutan is considered in this paper as the source of electrical energy is 
predominantly hydropower. Additionally, a generous subsidy is provided by the government to keep the electricity tariff to 
a minimum. Recently, there has been an increase in the advocacy and motivation for other forms of RE sources (RES) to 
supplement hydropower and increase energy security in Bhutan. Bhutan aims to achieve a total of 20 MW of non-hydro RES 
by 2025 as per the RE policy of Bhutan. However, Bhutan still does not have an RE pricing policy, and therefore, there is a 
need to institute a suitable pricing mechanism to accommodate the penetration of the planned non-hydro RES. This paper 
discusses the challenges in introducing FiT for non-hydro RES in an electricity market dominated by hydropower in Bhutan. 
Subsequently, recommendations are made in the wake of subsidised electricity tariff, which is the lowest in the region at 
0.0171 USD/kWh for low voltage customers. FiTs for solar photovoltaic based on different categories of customers have 
been computed and proposed.

Keywords Deregulation · Renewable energy · Feed-in tariff · Electricity pricing · Electricity market

Introduction

Globally, there has been an increase in the use of renew-
able energy sources (RES) primarily to discourage the use 
of fossil-fuelled energy generation, reduce greenhouse gas 
emissions and increase energy security. Policy schemes such 
as feed-in tariff (FiT), net-metering and other mechanisms 
have been instituted to promote the use of RES. However, 
in regions where the share of RE is dominant, designing 
and implementing RE policy becomes a challenge. One such 
region is Bhutan, where the source of electricity is predomi-
nantly hydropower and a policy to provide incentives for the 
installation of RE is yet to be instituted.

Bhutan is blessed with a huge hydropower potential of 
36,900 MW with annual production capacity of 154,000 
GWh [1]. Chukha Hydropower Plant, the country’s first 
hydropower plant (HP) was established in 1986–88. 
Since then, there has been a considerable progress in the 

development of HPs in Bhutan. The total installed capac-
ity of hydropower in Bhutan today stands at 2335 MW [1], 
which is 6.32% of the total potential. About 70% of the total 
generation is exported and sold to India [2], Bhutan’s clos-
est neighbour and ally because of which there has been a 
surge in the country’s economy. The electricity exported to 
India topped 4,465 MU fetching Indian Rupees (Rs.) 10,080 
million (~ USD 136 million) in 2020, and the revenue from 
hydropower is approximately 7.5% of the country’s gross 
domestic product (GDP) [2].

In addition, Bhutan had set up an ambitious target of pro-
viding 100% electricity coverage to all households by 2020, 
but this target was brought forward, to be achieved by the 
year 2013 [3]. In May 2008, Bhutan and India signed the 
Protocol to the 2006 Agreement concerning Cooperation 
in the Field of Hydroelectric Power and agreed to achieve a 
total generation of 10,000 MW by the year 2020 in Bhutan 
[4]. However, considering the current pace of development 
and complexities involved in the construction of HPs and 
the fact that excessive dependence on a single resource for 
electricity would imperil the country’s energy security, the 
country has recently started identifying RES that would 
be most appropriate for Bhutan. Wind power and solar 
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power are the front runners among others in Bhutan. The 
theoretical solar potential in Bhutan is estimated at 6 TW, 
while the restricted technical potential is estimated at 12 
GW [5]. As per [5], the wind energy potential is estimated 
at around 760 MW, mostly in the northern region of Bhu-
tan, with Wangduephodrang district in the north account-
ing for around 19% of the total potential. The two districts 
in southern Bhutan; Chukha has 12% and Dagana, 10% of 
the total wind power potential [5]. Other renewable tech-
nologies such as biomass and biogas are mainly limited to 
cooking purposes in rural areas. RE policy has not been 
implemented yet in Bhutan and there are no private gen-
eration companies (GenCos). As the country look towards 
diversifying the sources of energy in Bhutan, there is a need 
to institute an appropriate RE pricing scheme. Among the 
existing RE policies, FiT is considered the most effective 
and widely implemented RE policy in the world [6],[6]. This 
paper discusses the challenges in introducing FiT in Bhutan 
and subsequently proposes recommendations in the wake 
of subsidised electricity tariff and a non-liberalised market 
dominated by hydropower.

Methodology

Energy sector in Bhutan

The energy sector in Bhutan has been restructured to address 
the need of the changing market scenario and to keep pace 
with the global change. The restructuring of the energy sec-
tor in Bhutan has not been long. It was only in 2002, when 

the energy sector, which was fully state-owned was restruc-
tured to derive maximum benefits for the country and the 
consumers.

Bhutan Power Corporation Limited (BPC), established 
on July 1, 2002, serves as the system operator for Bhutan 
and is responsible for both transmission and distribution of 
electricity in the country. In addition, BPC also looks after 
the Bhutan Power System Operator (BPSO), small/micro 
HPs and wind power plant comprised of two wind power 
generators of 2×300 kW in Rubessa, Wangduephodrang. 
Therefore, the role of BPC is comparatively unique from 
that of a conventional system operator elsewhere. Besides 
providing electricity services to the nation, BPC as one of 
the companies of Druk Holding and Investments (DHI) is 
also mandated to generate revenue for the company. Figure 1 
shows the overall structure of energy sector in Bhutan. In 
general, the power and energy sector in Bhutan is comprised 
of only government entities and currently, there are no pri-
vate GenCos, except as end-user consumers.

Renewable energy in Bhutan

Driven by the increasing domestic demand, risks due to 
reliance on a single source of electricity and the need to 
harness other forms of clean energy, the Ministry of Eco-
nomic Affairs of Bhutan (MoEA) had come up with a draft 
RE policy in 2011, which was finalised and released as the 
‘Alternative Renewable Energy Policy 2013 (AREP)’, the 
first edition of the renewable energy policy in Bhutan. Bhu-
tan shall strive to generate 20 MW by 2025 through a mix 

Fig. 1  Structure of energy sector in Bhutan
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of renewable technologies such as solar power, wind power, 
biomass, and others [8]. However, the targets set in AREP 
[8] as shown in Table 1 are comparatively lower than what 
is available [5].

Although focus on small hydropower has been made in 
[8], no specific target has been set for small hydropower less 
than 25 MW.

In Bhutan, the development and implementation of wind 
power and solar photovoltaic (PV) and their integration into 
the national grid is prioritised over other non-hydro RES [9]. 
The current priorities are small hydropower, wind power and 
solar PV as they seem most appropriate and viable consider-
ing the rugged mountain terrains of Bhutan [8]. In a country 
where hydropower is the main source of electricity and that 
major portion of the country’s economy depends on hydro-
power, penetration of other sources of renewable energy is 
seen as a challenge, primarily due to the overall costs and 
associated turnover. Keeping in view the challenges associ-
ated with hydropower generation, the threat to energy secu-
rity due to reliance on a single source of electricity, and 
the increasing imports of fossil fuels, Bhutan has started 
diversification of its energy resources [8]. As per [9], major 
activities have been planned to promote RE and include the 
following types of RES:

 (i) Wind power
 (ii) Solar PV
 (iii) Biomass, and
 (iv) Small hydropower.

In 2014, two wind electric generators were installed in 
Rubessa, Wangduephodrang. The 2×300 kW wind power 
plant was established mainly to reduce the import of elec-
tricity during the lean period, increase sale during summer 
and diversify energy resources in the country. Although 
non-hydro RES for the generation of electricity (RES-E) 
has penetrated the market, BPC does not levy a separate 
tariff to its customers.

BPC is responsible for the transmission and distribu-
tion of electricity to residential, commercial, and industrial 
customers irrespective of the type of source of electricity. 
However, with the increase in the percentage of RE pen-
etration, there will be a need to appropriately design and 
implement a pricing mechanism to suitably benefit investors 
as well as meet the objectives of the government. Addition-
ally, the RE policy of Bhutan also indicates a FiT scheme to 
be introduced [8]. At the moment, non-hydro RES penetra-
tion has remained insignificant and therefore, the electricity 
pricing modality and the tariff thereof continue to remain 
unchanged. The electricity generation from various sources 
in 2020 is shown in Fig. 2. [10].

Electricity generation from non-hydro RES-E will grow 
and the share of these RES-E is expected to reach 20 MW 
by 2025. The DRE had planned to install three major renew-
able power plants: A 30 MW solar power plant at Shingkhar, 
Bumthang, a 17 MW solar power plant at Sephu, Wang-
duephodrang and a 23 MW wind power plant at Gaselo, 
Wangduephodrang [11]. The planned solar power plants will 
be the first of their kind and the largest solar power plants 
in the country. While the plan to install the 17 MW Solar 
PV plant in Sephu is in progress, the 30 MW solar PV plant 
in Shingkhar has been suspended due to community issues.

Table 1  Renewable energy scenarios proposed in Bhutan by 2025 [5, 
8]

Source Capacity by 2025 (MW)

AREP target Low case Base case High case

Small Hydro – 37.2 67.5 110
Wind 5 2.4 5.1 7.8
Solar PV 5 2 6.1 11.9
Biomass 5 0.6 1 8.1
Others 5 – – –
Total 20 42.2 79.7 137.8

Fig. 2  Electricity generation 
from various sources in 2020
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Additionally, a utility scale 180 kW grid-tied ground 
mounted solar power plant was inaugurated on October 
4, 2021, in Rubessa, Wangduephodrang as a pilot project. 
The solar power plant is expected to provide electricity to 
around 90 households in the locality through the grid. There-
fore, FiT, or other pricing mechanisms will have to be care-
fully planned to suit the needs of the country in view of the 
increase in non-hydro RES-E.

Feed‑in tariff

Feed-in tariff in general is a government driven policy to 
promote and support investments in renewable power gen-
eration. FiT scheme enables the RE GenCos, such as solar, 
wind or small hydropower to receive an incentive for elec-
tricity generation.

As per [7], there are two types of FiT models: (i) Market-
dependent or Feed-in Premium (FiP) model and (ii) Market-
independent or Fixed Price model, where the main distinc-
tion is the dependency on the actual electricity market price. 
While the market-dependent model is associated with an 
additional premium on top of the market price, the market-
independent model offers a guaranteed minimum payment 
for every unit of electricity injected into the grid. FiTs facili-
tate long-term financial incentive to those who participate 
as GenCos and contribute electricity to the grid. Unlike the 
current system of unit-based pricing, the pricing is based on 
the conditions of the FiT contract with the utility company. 
A well-planned FiT can create a robust market for RE and 
encourage increased participation of RES-E. In addition to 
FiT, the following types of regulatory instruments in the 
promotion of RE are implemented:

 (i) Feed-in Premium
 (ii) Auction
 (iii) Quota
 (iv) Certificate system
 (v) Net-metering
 (vi) Mandate, and
 (vii) Registry

Fiscal incentives and other benefits such as grid access, 
access to finance and socio-economic benefits are also 
being implemented in the promotion of RE technologies. 
FiT schemes have been conducive to RE development since 
the early 2010's, however the focus has now shifted from 
FiTs to competitive tendering schemes such as auctions [12]. 
In [13], they have carried out an analysis to determine the 
effectiveness of the FiT policy and conclude that there are 
multiple avenues that can be leveraged to achieve a larger 
representation of RE. There is a preference for auctioning, 
net-metering and mini-grids as alternative mechanisms to 

FiT policies. It is reported that the implementation of these 
options should be done effectively to avoid challenges faced 
with the FiT policy [13]. In Malaysia, successful utilisation 
of RES for electricity generation and the global implemen-
tation of FiT has encouraged the implementation of FiT. 
Although FiT can be conveniently implemented for biomass, 
biogas and solid waste energy, FiT has not attracted expected 
investment in solar and wind RES due to their requirement 
of higher FiTs [14]. In Taiwan, the government has adopted 
FiTs coupled with a bidding process to determine subsi-
dised tariffs due to difficulties in setting tariff each year and 
because FiTs often cannot catch up with the market and 
technology-varying conditions [15]. Several nations have 
introduced technology-specific FiTs combined with net-
metering scheme.

Although FiT is an effective RE policy, it is interesting 
to note that several countries have either revised or discon-
tinued their FiT policy. In few cases, due to reduction in the 
solar PV costs, FiTs were replaced by combined policies 
and to prevent over-subsidisation in the markets [16]. More 
number of countries have opted auctions modality over FiTs 
as their renewable energy pricing policy [17]. The number of 
countries following FiT and Auction modality from the year 
2014 to 2016 is shown in Fig. 3 [17]. As seen from the trend, 
by the end of 2016, more than 70 countries had adopted auc-
tions as opposed to FiT. A substantial increase in the number 
of countries adopting auctions is noted as opposed to FiT, 
mostly due to their flexibility of design and because they can 
be made country specific.

Results and discussions

Feed‑in tariff in Bhutan

At the moment, there is a lack of FiT and other incentive 
schemes for RES in Bhutan. It would require a robust ena-
bling policy environment for Bhutan to achieve a total of 
20 MW of alternative RE generation by 2025 as planned. 
To enable a promising policy environment for alternate RE 
resources in Bhutan, the following are considered the high-
est priorities [18]:

 (i) formulation of renewable energy master plan to iden-
tify, assess, and forecast the resources,

 (ii) formulation of feed-in tariff framework, and
 (iii) preparation of implementation rules and guidelines 

of the alternative renewable energy policy.

With a feed-in policy in place, regulatory agencies such 
as the Bhutan Electricity Authority (BEA) and the DRE 
could initiate the development, implementation, and moni-
toring of the FiT programme. Further, the lack of private 
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GenCos in Bhutan has not conditioned the government to 
pursue such feed-in policies. Further, in a study conducted 
by [19], it has been opinioned that there is a barrier to pro-
moting non-hydro RES due to the absence of a FiT policy 
in Bhutan. Based on the nature of the feed-in policy (feed-in 
tariff or feed-in premium), several types of incentives can 
be developed. As per [8], BEA shall design and develop the 
following:

 (i) fed-in tariff as per the principles contained in the 
policy, and

 (ii) norms related to grid connectivity/interfacing and 
load dispatch, etc.

Considering all circumstances, the current choice of RE 
pricing policy in Bhutan is FiT [8].

Electricity pricing in Bhutan

Bhutan’s current electricity market structure is unique 
as all components of the power sector (generation, trans-
mission, and distribution) operate under one entity, the 
DHI, which is the largest and only government-owned 
holding company in Bhutan. To encourage additional 
participants in the electricity market, the government will 
have to devise various strategies, and this will necessitate 
a major reform in the electricity market structure. Fur-
ther, Bhutan currently exports electricity to only a sin-
gle customer, which is India. To benefit more customers, 
enhance cross-border energy trade, and increase energy 
security, Bhutan will have to continue exploring oppor-
tunities to export energy to other neighbouring countries 
such as Bangladesh, Nepal, and Myanmar. Additionally, 
Bhutan’s dependency on energy export from hydropower, 

a single source of energy comes with a challenge to its 
energy security.

The electricity pricing in general is determined by 
the generation cost, transmission cost, distribution cost, 
interests and depreciation of assets, salaries of employ-
ees, and profit. These costs further depend on numerous 
factors, such as connected load, load conditions, demand 
factor, load factor, diversity factor, plant capacity factor, 
etc., which makes the fixation of tariff in an electricity 
market rigorous. BPC as the state-owned system operator, 
levies electricity costs on customers and these prices are 
regulated by BEA. The past and current end-user tariff is 
shown in Table 2 [20, 21].

Over the years, there has been a steady rise in the domes-
tic electricity tariff based on numerous factors. Although 
small, the rise has been steady, and an extrapolation of the 
tariff gives an average annual increase of 1.8%. The varia-
tion in the tariff for low voltage (LV) customers from 2017 
to 2022 (projected) is shown in Fig. 4. It can be concluded 
that the rise over the years is held minimum due to subsidies 
provided by the government.

The electricity prices in Bhutan are determined by the 
BEA and fixed in accordance with the Tariff Determination 
Regulation 2016 of Bhutan. The regulation provides for the 
electricity prices in accordance with the Electricity Act of 
Bhutan 2001 and the Domestic Electricity Tariff Policy 2016. 
These prices apply to all licensees including the following 
[22]:

 (i) Generation licensee.
 (ii) Transmission licensee.
 (iii) Distribution and supply licensee.
 (iv) System operation licensee.

Fig. 3  Number of countries 
adopting FiT and Auction [17]

33 36 39
44

49
55

62
70

75
71

80 81 83

8 8 11 11 11

21
29

36

46

55
60

64

73

0

10

20

30

40

50

60

70

80

90

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

FiT Auction

N
um

be
r o

f c
ou

nt
rie

s

Years



618 International Journal of Energy and Environmental Engineering (2023) 14:613–626

1 3

Further, all electricity tariffs for the sale of electricity 
must comply with the terms of the regulation, except for the 
following [22]:

 (i) import of electricity from other countries,
 (ii) export of electricity to other countries, and
 (iii) sale of electricity from generators under Power Pur-

chase Agreements (PPA).

Table 2  Electricity tariff in Bhutan

*For 2017–2018, it is only up to 300 kWh instead of 500 kWh
**Conversion rate as of Feb 2022 is approximately, USD 1 = Nu. 74.8

Tariff Structure Unit** 1/1/2017 – 
30/6/2017

1/7/2017 – 
30/6/2018

1/7/2018 – 
30/6/2019

1/10/2019 – 
30/6/2020

1/7/2020 – 
30/6/2021

1/7/2021 – 
30/6/2022

Low Voltage (LV)
LV Block I (Rural) Nu./kWh 0 0 0 0 0 0
0–100 kWh
LV Block I (Highlanders) Nu./kWh – – – 0 0 0
0–200 kWh
LV Block I (Others) Nu./kWh 1.28 1.28 1.28 1.28 1.28 1.28
0–100 kWh
LV Block II (All) Nu./kWh 2.52 2.60 2.68 2.68 2.68 2.68
101–500 kWh*

LV Block III (All) Nu./kWh 3.33 3.43 3.53 3.57 3.60 3.64
> 500 kWh*

LV Bulk Nu./kWh 3.79 3.90 4.02 4.06 4.10 4.14
Medium Voltage (MV)
Energy Charge Nu./kWh 2.00 2.07 2.16 2.24 2.45 2.65
Demand Charge Nu./kWh 250 275 300 325 325 325
High Voltage (HV)
Energy Charge Nu./kWh 1.59 1.59 1.59 1.50 1.50 1.50
Demand Charge Nu./kVA/Month 262 262 262 292 292 292
Wheeling Nu./kWh 0.195 0.195 0.195 0.27 0.27 0.27

Fig. 4  Increase in the LV tariff 
from 2017 to 2022
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The existing low tariff has enabled significant suc-
cess in the overall socio-economic growth in Bhutan. 
There has also been an increase in the small, medium, 
and large energy intensive industries due to the access to 
reliable and affordable electricity. This is evident from 
the government’s initiative of establishing various spe-
cial economic zones in the country [7], where citizens 
are encouraged to establish various industries through 
government-led schemes. However, hydropower projects 
have their own share of shortfalls. Environmentalists con-
tinue to question whether hydropower projects in Bhutan 
can really be considered as ‘clean’ sources of electricity.

In addition, there have been bottlenecks in the con-
struction of hydropower projects, such as the construc-
tion of the 1200 MW Punatshangchhu-I which began in 
2008 and was scheduled to be completed in 2016, but the 
completion date has been further delayed. The project has 
been facing serious challenges due to geological condi-
tions in the construction of the dam. The delay in the 
completion of the project has caused serious financial and 
resource implications to the government.

Considering all circumstances, the government has 
now started embracing other forms of RE. Several pro-
jects are in the pipeline and constructions will begin soon. 
A pricing modality needs to be developed to encourage 
the establishment of non-hydro RES-E projects in the 
country. As per [8], all RE projects for electricity gen-
eration except for mini, micro, and small hydropower are 
to be developed under Build, Own, Operate (BOO) model.

Electricity tariff computation

The electricity tariff payable to BPC is derived as follows 
[23]:

where CoS = GC + NC.
The cost of supply CoS is the sum of generation cost 

GC from DGPC and network cost NC (transmission and dis-
tribution) from BPC. CoS includes the allowances for opera-
tion and maintenance costs, depreciation, return on fixed 
assets, i.e., including an allowance for company taxation, 
cost of working capital and any regulatory fees, duties, or 
levies that the licensee is liable to pay.

The network cost NC, includes the operation and mainte-
nance costs, depreciation, return on fixed assets i.e., includ-
ing an allowance for company taxation, cost of working 
capital and any regulatory fees, duties, or levies that the 
licensee is liable to pay, cost of losses to transmit, distribute 
and supply electricity to the customers. SR is the subsidy 
granted by the royal government of Bhutan (RGoB) to BPC 
to keep the MV and LV customer tariffs lower than the CoS.

The end-user tariff for LV, MV and HV works out as 
shown in Table 3 for the tariff sample of 2017 [23]. From the 
table, we see that the unit price of LV for all levels of block 
is Nu. 5.81 (USD 0.0776). The subsidy provided by the gov-
ernment ranges from 0 to 5.81 Nu./kWh (0 to 0.0776 USD/
kWh), based on the customer type and consumption. For the 
LV customers, it ranges from 1.91 to 5.81 Nu./kWh (0.0255 

(1)ET = CoS − SR(USD∕kWh)

Table 3  Computation of end-user tariff [23]

Customer group Generation cost, 
DGPC (Nu/kWh)

Network cost, BPC 
(Nu/kWh)

Total COS (Nu/
kWh)

Subsidy (Nu/
kWh)

Tariff (Nu.)

GC NC CoS SR ET

LV Consumers (230/415 V)
Block I (Rural Domestic) ≤ 100 kWh 5.81 0.00/kWh
Block I (Others) ≤ 100 kWh 4.53 1.28/kWh
Block II ≥ 101 kWh to ≤ 300 kWh 1.59 4.22 5.81 3.21 2.60/kWh
Block III ≥ 301 kWh 2.38 3.43/kWh
LV Bulk 1.91 3.90/kWh
MV Consumers (6.6/11/33 kV)
Demand charge 1.59 3.79 5.38 1.53 275/kVA/month
Energy charge 2.07/kWh
HV Consumers (66 kV and above)
Demand charge 1.59 0.64 2.23 0 262/kVA/month
Energy charge 0 1.59/kWh
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to 0.0776 USD/kWh), which works out to a minimum of 
32.87% to a maximum of 100% for LV customers. Likewise, 
subsidy is also provided to MV customers. Therefore, it is 
evident from Table 3 that the government provides electric-
ity subsidy based on different category of customers, mainly 
supporting those in rural areas.

In Bhutan, all generation plants fully owned by the RGoB 
must provide 15% of the annual generation as royalty energy 
to the government free of charge [24]. This enables the gov-
ernment to grant significant subsidies so that the domestic 
tariff is kept at minimum. To ascertain the impact of the sub-
sidy provided by the government which eventually benefits 
the end-user customers in Bhutan, electricity pricing in the 
South Asian region is compared.

Table 4 gives a comparison of the average electricity 
pricing across South Asian countries and Fig. 5 compares 
the average electricity price for household customers as of 

October 2015 [24]. From the comparisons, it is evident that 
Bhutan has the lowest unit price for household customers 
among the South Asian countries, while Sri Lanka has the 
highest unit price with a monthly consumption of 600 kWh. 
The comparison also indicates that the average unit prices 
of household customers as well as that for commercial and 
industrial customers are the lowest in Bhutan. Unfortunately, 
these lead to bigger challenges for those wishing to venture 
into non-hydro RES-E in Bhutan. Consequently, designing a 
renewable pricing policy becomes a bigger challenge.

Pricing mechanism

In the context of the current discussion, the following two 
objectives among others given in [25] are relevant and 
important:

Table 4  Average electricity price in South Asian countries in US cents/kWh at unity power factor [24]

USD conversion rate as of Oct 31, 2015: USD 1.00 = Nu. 65.40

Customer category Class Electricity use 
(kWh/month)

Max. 
demand 
(kW)

Bangladesh Bhutan India (Assam) Maldives Nepal Sri Lanka

Household Small 30 – 4.82 0.00 5.09 20.47 4.76 2.50
Medium 90 – 5.42 1.92 6.32 20.47 7.35 6.84
Large 180 – 6.21 2.70 10.68 21.18 8.16 15.89
Very Large 600 – 8.24 3.97 10.68 23.93 9.99 27.35

Commercial Small 1000 – 12.76 5.53 12.15 30.99 9.82 15.52
Medium 58,000 180 9.97 4.74 12.18 34.05 9.46 17.99
Large 600,000 1500 9.83 3.62 12.18 34.11 9.46 16.90

Industrial Small 5000 – 10.07 5.53 8.05 33.49 7.83 8.71
Medium 65,000 180 9.97 4.63 10.51 34.06 7.39 11.30
Large 270,000 600 9.84 3.54 11.48 34.10 6.65 10.86
Very Large 1,050,000 2250 9.83 3.52 11.48 34.11 6.31 10.85

Fig. 5  Comparison of average 
electricity price for household 
customers in South Asian 
countries
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(i) to promote a safe and reliable supply of electricity 
throughout the country (leading to increased energy secu-
rity), and
(ii) to promote development of renewable energy 
resources.

It has been established that a well-designed FiT scheme 
offer multiple benefits to all stakeholders as the tariff can 
be both cost-effective and cost-efficient. However, in a 
RE-rich market with subsidised electricity prices, design-
ing an effective FiT scheme will demand careful analysis 
and planning. Additionally, once these subsidies are with-
drawn, private players may see promising prospects while 
the general population may end up paying an increased 
tariff. Further, the introduction of a FiT without careful 
analysis may drive the existing electricity tariff to rise con-
siderably. This may put economic pressure on the general 
mass, while only a handful of private participants operat-
ing as GenCos may benefit financially. Currently, there is 
a lack of standard for private sectors to participate in RE 
generation and the rate of subsidy provided by the govern-
ment makes it difficult for private individuals and business 
entities to participate in RE business in Bhutan. This also 
poses one of the biggest challenges in implementing a FiT 
policy, aggravated by the lack of adequate grid infrastruc-
ture to support such schemes. As the overall design of FiT 
scheme is also influenced by the market design and the 
availability of resources, the FiT scheme may not allow 
an effective market integration of RE. FiT in a non-liber-
alised, monopolised electricity market is not encouraging, 
perhaps only when there are adequate number of private 
participations. Further, as recommended by [26], FiT poli-
cies must be kept transparent, less complex and consider 
local conditions such as RES-E potential.

This work proposes FiT scheme taking into consideration 
the following factors:

(i) Energy is almost entirely hydropower based.
(ii) Subsidy is provided by the government that results in 
a lower tariff for end-users.
(iii) Lack of private participation and knowledge of the 
benefits of investing in RES.

Globally, favourable policies such as FiTs, renew-
able portfolio standards, tenders, and tax incentives have 
contributed to the growth in RES-E although these were 
aimed at overcoming initial barrier to the development 
of RES-E when compared to the costs related to conven-
tional sources of generation [27]. Further, increase in the 
RES-E penetration could impact electricity prices and con-
sequently, the revenue opportunities for RES-E plants. It 
will be a challenge to maintain rapid RES-E supply growth 
against decreasing costs and technical and market operation 

challenges associated with high penetration levels of RES-E 
[27]. In the case of Bhutan, where such initiatives are yet to 
take place, modifications in the FiTs will have to be made to 
address the required needs of the investors and the govern-
ment in future.

The levelised cost of energy (LCOE), which serves as a 
cost indicator for various RE technologies has an influence 
on the design of pricing strategies for RES-E. LCOE will 
continue to decrease for solar PV and wind power, while for 
hydropower, it will increase, primarily due to inflation and 
labour cost [28–30]. Therefore, it is more viable to opt for 
non-hydro RES-E, especially solar PV.

In terms of evolution in the incentive schemes, [31] 
gives a historical perspective of the introduction of the Grid 
Feed-in Law in 1990 in Germany, which was replaced by 
the Renewable Energy Sources Act (EEG 2000) based FiT 
scheme in 2000. They further give the underlying reasons 
for moving from fixed FiT scheme to auctions since 2016, 
although exceptions have been made for smaller-sized 
installations of less than 750 kW where these installations 
continue to receive FiTs. In Germany, solar PV investors 
between 300 to 750 kW are provided with the following 
two options [32]:

(i) Tender scheme for utility scale PV without self-con-
sumption, and
(ii) FiT, halved compared to smaller systems, allowing 
self-consumption is allowed.

For the existing market in Bhutan, subsidy provided by 
the government is based on ‘blocks’ of consumers. Cur-
rently, there are no grid regulations and no incentives for 
private participants. Therefore, to determine FiT for effec-
tive implementation, the following components of the FiT 
pricing as per the traditional definition of FiT will need to 
be considered:

(i) Generation tariff – where the generator is paid for 
every kWh of electricity generated.
(ii) Export tariff – where the generator is paid for every 
kWh injected into the grid.
(iii) Rate of own usage – rate at which deficit energy is 
bought from the grid.

The existing pricing modality in Bhutan is shown in 
Fig. 6. Customers pay subsidised electricity tariff ET and 
the rate at which power is exported to the third country PEE 
is based on the power purchase agreement (PPA) signed with 
the third country. In absence of fossil-fuelled energy sources 
in the country, and the existence of a well-established energy 
sector with hydropower as the primary source, support for 
other forms of RE is not well pronounced. Further, as per the 
energy policy, there is a cap of 25 MW of total generation 
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from non-hydro RES-E by 2025. Therefore, based on the 
prioritised non-hydro RES-E in [8], a suitable FiT scheme 
needs to be designed for solar power and wind power.

While designing the scheme, it must be noted that the non-
hydro RES-E investors do not suffer any losses. FiT is based 
on several economic and cost aspects, including LCOE for 
various RE technologies. The LCOE of residential PV systems 
in 2019 was between 0.063 USD/kWh and 0.265 USD/kWh 
[33]. India and China had the lowest country/market average 
LCOE for commercial PV up to 500 kW. Further, for onshore 
wind, the global weighted-average LCOE in 2019 was 0.053 
USD/kWh. The most competitive weighted average LCOE 
below 0.050 USD/kWh was observed in India and China and 
the LCOE is expected to further reduce [33].

While information on LCOE for different RE technologies 
in Bhutan would be ideal for this study, reliable information 
and data is not available. Therefore, data from India, 0.063 
USD/kWh is used instead, owing to the proximity, and hav-
ing a similar market scenario. The average residential load is 
assumed to be 5 kW.

To assess LCOE since it has an influence on the pricing 
strategy, LCOE in select countries have been reviewed. Table 5 
shows the LCOE for residential solar PV and onshore wind 
power in various countries. Further, the lifetime of solar PV is 
between 20 and 35 years [33]. Therefore, it is safe to assume 
the project lifetime n of solar PV to be 25 years in the current 
work. For wind power plants, [34] has concluded that the use-
ful life of wind power plant has changed over time and today 
it stands at an average of 30 years.

An investor or a homeowner will only opt for non-hydro 
RES-E if it offers an undue advantage over that from the grid. 
If TCRES−E is the total cost in its lifetime n with electricity 
from non-hydro RES-E and TCgrid is the total earnings in its 
lifetime n with energy into the grid, the following preliminary 
condition for an investor to invest in RES-E must be satisfied:

The total costs TCRES - E and TCgrid are given by,

where Eg is the total energy generation in n number of years 
and m is the number of months in a year, Ei is the kWh 
injected into the grid, and ET is the retail LV tariff with an 
annual increase r at 1.8% per year as indicated in Fig. 4. The 
simplest forms of determining the total costs are considered 
in Eq. (3) and it does not account for taxes, discount rates 
and other associated costs pertaining to Bhutan.

Results

Considering the current market scenario, it is proposed that the 
FiT is pegged with the block-wise subsidy to enable each cat-
egory of customer to make net savings for injecting equivalent 
kWh into the grid. FiT is computed based on the maximum 

(2)TCRES - E < TCgrid

(3)TCRES - E = nEgLCOE

(4)TCgrid = nmEiET (1 + r)n−1

Fig. 6  Existing pricing mecha-
nism

RGoB DGPC

BPC

Provides subsidy, SR

(0 – 100%)

Domestic CustomersThird Country

Export 
(PPA), PEE

Subsidised tariff, ET

Royalty Energy
(15% of the annual 

generation)

Generation Cost, GC

Network Cost, NC

Table 5  LCOE (USD/kWh) for 
residential solar PV & onshore 
wind power in various countries 
in 2019 [33]

RES-E India Japan China USA Germany

Wind USD/ kWh 0.049 0.113 0.047 0.046 0.068
PV 0.063 0.163 0.067 0.171 0.138
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subsidy SR_ max and electricity tariff ET for each category of LV 
customer. As a sample, FiT for LV Block-I (others) FiTLVB1_o 
is fixed as given below:

FiTLVB1_o = 5.81−1.28 = 4.53 Nu.∕kWh = 0.0606 USD∕kWh , and 
LCOE is 0.063 USD/kWh. The proposed FiTs with net sav-
ings that each category of customer/investor can make, con-
sidering a plant life of 25 years with 1.8% annual increase in 
the retail tariff have been computed and shown in Table 6.

The preliminary condition for an investor to opt for non-
hydro RES-E based on Eq. (2) is shown in Fig. 7.

The following conclusions can be drawn from Table 6 
and Fig. 7:

 (i) The proposed FiT will not be effective for LV cus-
tomers in rural, highland areas, Block I (others) and 
Block II (all) as they receive subsidies of 0.0777, 
0.0777, 0.0606 and 0.0418 USD/kWh respectively.

 (ii) Only LV Block III and LV Bulk customers with net 
injection of 500 and 1000 kWh per month respec-
tively will be able to make savings if they opt for 
RES-E (solar PV). The proposed FiTs are 0.0290 and 
0.0223 USD/kWh respectively, when export tariff 
component is pegged with the subsidy.

(5)FiTLVB1_o = SR_ max − ET_LVB1_0

 (iii) To encourage maximum number of participants in 
the RE market, a generation tariff pegged with the 
lowest tariff (0.0171 USD/kWh) can also be provided 
in addition to the export tariff. This will result in a 
higher net savings for all categories of LV customers, 
including rural and highlanders.

Further, FiTs for different countries in the region and 
other areas where it has gained significant success are shown 
in Table 7 for the purpose of drawing comparison with the 
proposed FiT.

For the purpose of drawing comparison between the pro-
posed FiT and the FiTs given in Table 7, the lowest values 
of FiTs in these respective countries are considered. The 
comparative analysis is drawn and shown in Fig. 8. From 
the comparative analysis, it can be concluded that the pro-
posed FiT in Bhutan remains the lowest for all categories of 
customers, as it is pegged with the rate of subsidy provided 
by the government. This will not be encouraging for the 
private investors who wish to participate in FiT scheme in 
Bhutan, and therefore, a more rigorous scheme will have to 
be instituted to encourage private investors.

To encourage private participants to invest in non-hydro 
RES-E in a country with high ratio of RE (hydropower) and 
to achieve reasonable return on investment, the following 
recommendations are made:

Table 6  Comparison of costs and the proposed FiT

*The upper limits have been suitably assumed for the purpose of the study

Category of Customer kWh injected into 
grid/ month, Ei

Retail electric-
ity tariff, ET

Proposed FiT 
(USD/kWh)

Total earnings from 
grid, TCgrid (USD)

Total cost for RES-
E, TCRES−E (USD)

Net savings 
(USD/kWh)

LV Block I (Rural) 100 0.0000 0.0777 0 1890 −1890
LV Block I (Highlanders) 200 0.0000 0.0777 0 3780 −3780
LV Block I (Others) 100 0.0171 0.0606 788 1890 −1102
LV Block II (All) 500 0.0358 0.0418 8247 9450 −1203
LV Block  III* (All) 1000 0.0487 0.0290 22,401 18,900 3501
LV  Bulk* 5000 0.0553 0.0223 127,390 94,500 32,890

Fig. 7  Condition for investors to 
opt for RES-E
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 (i) For a system with block rate tariff, FiTs can be fixed 
based on the ‘blocks’ of kWh injected into the grid.

 (ii) Export tariff component of FiT can be pegged with 
the block rate tariff. LV customers will continue to 
draw benefits for their investment in non-hydro RES-
E. Any sale of electricity after n years can be consid-
ered as ‘profit.’

 (iii) The generation tariff (FiT) can be pegged to the 
lowest subsidy rate. However, for the government 
to make marginal profit, the FiT remains lower or 
equal to the power export tariff (PEE) based on the 
power purchase agreement, which may also include 

framework for future bilateral cooperation in the field 
of energy between two nations.

 (iv) In place of ‘generation tariff,’ a tax credit can also 
be provided. As the percentage of non-hydro RES-E 
installation is going to be minimal due to the 25 MW 
cap on the installation of RES-E, this will not have 
any major financial constraints on the government. 
This strategy will encourage a greater number of par-
ticipants.

The above analysis pertains to a rooftop solar PV, how-
ever, LCOE is technology-based and to make the proposal 
generic, pricing modality is proposed as shown in Table 8 
for both wind and solar PV for a period of 25 years.

It must be noted that the retail tariff as well as the power 
export tariff keeps varying based on the market scenario 
and PPA, respectively. These variations must be taken into 
consideration while designing FiT so that the government 
nor the investor incurs loss. Although many RE-matured 
countries like United Kingdom and Germany are moving 
towards tendering scheme, for Bhutan, where there is lack of 
i) deregulated market ii) RE pricing modality, and iii) private 
participants, the pricing modality can be initiated with FiT 
scheme as proposed. With experience and increase in the 
number of participants, the following alternatives as shown 
in Table 9 can be proposed in place of FiT.

Table 7  FiTs (USD/kWh) in select countries for solar PV

a Based on [35] since it is the closest Indian state to Bhutan. Although competitive bidding is largely followed, the proposed FiT for 1 MW to 
5 MW solar PV in 2021 was 3 Rs./kWh (0.0405 USD/kWh)[35]
b Provisional solar PV FiTs for the fiscal year April 2020–March 2021 in Japan based on the Ministry of Economy, Trade and Industry (METI) 
[36]
c FiT is based on large PV projects in three different regions in China [37]
d Fit for Los Angeles Department of Water & Power [38]
e FiT in Germany [39]

Indiaa Japanb Chinac USAd Germanye

 ~ 0.0405/kWh 
(1 – 5 MW)

 ~ 0.19/kWh (< 10 kW)  ~ 0.0757 (region I)  ~ 0.1450 (30–500 kW)  ~ 0.1220 (0–10 kW)

 ~ 0.12/kWh (10–50 kW) ~ 0.11/kWh 
(50 to 250 kW) Tender > 250 kW

 ~ 0.0908 (region 
II) ~ 0.1059 (region 
III)

 ~ 0.1300 
(> 500 kW–3 MW) ~ 0.1350 
(> 3 MW)

 ~ 0.1187 (10–
40 kW) ~ 0.1061 
(40–100 kW)
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Fig. 8  Proposed FiT and FiTs in countries where it has been success-
fully implemented

Table 8  Proposal for FiT 
scheme

Option FiT Benefit to the investor/generator Benefit to the government

A Generation 
tariff+Export tariff

Yes Yes

B Export tariff Yes, but only to higher category of 
customers

Yes, more than Option A
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Limitations and future work

The proposed schemes are based on a simplified method 
where assumptions are made on the LCOE of the two vari-
able renewable energy (VRE) sources due to lack of data 
specific to Bhutan. Recommendations made in this paper 
would serve as a guideline for decision making, planning, 
and instituting a more robust system to introduce RE policy 
for non-hydro RES-E. As it would be a challenge to intro-
duce an RE policy in Bhutan primarily due to the source of 
electricity being hydropower and generous subsidies pro-
vided by the government, it would necessitate the coopera-
tion of all players: MoEA, BEA and DHI (BPC & DGPC) to 
work on a suitable RE policy. One of the immediate research 
works would be to determine LCOE for various RE tech-
nologies in Bhutan, in particular wind power and solar PV. 
Thereafter, we draw comparisons on different RE policies 
suitable for Bhutan’s unique energy market on the basis of 
LCOE and subsidies provided by the government.

Conclusion

In a market with high share of RE, promotion and invest-
ment in additional RES-E is seen as a challenge. With the 
increase in the share of RE installations globally, several 
countries have started moving away from the traditional 
FiT scheme into tendering and other revised schemes. In 
the case of Bhutan, it is a challenge to promote and invest 
in non-hydro RES-E since the electricity tariff is the lowest 
in the South Asian region. However, apart from the finan-
cial aspects, there is a need to consider energy security and 
related challenges, such as dependency on a single source 
of energy in the country. Therefore, as Bhutan gradually 
begins diversifying its energy resources, suitable RE policy 
will need to be instituted.

Two RE technologies, solar power and wind power are 
considered in this paper. FiT for solar power has been com-
puted and proposed for different blocks of customers. The 
analysis indicates that LV Block I customers would not 
benefit from the FiT scheme as they receive subsidies rang-
ing from 0.0418 to 0.0777 USD/kWh/month. Only two cat-
egories of customers, LV Block III and LV Bulk, are able 
to make savings if they opt for the FiT scheme of 0.0290 

and 0.0223 USD/kWh respectively. Further, two favour-
able alternatives, (i) net-metering and (ii) auction have been 
proposed. However, these recommendations are subject to 
change based on the market scenario and the government 
policies. A more robust RE policy will need to be instituted 
to benefit all players.
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included in this published article.

Declarations 

Conflict of interest The author has no conflict of interest to declare.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

References

 1. Ministry of Economic Affairs, Royal Government of Bhutan. 
Sustainable Hydropower Development Policy 2021. https:// www. 
moea. gov. bt/ wp- conte nt/ uploa ds/ 2017/ 07/ Susta inable- Hydro 
power- Devel opment- Policy- 2021. pdf (2021).

 2. Druk Green Power Corporation Ltd. Annual Report 2019.pdf. 
https:// www. drukg reen. bt/ wp- conte nt/ uploa ds/ 2020/ 09/ CAD_ 
Publi cation_ Annua lRepo rt19_ 2019. pdf (2019).

 3. Gross National Happiness Commission, Royal Government of 
Bhutan. Tenth Five Year Plan 2: Programme Profile 2008–2013 
(2009).

 4. Royal Bhutanese Embassy, New Delhi. Bhutan-India Hydropower 
Relations. https:// www. mfa. gov. bt/ rbede lhi/? page_ id= 28.

 5. IRENA. Renewables Readiness Assessment: Kingdom of Bhu-
tan. 52 https:// www. irena. org/-/ media/ Files/ IRENA/ Agency/ Publi 
cation/ 2019/ Dec/ IRENA_ RRA_ Bhutan_ 2019. pdf (2019).

 6. Couture, T.D., Cory, K., Kreycik, C., Williams, E.: Policymaker’s 
Guide to Feed-in Tariff Policy Design. (2010) https:// www. osti. 
gov/ biblio/ 984987 doi: https:// doi. org/ 10. 2172/ 984987

Table 9  Alternatives to FiT scheme

1. Net-metering There is no time-bound obligation or project time-period
Additional design complications, such as those related to block rate tariff, project cost, 

LCOE will be minimised
Allows investors to sell or use the units generated at any time without a specific contract

2. Auction As the bid is evaluated by the government, it offers flexibility to make appropriate decisions
Creates a competitive electricity market

http://creativecommons.org/licenses/by/4.0/
https://www.moea.gov.bt/wp-content/uploads/2017/07/Sustainable-Hydropower-Development-Policy-2021.pdf
https://www.moea.gov.bt/wp-content/uploads/2017/07/Sustainable-Hydropower-Development-Policy-2021.pdf
https://www.moea.gov.bt/wp-content/uploads/2017/07/Sustainable-Hydropower-Development-Policy-2021.pdf
https://www.drukgreen.bt/wp-content/uploads/2020/09/CAD_Publication_AnnualReport19_2019.pdf
https://www.drukgreen.bt/wp-content/uploads/2020/09/CAD_Publication_AnnualReport19_2019.pdf
https://www.mfa.gov.bt/rbedelhi/?page_id=28
https://www.irena.org/-/media/Files/IRENA/Agency/Publication/2019/Dec/IRENA_RRA_Bhutan_2019.pdf
https://www.irena.org/-/media/Files/IRENA/Agency/Publication/2019/Dec/IRENA_RRA_Bhutan_2019.pdf
https://www.osti.gov/biblio/984987
https://www.osti.gov/biblio/984987
https://doi.org/10.2172/984987


626 International Journal of Energy and Environmental Engineering (2023) 14:613–626

1 3

 7. Couture, T., Gagnon, Y.: An analysis of feed-in tariff remuneration 
models: implications for renewable energy investment. Energy 
Policy 38, 955–965 (2010). https:// doi. org/ 10. 1016/j. enpol. 2009. 
10. 047

 8. Department of Renewable Energy, Ministry of Economic Affairs. 
Alternative Renewable Energy Policy—2013. https:// www. moea. 
gov. bt/ wp- conte nt/ uploa ds/ 2017/ 07/ Final- Alter native- RE- Policy- 
April- 2013. pdf (2013).

 9. Royal Government of Bhutan. Economic Development Policy 
2016. https:// www. moea. gov. bt/ wp- conte nt/ uploa ds/ 2017/ 07/ 
Econo mic- Devel opment- Policy- 2016. pdf (2016).

 10. National Statistics Bureau, Royal Government of Bhutan. Statisti-
cal Year Book of Bhutan 2021. (2021).

 11. Lhaden, Y.: Hydropower besides, Bhutan looks at renewable 
energy. Kuensel (2020).

 12. REN21. Renewables 2020 Global Status Report. (Paris: REN21 
Secretariat, 2020).

 13. Ndiritu, S.W., Engola, M.K.: The effectiveness of feed-in-tariff 
policy in promoting power generation from renewable energy in 
Kenya. Renewable Energy 161, 593–605 (2020). https:// doi. org/ 
10. 1016/j. renene. 2020. 07. 082

 14. Chua, S.C., Oh, T.H., Goh, W.W.: Feed-in tariff outlook in Malay-
sia. Renew. Sustain. Energy Rev. 15, 705–712 (2011). https:// doi. 
org/ 10. 1016/j. rser. 2010. 09. 009

 15. Wang, K.M., Cheng, Y.J.: The evolution of feed-in tariff policy in 
Taiwan. Energ. Strat. Rev. 1, 130–133 (2012). https:// doi. org/ 10. 
1016/j. esr. 2012. 05. 002

 16. REN21. Asia and the Pacific Renewable Energy Status Report. 
(Paris: REN21 Secretariat, 2019).

 17. IRENA, IEA & REN21. Renewable Energy Policies in a Time of 
Transition. (2018).

 18. ADB. Promoting Clean Energy Development in Bhutan. 17 
https:// www. adb. org/ proje cts/ docum ents/ promo ting- clean- energy- 
devel opment- bhutan- tar (2014).

 19. Yangka, D., Rauland, V., Newman, P.: Carbon neutral policy in 
action: the case of Bhutan. Climate Policy 19, 672–687 (2019). 
https:// doi. org/ 10. 1080/ 14693 062. 2018. 15511 87

 20. BEA, Royal Government of Bhutan. Approved Tariff | Bhutan 
Electricity Authority. http:// bea. gov. bt/ appro ved- tariff/.

 21. BPC. Bhutan Power Corporation Limited. https:// www. bpc. bt/ 
elect ricity- tariff/.

 22. Bhutan Electricity Authority. Tariff Determination Regulation 
2016. (2016).

 23. Bhutan Electricity Authority. Electricity Tariff in Bhutan. (2017).
 24. Siyambalapitiya, T. Tariff Appraisal Study: Balancing Sustain-

ability and Efficiency with Inclusive. Access. https:// doi. org/ 10. 
22617/ WPS17 9075-2 (2018).

 25. Electricity Act of Bhutan 2001. (2001).
 26. Klein, A. et al. Evaluation of Different Feed-In Tariff Design 

Options: Best Practice Paper for the International Feed-In Coop-
eration. https:// clean energ ysolu tions. org/ es/ resou rces/ evalu ation- 
diffe rent- feed- tariff- design- optio ns- best- pract ice- paper- inter natio 
nal- feed (2008).

 27. Miller, M. et al. RES-E-NEXT: Next Generation of RES-E Policy 
Instruments. https:// www. osti. gov/ biblio/ 12605 09- res- next- next- 
gener ation- res- policy- instr uments (2013). doi: https:// doi. org/ 10. 
2172/ 12605 09

 28. Yao, Y., Xu, J.-H., Sun, D.-Q.: Untangling global levelised cost 
of electricity based on multi-factor learning curve for renewable 
energy: wind, solar, geothermal, hydropower and bioenergy. J. 
Clean. Prod. 285, 124827 (2021). https:// doi. org/ 10. 1016/j. jclep 
ro. 2020. 124827

 29. Ram, M., et al.: A comparative analysis of electricity genera-
tion costs from renewable, fossil fuel and nuclear sources in G20 
countries for the period 2015–2030. J. Clean. Prod. 199, 687–704 
(2018). https:// doi. org/ 10. 1016/j. jclep ro. 2018. 07. 159

 30. Jung, T., Kim, D., Moon, J., Lim, S.: A scenario analysis of solar 
photovoltaic grid parity in the Maldives: the Case of Malahini 
Resort. Sustainability 10, 4045 (2018). https:// doi. org/ 10. 3390/ 
su101 14045

 31. Leiren, M.D., Reimer, I.: Historical institutionalist perspective 
on the shift from feed-in tariffs towards auctioning in German 
renewable energy policy. Energy Res. Soc. Sci. 43, 33–40 (2018). 
https:// doi. org/ 10. 1016/j. erss. 2018. 05. 022

 32. Germany’s Renewable Energy Act 2021: how to implement the 
fine policy detail of emissions reduction targets. Energy Post 
https:// energ ypost. eu/ germa nys- renew able- energy- act- 2021- how- 
to- imple ment- the- fine- policy- detail- of- emiss ions- reduc tion- targe 
ts/ (2021).

 33. IRENA. Renewable Power Generation Costs in 2019. https:// 
www. irena. org/ publi catio ns/ 2020/ Jun/ Renew able- Power- Costs- 
in- 2019 (2020).

 34. Wiser, R.H., Bolinger, M.: Benchmarking Anticipated Wind 
Project Lifetimes: Results from a Survey of U.S. Wind Industry 
Professionals. Lawrence Berkeley National Laboratory (2019).

 35. Discussion Paper with Notice. West Bengal Electricity Regulatory 
Commission https:// wberc. gov. in/ sites/ defau lt/ files/ Discu ssion% 
20Pap er% 20with% 20Not ice. pdf (2021).

 36. Japan sets solar PV feed-in tariffs for the 2020–2021 year. https:// 
www. enerd ata. net/ publi catio ns/ daily- energy- news/ japan- sets- 
solar- pv- feed- tariff s- 2020- 2021- year. html (2020).

 37. Dong, C., Zhou, R., Li, J.: Rushing for subsidies: the impact 
of feed-in tariffs on solar photovoltaic capacity development 
in China. Appl. Energy 281, 116007 (2021). https:// doi. org/ 10. 
1016/j. apene rgy. 2020. 116007

 38. Feed-in Tariff (FiT) Program. https:// www. ladwp. com/ ladwp/ 
faces/ ladwp/ comme rcial/c- gogre en/c- gg- comms olarp rogra ms/c- 
gg- csp- fit?_ afrLo op= 22939 50528 57132 &_ afrWi ndowM ode= 
0&_ afrWi ndowId= null#% 40% 3F_ afrWi ndowId% 3Dnull% 26_ 
afrLo op% 3D229 39505 28571 32% 26_ afrWi ndowM ode% 3D0% 
26_ adf. ctrl- state% 3D1cc jrf1i jd_ 42.

 39. Winter, S., Schlesewsky, L.: The German feed-in tariff revisited: 
an empirical investigation on its distributional effects. Energy 
Policy 132, 344–356 (2019). https:// doi. org/ 10. 1016/j. enpol. 2019. 
05. 043

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1016/j.enpol.2009.10.047
https://doi.org/10.1016/j.enpol.2009.10.047
https://www.moea.gov.bt/wp-content/uploads/2017/07/Final-Alternative-RE-Policy-April-2013.pdf
https://www.moea.gov.bt/wp-content/uploads/2017/07/Final-Alternative-RE-Policy-April-2013.pdf
https://www.moea.gov.bt/wp-content/uploads/2017/07/Final-Alternative-RE-Policy-April-2013.pdf
https://www.moea.gov.bt/wp-content/uploads/2017/07/Economic-Development-Policy-2016.pdf
https://www.moea.gov.bt/wp-content/uploads/2017/07/Economic-Development-Policy-2016.pdf
https://doi.org/10.1016/j.renene.2020.07.082
https://doi.org/10.1016/j.renene.2020.07.082
https://doi.org/10.1016/j.rser.2010.09.009
https://doi.org/10.1016/j.rser.2010.09.009
https://doi.org/10.1016/j.esr.2012.05.002
https://doi.org/10.1016/j.esr.2012.05.002
https://www.adb.org/projects/documents/promoting-clean-energy-development-bhutan-tar
https://www.adb.org/projects/documents/promoting-clean-energy-development-bhutan-tar
https://doi.org/10.1080/14693062.2018.1551187
http://bea.gov.bt/approved-tariff/
https://www.bpc.bt/electricity-tariff/
https://www.bpc.bt/electricity-tariff/
https://doi.org/10.22617/WPS179075-2
https://doi.org/10.22617/WPS179075-2
https://cleanenergysolutions.org/es/resources/evaluation-different-feed-tariff-design-options-best-practice-paper-international-feed
https://cleanenergysolutions.org/es/resources/evaluation-different-feed-tariff-design-options-best-practice-paper-international-feed
https://cleanenergysolutions.org/es/resources/evaluation-different-feed-tariff-design-options-best-practice-paper-international-feed
https://www.osti.gov/biblio/1260509-res-next-next-generation-res-policy-instruments
https://www.osti.gov/biblio/1260509-res-next-next-generation-res-policy-instruments
https://doi.org/10.2172/1260509
https://doi.org/10.2172/1260509
https://doi.org/10.1016/j.jclepro.2020.124827
https://doi.org/10.1016/j.jclepro.2020.124827
https://doi.org/10.1016/j.jclepro.2018.07.159
https://doi.org/10.3390/su10114045
https://doi.org/10.3390/su10114045
https://doi.org/10.1016/j.erss.2018.05.022
https://energypost.eu/germanys-renewable-energy-act-2021-how-to-implement-the-fine-policy-detail-of-emissions-reduction-targets/
https://energypost.eu/germanys-renewable-energy-act-2021-how-to-implement-the-fine-policy-detail-of-emissions-reduction-targets/
https://energypost.eu/germanys-renewable-energy-act-2021-how-to-implement-the-fine-policy-detail-of-emissions-reduction-targets/
https://www.irena.org/publications/2020/Jun/Renewable-Power-Costs-in-2019
https://www.irena.org/publications/2020/Jun/Renewable-Power-Costs-in-2019
https://www.irena.org/publications/2020/Jun/Renewable-Power-Costs-in-2019
https://wberc.gov.in/sites/default/files/Discussion%20Paper%20with%20Notice.pdf
https://wberc.gov.in/sites/default/files/Discussion%20Paper%20with%20Notice.pdf
https://www.enerdata.net/publications/daily-energy-news/japan-sets-solar-pv-feed-tariffs-2020-2021-year.html
https://www.enerdata.net/publications/daily-energy-news/japan-sets-solar-pv-feed-tariffs-2020-2021-year.html
https://www.enerdata.net/publications/daily-energy-news/japan-sets-solar-pv-feed-tariffs-2020-2021-year.html
https://doi.org/10.1016/j.apenergy.2020.116007
https://doi.org/10.1016/j.apenergy.2020.116007
https://www.ladwp.com/ladwp/faces/ladwp/commercial/c-gogreen/c-gg-commsolarprograms/c-gg-csp-fit?_afrLoop=229395052857132&_afrWindowMode=0&_afrWindowId=null#%40%3F_afrWindowId%3Dnull%26_afrLoop%3D229395052857132%26_afrWindowMode%3D0%26_adf.ctrl-state%3D1ccjrf1ijd_42
https://www.ladwp.com/ladwp/faces/ladwp/commercial/c-gogreen/c-gg-commsolarprograms/c-gg-csp-fit?_afrLoop=229395052857132&_afrWindowMode=0&_afrWindowId=null#%40%3F_afrWindowId%3Dnull%26_afrLoop%3D229395052857132%26_afrWindowMode%3D0%26_adf.ctrl-state%3D1ccjrf1ijd_42
https://www.ladwp.com/ladwp/faces/ladwp/commercial/c-gogreen/c-gg-commsolarprograms/c-gg-csp-fit?_afrLoop=229395052857132&_afrWindowMode=0&_afrWindowId=null#%40%3F_afrWindowId%3Dnull%26_afrLoop%3D229395052857132%26_afrWindowMode%3D0%26_adf.ctrl-state%3D1ccjrf1ijd_42
https://www.ladwp.com/ladwp/faces/ladwp/commercial/c-gogreen/c-gg-commsolarprograms/c-gg-csp-fit?_afrLoop=229395052857132&_afrWindowMode=0&_afrWindowId=null#%40%3F_afrWindowId%3Dnull%26_afrLoop%3D229395052857132%26_afrWindowMode%3D0%26_adf.ctrl-state%3D1ccjrf1ijd_42
https://www.ladwp.com/ladwp/faces/ladwp/commercial/c-gogreen/c-gg-commsolarprograms/c-gg-csp-fit?_afrLoop=229395052857132&_afrWindowMode=0&_afrWindowId=null#%40%3F_afrWindowId%3Dnull%26_afrLoop%3D229395052857132%26_afrWindowMode%3D0%26_adf.ctrl-state%3D1ccjrf1ijd_42
https://www.ladwp.com/ladwp/faces/ladwp/commercial/c-gogreen/c-gg-commsolarprograms/c-gg-csp-fit?_afrLoop=229395052857132&_afrWindowMode=0&_afrWindowId=null#%40%3F_afrWindowId%3Dnull%26_afrLoop%3D229395052857132%26_afrWindowMode%3D0%26_adf.ctrl-state%3D1ccjrf1ijd_42
https://doi.org/10.1016/j.enpol.2019.05.043
https://doi.org/10.1016/j.enpol.2019.05.043


Vol.:(0123456789)1 3

International Journal of Energy and Environmental Engineering (2023) 14:949–960 
https://doi.org/10.1007/s40095-023-00558-0

ORIGINAL RESEARCH

Performance evaluation of monocrystalline and polycrystalline‑based 
solar cell

Mithun Ray1 · Md. Firoz Kabir1 · Md. Raihan1 · A. B. M. Noushad Bhuiyan1,2 · Tawhida Akand1,2 · Nur Mohammad2

Received: 8 October 2022 / Accepted: 14 January 2023 / Published online: 24 January 2023 
© The Author(s), under exclusive licence to Islamic Azad University 2023

Abstract
This paper exhibits the performance of crystalline-based solar cells (polycrystalline and monocrystalline) as well as the com-
parative analysis of these solar cells following various types of orientation in the solar plant. Since the global energy demand 
is increasing rapidly, different sorts of renewable energy have been used in the last decades to meet this massive demand 
all over the world. From recent studies, solar has been considered the most promising among these renewable sources. To 
analyze the performance, the geographical site (Savar, Dhaka) was selected which has a latitude of 23.8538° and a longitude 
of 90.2534°. In this study, the most effective polycrystalline and monocrystalline solar cell has been founded which is 440 
and 370 wp, respectively. Regarding this, a grid-connected PV system (12.3 Kwp) has been simulated which showed the 
performance ratio of the monocrystalline cell was 83.55%, which was better than the polycrystalline-based solar cell which 
was 79.6%. In terms of different kinds of orientations, monocrystalline at dual-axis tracking planes showed the highest value 
of energy injection to the grid was 25.8 MWh/year, while the least value has been founded in the fixed orientation plane 
which was 20.6 MWh/year. In this perspective, polycrystalline showed 23.9 and 19.5 MWh/year for dual-axis tracking and 
fixed orientation planes, respectively. Monocrystalline showed more energy injected into the grid compared to polycrystal-
line technologies for every orientation in the plant as well as the highest value of performance ratio.

Keywords Grid-connected · Solar radiation · PVSYST · Orientation · E_Array · E_Grid

Abbreviations
Poly  Polycrystalline
Mono  Monocrystalline
PV  Photovoltaic

STC  Standard test condition
GSTC  Total solar radiation under STC (KW/m2)
Gopt  Total in-plane solar insolation (KWh/m2)
EAC  AC energy output (KWh)
Edaily  Total daily total AC energy output (KWh)
Yf  Final yield (KWh/KWp)
Yrf  Reference yield (KWh/KWp)
PR  Performance ratio
E_Grid  Energy injected into grid
E_Array  Effective energy at the output of the array
T_Amb  Ambient average temperature °C

Introduction

We have come to know the worth of renewable energy to 
accomplish our assertion of daily life. Solar energy is the 
most promising among all renewable energy. To mitigate 
our pollution from fossil fuels while generating energy, solar 
energy will be able to play a vital role to meet our demands 
for daily life. Solar power can be used to heat water, elec-
trify homes and buildings, and even power cars. It causes no 
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pollution even at the time of installation. The use of solar 
energy is swiftly increasing day by day all over the world. 
Many developing and developed countries [1–3] are work-
ing on how to reduce the use of fossil fuel and for reducing 
environmental pollution through it. Grid-connected solar 
systems are playing a vital role to improve the whole area 
of this solar system. Many countries have been working on 
the grid-connected solar system. In ten years, for develop-
ing renewable energy Morocco has implemented a favorable 
national energy strategy to mitigate greenhouse gas emis-
sion and for decreasing the cost of energy service which is 
produced by fossil fuel, oil and so on. Morocco has an enor-
mous source for renewable energy, including solar energy 
with 5.5 KWh /m2/ day; with the sunshine of 3000 h per 
year [4, 5].

The different types of PV technologies performance 
strongly depend on the meteorological condition, geographi-
cal site, solar radiation, and plane orientation [6, 7]. This 
system also includes the maximum capacity of solar, ambi-
ent temperature, final yield, and system loss.

In Dubai-based 200 Kwp power plant, they found total 
production of energy 352.6 MWh/year and specific pro-
duction of energy was 1757 KWh/KWp/year. The annual 
performance ratio of the system was found as 81.67% [8]. 
Between monocrystalline and polycrystalline solar cell, 
there is an established statement that the efficiency and the 
performance rate of monocrystalline were better than the 
polycrystalline [9]. At 1000 w/m2 solar radiation [9], the effi-
ciency of monocrystalline and polycrystalline was 15.27 and 
13.53%, respectively. In Germany, they arranged 1000 roof-
top photovoltaic system to analyze the performance of the 
solar cell. Using the annual in-plane irradiation, the annual 
performance ratio was ascertained in the range 47.5–81% 
(mean 66.5%) [10]. In Ref. [11], a higher monthly total aver-
age final yield than polycrystalline modules. In paper [12], 
a remarkable annual performance ratio of the solar module 
has been found that is about 74% including capacity factor 
9.27% and system efficiency 8.3% with the application of 
PVSYST software. Saeed Edalati and Mehran Ameri [13] 
composed two types of PV modules with almost similar 
characteristics. This investigation concludes with PR ratio 
of 82.92% including the final yield 5.38 KWh/KWp day. 
For the grid-connected PV system, in the park of Island, 
they found that the park can supply 229MWh in 2007, the 
annual pair 67.37% as well [14]. For a summer region, the 
PR ratio always decrease for the dust accumulation which 
lies between − 0.04% to − 0.13% for positive ambient tem-
perature [15]. In 2005, Italian management grant to produce 
electricity by PV plants [16]. In India, the demonstration 
for PV system was organized in 2008 and the analyzation 
was about 3 MWp plant to generate electrical energy [17, 
18]. The economic liability in KUET, Khulna, Bangladesh, 

they found traditional electricity and  CO2 emission rate also 
saved [19, 20].

Because of energy shortage in Bangladesh, for meeting 
citizens demand as a renewable energy, solar energy should 
be used [21]. Recent study shows that almost 55% people 
in Bangladesh is facing problem with electricity production 
[22, 23]. Furthermore, among them 30% of people [24] are 
those who are in below poverty line. The unsatisfactory fac-
tor of receiving energy is raising around 10% yearly in the 
citizens of Bangladesh [25, 26]. Since, the electricity pro-
duction is not enough [27, 28] comparatively to others south 
Asian countries we have to keep our eyes on this perspective.

In this study, polycrystalline and monocrystalline-based 
solar cell has been used to show the most effectivity between 
these cells regarding field orientation. According to afford-
ability, polycrystalline is promising over monocrystalline 
or other cells due to its manufacturing procedure [3, 26]. 
According to recent researches, monocrystalline has been 
chosen for its significant efficiency [29, 30] so we can com-
pare with a convenient way and the availability of crystal-
line-based solar cell are higher as well which is more than 
85% [31] over others cell.

The objectives of this paper are to figure out the most effi-
cient crystalline-based solar cell regarding effective energy, 
energy injected into the grid in terms of different orienta-
tions. In the previous studies, these types of orientations 
have not been considered for obtaining simulated values.

Description of solar PV power plant

Geographical site

The selected site for the PV plant at Savar, which is situ-
ated in Dhaka, Bangladesh. The latitude and longitude of 
that place are 23.8538° and 90.2534° and, respectively. This 
place was selected to analyze due to its enough potential to 
set a PV plant.

For the orientation of solar modules, azimuth is -5° con-
cerning its tilt angle. The reason for choosing this azimuth 
angle showed by Fig. 1.

The global horizontal irradiation and total diffuse irradia-
tion all year round is given in Fig. 2.

PV installation for the plant

For the installation of the plant two types of solar panels are 
selected. One is monocrystalline and the other is a polycrys-
talline solar panel. It includes a 12 KW AC inverter to gen-
erate and reserve. For the monocrystalline panel, the plant 
includes a 370wp modules, the total module numbers are 34 
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Fig. 1  Solar radiation accord-
ing to azimuth angle for the tilt 
angle 23
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Fig. 2  Horizontal global irradia-
tion (KWh/m2) and horizontal 
diffuse irradiation (KWh/m2) 
for every month
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Table 1  Characteristics of 
various types of solar modules

Trademark GENERIC SOLARWORLD

Solar panel Monocrystalline Polycrystalline Monocrystalline Polycrystalline

Optimum operating voltage (Vmp) 34.10 V 17.10 V 30.9 V 31.4 V
Optimum operating current (Imp) 10.86 A 3.5 A 8.32 A 8.15A
Open circuit voltage (Voc) 41.30 V 21.80 V 38 V 37.8 V
Short circuit current (Isc) 11.37 A 3.8 A 8.88 A 8.66A
Module efficiency (%) 19.84 10.79 15.2 15.2
Length (mm) 1776 1109 1675 1675
Width (mm) 1052 502 1001 1001
Weight (kg) 20 7.20 21.2 21.2
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which are connected with series, and two parallel strings are 
added to those modules.

On the contrary, for polycrystalline 60wp module is 
formed which includes a total of 204 modules in series with 
6 parallel strings.

The characteristics of these modules and the properties 
which are investigated in Ref. [5] are showed in Table 1.

Methodology

The required system of solar system was calculated accord-
ing to the grid-connected solar plant. This plant illustrates 
the performance ratio and total E_Grid of the plant all over 
the year. To get the simulation report and the accuracy analy-
sis PVSYST is used. The geographical location of the site 
that found in the Meteonorm 7.2 database.

To meet the validity of PV plants different sort of param-
eters for instance-final yield, reference yield, performance 
ratio, and daily and monthly energy generation that is related 
to system loss of the PV plants. The rest of the parameters 
that were related to the required PV plant appreciation were

• Horizontal global irradiation.
• Horizontal diffuse irradiation.
• Ambient temperature.
• Effective energy at the output of the array.
• Energy injected into the grid.
• Energy output for the system.

These parameters were considered for every solar panel 
according to the whole month of the year.

• Energy output for the system

Let, the total daily energy generated Edaily and monthly 
energy generated Emonthly by the PV system [12, 13] are 
given as follows:

where E(daily) , E(hourly) , and E(monthly) are the daily AC energy 
output, hourly AC energy output, monthly AC energy out-
put, respectively, and n is the number of days in a month.

• Final yield

This final yield [16] is defined as the total AC energy 
generated by the PV system for day, month, and year which 
is divided by the rated output:

• Reference yield:

Reference yield (Yrf) presents the ratio of total insolation 
which is divided by the array reference irradiance:

(1)E(daily) =

24
∑

d=1

E(hourly)

(2)E(monthly) =

n
∑

d=1

E(daily)

(3)Y(f ,daily) =
EAC

P(photovoltaic,rated)

(4)Y(f ,monthly) =

n
∑

d=1

E(AC,daily)Y(f ,daily)

(5)Yrf =
Gtotal in plane solar insolation

Gstc

Fig. 3  Analogy of three 
bifacial (250, 400 and 440 wp) 
monocrystalline-based solar 
modules
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where Gopt is total in-plane solar insolation and Gstc (1 KWh/
m2) is array reference irradiance.

Results and discussions

Between the monocrystalline and polycrystalline solar mod-
ules, there have two types of modules, the bifacial type, and 
the Vmax 1500 V solar module. Figure 3 manifests the E_
Grid of the bifacial modules according to the whole month 
of solar radiation of that particular place.

The energy injected into the grid showed a superior value 
when the 440wp module has been used which was about 
20 MWh/year, which was from bifacial modules. And the 
minimal value shown for the 250wp module was just about 
over 14 MWh/year.

Figure 4 shows the E_Grid of five Vmax 1500 V mod-
ules for every month of the year. The simulation results 
of these modules show that the E_Grid value of 300, 340, 
370, 400, and 440 are 17.389, 18.461, 20.793, 19.822, and 
20.305 MWh, respectively, which shows in Fig. 4. The peak 

value experienced in 370wp module that belongs to the 
monocrystalline-based solar cell Fig. 5.

The remaining modules are 60, 110, and 190 wp showing 
27.972, 25.934, and 12.527 MWh, respectively, per year. 
The highest value was in the 60wp module that belongs to 
polycrystalline.

Residual polycrystalline modules (60, 110, 190 wp) E_
Grid value for every month of a year illustrates in Fig. 5.

For the orientation of a fixed tilted plane from a 
monocrystalline module, 370 wp gives the higher value 
20.793 MWh which is from Vmax 1500 V that belongs to 
a monocrystalline-based solar module, for bifacial mod-
ule 440 wp gives the superior value 20.318 MWh which 
is monocrystalline-based cell as well. Between these two 
modules, 370 wp showed the highest effectivity.

For this reason, the chosen module for the PV power 
plant was 370wp monocrystalline module. The PR ratio of 
these modules shows in Fig. 6. From this figure we have 
come to know the performance of the 370wp module is 
better than the other polycrystalline residual module.

The value of E_Array and E_Grid for the bifacial 
module, Vmax 1500 V, and the remaining polycrystalline 

Fig. 4  Analogy of five Vmax 
1500 V (300, 340, 370, 400, 
440 wp) monocrystalline 
modules
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Fig. 5  Analogy of 60wp, 
110wp, and 190wp modules
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modules demonstrates in Tables 5, 6, and 7 have been put 
in the appendix part.

For fixed tilted plane, the yearly PR ratio of 370 wp 
(mono), 440 wp (mono), and 60 wp (poly) are 0.840, 
0.838, and 0.790, respectively, from the PR we have also 
known that the monocrystalline solar module superior to 
the polycrystalline solar module.

Energy Injected into Grid (MWh) for several 
orientations:

The simulated value for the fixed orientation plane, single 
axis tracking plane, and dual-axis tracking plane is portrayed 
in Table 2. Since the highest value is depicted in 370 wp 
(monocrystalline), this module has been used to figure out 
the most effective orientation of solar plants.

From previous simulations, we have come to know about 
the most effective solar cell to use in a grid-connected sys-
tem was 370 wp monocrystalline and 60 wp polycrystalline 
module. Moreover, the simulation showed the most prom-
ising orientations were the horizontal N–S axis, two-axis 
tracking, and fixed tilted plane; these belong to single axis 

tracking plane, dual-axis tracking plane, and fixed orienta-
tion plane, respectively.

For further experiments, those modules which showed 
the peak value in the projected plant (370 wp monocrystal-
line, 60 wp polycrystalline) have been selected regarding 
field orientations of horizontal N–S axis, two-axis tracking 
planes, and fixed tilted planes.

Figure 7 shows the energy that entering into the grid in 
terms of different field types according to the mentioned 
polycrystalline and monocrystalline-based solar cells. Here, 
the monocrystalline cell experienced the highest level of 
energy producing capacity at dual-axis tracking planes 
which was 25.8 MWh/year. On the contrary, the minimum 
value was 20.6 MWh/year at fixed orientation planes.

Additionally, the polycrystalline cell also witnessed the 
pick value in dual-axis tracking planes which was 23.9 
MWh/year, while the lowest energy providing capacity 
showed in fixed orientation planes which were only 19.5 
MWh/year. Energy injected according to field types illus-
trated in Fig. 7.

Fig. 6  Yearly PR ratio for fixed 
tilted plane, analogy of bifacial 
440 wp (monocrystalline), Vmax 
1500 V 370 wp (monocrystal-
line) and 60 wp (polycrystal-
line) modules
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Table 2  E_Grid and E_Array 
value of for several orientations

Field type Orientations E_Grid (MWh) E_Array (MWh)

Single axis tracking planes Horizontal N–S axis 25.378 25.948
Horizontal axis E–W 21.888 22.399
Vertical axis tracking 24.577 25.135

Dual-axis tracking planes Tracking two 25.774 26.358
Tracking two axis, frame N–S 25.227 25.796
Tracking two axis, frame E–W 26.130 26.720

Fixed orientation planes Fixed tilted plane 20.793 21.281
Several orientations 18.041 18.463
Seasonal tilt adjustment 20.569 21.054
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Fig. 7  Illustration of energy 
injection of poly and monocrys-
talline solar cell into grid 
regarding orientation types of 
field
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Fig. 8  Comparison of single 
axis (horizontal N–S, horizontal 
E–W, and vertical axis) tracking 
plane
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Fig. 9  Comparison of dual-axis 
tracking (tracking two axis, 
tracking two axis; frame N–S, 
tracking two axis; frame E–W) 
plane
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Figures 8, 9 and 10 show the comparison of E_Grid for 
single axis tracking planes, dual-axis tracking planes, and 
fixed orientation planes.

According to our projected plant and the earlier study, 
a comparison of those values has been shown below in the 

following Table 3. Since tracking two axis frames showed 
comparatively superior value than other orientations; 
therefore, it was the selected orientation type for experi-
ments. In addition, 370 wp mono and 60wp poly have been 
used for simulation (Figs. 11, 12).   

Fig. 10  Comparison for fixed 
orientation (fixed tilted plane, 
seasonal tilt adjustment, and 
several orientation) planes
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Table 3  Comparison of results regarding solar cell (a) and irradiation consumption (b) between projected plant and reference plant

(a)

Polycrystalline Monocrystalline

Projected yield (MWh/year) 23.955 25.774
Reference yield (MWh/year) 3.8338 3.8347

(b)

Projected yield (KWh/m2) Reference yield 
(KWh/m2)

Received radiation(poly) 1802 1841
Effective radiation(mono) 2441 1955

Fig. 11  Comparison of energy 
produced to the grid in terms of 
projected and reference field
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The overall system loss diagram illustrated in Fig. 13. 

Economic evaluation and cost calculation 
for the plant:

The investment through this power plant is considered for 
20 years without considering any financial help from bank. 
For the plant, different types of orientations which are the most 
promising for installation and most relevant as well demon-
strates in Table 4:

According to the orientations in a fixed tilted plane, track-
ing two axis and horizontal N–S axis showed the pick values 
among all field types. To obtain financial results, those types 
of the field have been chosen that illustrated in Fig. 14.

Fig. 12  Comparison of receiv-
ing irradiation according to the 
projected and reference plant 
considering poly and monocrys-
talline-based solar cell
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Fig. 13  System loss diagram 
over the whole year

Table 4  Economic evaluation and  CO2 emission rate of chosen mod-
ule for promising orientation plane

Fixed tilted 
plane

Tracking two 
axis frame 
E–W

Horizontal N–S 
axis

E Grid (MWh) 20.793 26.130 25.378
Net profit 38,050.8 $ 51,021.6 $ 49,009.1 $
Payback period 2.7 years 2.1 years 2.1 years
Return on 

investment 
(ROI)

640.2% 858.4% 824.6%

CO2 Emissions 293.220 tons 374.078 tons 361.533 tons
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Figure 14 represents the financial result of 20 years for that 
orientation.

Conclusion

In this research, we have explored the performance of poly-
crystalline and monocrystalline modules without consider-
ing any shading effects. The monocrystalline solar cell has 
been founded as the most effective cell over the polycrys-
talline-based solar cell whose performance ratio is 83.55%. 
Additionally, tracking two axis; frame E-W has been figured 
out as the most feasible orientation that belongs to the dual-
axis tracking plane, which can inject energy to the projected 
grid 26.130 MWh/year, while the minimal injected value 
experienced in the fixed orientation plane that was 18.041 
MWh/year. These obtained values can vary minimally due 
to the deficiency of applied information in the reference as 
well as for not using shading effects on the plant. In the 
coming years, this study can facilitate the way of making 

crystalline-based solar power plants considering different 
regions.

Data availability statement

The data that support the findings of this study are available 
from PVsyst photovoltaic software but restrictions apply to 
the availability of these data, which were used under license 
for the current study, and so are not publicly available. Data 
are however available from the authors upon reasonable 
request and with permission of PVsyst (https:// www. pvsyst. 
com/ meteo- data- source/).

Appendix

See Appendix Tables 5, 6, and 7.

Fig. 14  Financial results of 
20 years for the fixed tilted 
plane, tracking 2 axis frame 
E–W and horizontal N–S
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Table 5  Simulation results 
for several types of bifacial 
modules (250wp 26Vmono, 
400wp 32 V mono, 440wp 35 V 
mono, 440wp 35 V mono)

Months Jan Feb March April May June July Aug Sept Oct Nov Dec

250 wp
E Array (MWh) 1.323 1.239 1.400 1.331 1.265 1.021 1.066 1.062 1.113 1.198 1.356 1.375
E Grid (MWh) 1.293 1.211 1.367 1.299 1.233 0.993 1.037 1.034 1.084 1.169 1.325 1.349
400 wp
E Array (MWh) 1.807 1.702 1.934 1.838 1.743 1.402 1.464 1.458 1.543 1.651 1.866 1.890
E Grid (MWh) 1.767 1.663 1.889 1.797 1.703 1.367 1.428 1.423 1.497 1.613 1.258 1.849
440 wp
E Array (MWh) 1.853 1.746 1.948 1.884 1.786 1.435 1.498 1.492 1.577 1.692 1.915 1.940
E Grid (MWh) 1.813 1.706 1.938 1.842 1.744 1.399 1.461 1.456 1.635 1.653 1.872 1.897

https://www.pvsyst.com/meteo-data-source/
https://www.pvsyst.com/meteo-data-source/
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Abstract
The present work explores automatic generation control learning for manifold area and sources under traditional situations. 
Sources in area-1 are thermal, biodiesel; thermal and gas plant in area-2; and thermal, split-shaft gas turbine (Ss(GT)) in area-
3. An original strive has been set out to execute cascade controller with the amalgamation of proportional with tilt–integral–
derivative with filter (TIDN) and fractional-order integral–derivative (FOID). TIDN and FOID are in series connection, hence 
named TIDN-FOID. Various scrutiny expresses excellency of TIDN-FOID controller over proportional–integral–derivative 
filter (PIDN) and TIDN from outlook regarding the lessened level of peak overshoot, extent of oscillations, peak undershoot 
as well as settling time. In an endeavour to procure the controller’s gains and parameters, bioinspired meta-heuristic spotted 
hyena optimizer (SHO) is applied. It is also observed that the presence of a renewable solar source makes the system signifi-
cantly better compared to the base thermal–biodiesel–gas–Ss(GT) system. TIDN-FOID performance is also observed to be 
excellent in the presence of solar for both 1% step load disturbance and random load pattern individually. Fixed as well as 
variable insolation for solar is analysed separately. The performance of solid oxide fuel cell (SoFC) is also examined using 
the TIDN-FOID controller, which provides with noteworthy outcome in dynamic performance for both types of disturbances. 
Also, sensitivity analysis is performed, and it is observed that the values of the TIDN-FOID parameters at nominal conditions 
are appropriate for a higher value of disturbance.

Keywords Automatic generation control · Biodiesel plant · Solar thermal power plant · Solid oxide fuel cell · Spotted hyena 
optimizer · TIDN-FOID controller

List of symbols
f  Frequencies set point value. Hertz (Hz) is 

unit
*  Exponent implies best number
i  Subscripted value implies to area number
Bi  Coefficient of frequency bias of the con-

cerned area
Tij  Coefficient of synchronization

T  Time of simulation in seconds
∆fi  Alteration of frequency of concerned area
∆PDi  Amount of load alteration of concerned 

area
Hi  Amount of inertia constant of concerned 

area
Di  ∆PDi/∆fi (p.u MW/Hz)
Ri  Parameter of speed regulation of governor 

of concerned area
βi  Characteristics of frequency response of 

concerned area
Kpi  Gain of power system block
Tpi  Time constant of power system block
Pri  Considered rated power of an area
aij  (Pri/Prj)
pfiv  Area participation factor for area-i, i = 1, 

2, 3 and v = 1, 2, 3
Tgi,  Tti,  Tri  Time constants of governor, turbine and 

reheater of thermal generating units in 
seconds (s) of concerned area
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Kri  Gain of reheater of thermal generating 
units of concerned area

Tsgi,  TGSi,  TTSi  Time constants of solar field, governor 
and turbine of solar thermal units in sec-
onds (s) of concerned area

Bg  Valve positioner time constant in seconds 
(s) of gas turbine

Cg  Gas turbine valve positioner
Xg  Governor’s lead time constant of gas 

turbine
Yg  Governor’s lag time constant of gas 

turbine
Tcr  Time delay of combustion reaction of gas 

turbine
Tf  Time constant of fuel of gas turbine
Tcd  Time constant of compressor’s discharge 

volume
KPi, KIi, KDi  Proportional, integral, derivative gains of 

integer-order controller
KFIi, KFDi, KTi  Integral, derivative and tilt gains of 

fractional-order controller
nj, λj and μj  Tilt, integral and derivative parameters of 

fractional-order controller
Nj  Filter coefficient
αDα

t
  Fractional operator

Γ(.)  Euler’s gamma function
ω  Undammed frequency

Introduction

A power system is healthy if proper balance coordina-
tion is maintained between the amounts of power genera-
tion and demand along with losses. This is very intricate 
during periods of high demands and leads to disparity in 
power. Further, if this disparity in the form of aberration 
in frequency and tie line power connecting areas are not 
noticed it will lead to huge damage [1–3]. This disparity 
leads to instability and blackouts of the power system which 
is overcome by the concept of automatic generation control 
(AGC). Elgerd et al.[4] have provided with the basic math-
ematical formulation of AGC. Back in earlier days, most 
of the works in AGC were confined to a single area system 
[5–7]. Later, works have carried forward to multi-systems 
[8–12] with the inclusion of nonlinearity like generation rate 
constraint and also sometimes governor dead band. Most of 
the works were using thermal as generating units. Nanda 
et al.[13] have assessed the hydro–thermal system. Saikia 
et al.[14] performed assessment for the gas–thermal system. 
Pradhan et al. [15] have performed an analysis for a system 
having sources like thermal, gas and hydro. Saha et al. [16] 
have reported the use of split-shaft gas turbine (Ss(GT)) in 
a three-area system. Thus, the combination of sources like 

thermal, gas and Ss(GT) is yet to be examined; hence, it calls 
for assessment.

Fossil fuels are generously used to generate electricity. 
But, constant usage of these fuels are depleting them, as 
their depletion rate is much faster compared to its forma-
tion time. Moreover, the by-products formed are hampering 
the environment. So, it is high time to involve the usage of 
renewable sources of energy like solar and wind. And most 
of the issues are to some extent alleviated by their involve-
ment. Few pieces of the literature are available that point to 
the usage of renewable source solar in AGC. Das et al.[6] 
have reported about the usage of solar thermal power plants 
(STPP) in an isolated system. Their studies were limited to 
only a single area. Later, Sharma et al. [17] briefed about 
the usage of STPP for the integrated systems along with 
thermal for a conventional system. The authors in [18, 19] 
have mentioned the usage of STPP for AGC systems under a 
restructured scenarios with thermal plants. Now, the conven-
tional diesel plants are getting replaced by biodiesel plants 
[20] which leads to less toxic production. Therefore, these 
combinations of system with solar (with constant and vari-
able solar insolation at different types of disturbances one at 
a time) and biodiesel plants are not yet reported in studies in 
AGC learning. Hence, it demands extensive investigations.

In an interconnected system, the system can be stabilized 
in terms of reduced change in errors with the help of various 
energy storage devices (ESD). Some of the ESDs reported 
in the literature related to the AGC study are battery energy 
storage systems [19, 21], redox flow batteries [22], super-
conducting magnetic energy storage [23], capacitive energy 
storage [22] and ultra-capacitor [18]. Similarly, there is 
another storage system named solid oxide fuel cell (SoFC) 
[24]. SoFC belongs to the category of fuel cell which uses 
solid oxide material in the form of electrolyte. SoFC are effi-
cient and cause fewer emissions. They operate at very high 
temperatures, where they do not need a costly catalyst. The 
involvement of SoFC in AGC learning is yet to be explored.

Primary and secondary controls are the two types of con-
trol in AGC. The main focus in AGC learning regarding con-
trol is the proper selection of secondary controllers. Many 
studies reflect about the usage of various integer-order (IO) 
controllers like integral (I) [25], proportional–integral (PI) 
[26], proportional–integral–derivative with filter (PIDN) 
[27]. Two [28] or three [29] higher-degree-of-freedom con-
trollers have also been analysed in this field of study and 
are also of IO type. Few fractional-order (FO) controllers 
which found application are FOPI [30], FOPID [31, 32], 
proportional with tilt–integral–derivative with filter (TIDN) 
[33], FO-TIDN [34] and model predictive controller [35]. 
The AGC learning literature also points out the usage of 
IO cascade controllers (proportional–integral–proportional 
derivative (PI-PD)) [36], FO cascade controllers (FO propor-
tional–integral–FO proportional–derivative (FOPI-FOPD)) 
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[23] and the combination of IO and FO controllers (PIDN-
FOPD) [18]. But, a series cascade combination of TIDN 
with FO integral–derivative named TIDN-FOID has not 
been yet stated in the AGC literature. Moreover, application 
of the TIDN-FOID controller in this three-area thermal–bio-
diesel–gas–Ss(GT) system has not been reported previously, 
so it demands the need for investigation.

The performance of any secondary controller is excel-
lent only if the best values of its gain and parameters are 
properly chosen. These can be done with the help of either 
conventional or optimization techniques. But, the use of the 
conventional techniques is quite laborious and provides sub-
optimum outcomes. Some of the optimization techniques 
which found their demand in AGC learning are particle 
swarm optimization (PSO) [37], firefly algorithm (FA) [38], 
cuckoo search (CS) [28], grey wolf optimization (GWO) 
[17], biogeography-based optimization (BBO) [29], flower 
pollination algorithm (FPA) [36], differential evolution (DE) 
[39], whale optimization algorithm (WOA) [40], grass hoper 
[41], lightening search [42] and quasi-learning [43], genetic 
algorithm [44], crow search algorithm [45]. A newly devel-
oped bioinspired meta-heuristic algorithm titled spotted 
hyena optimized (SHO) [46] is obtainable from the litera-
ture. SHO was established from the behavioural nature of 
spotted hyenas which portrays the social bond between spot-
ted hyena and their collaborative deeds. To a great wonder, 
SHO has not identified its implementation in AGC learning 
for obtaining the best values of controller gains and param-
eters, thus demanding advanced investigation.

With regard to overhead discussions, the prime purpose 
of the present article is as follows:

a) Formulation of three-area system with thermal–biodiesel 
in  area-1, thermal–gas in  area-2 and thermal–Ss(GT) in 
 area-3.

b) The gains of PIDN/FOPID/TIDN/TIDN-FOID are 
simultaneously optimized individually using the SHO 
algorithm to obtain an excellent controller.

c) The system mentioned in a) is integrated with solar in 
all areas. After that, the excellent controller is looked 
forward to comparing their performances with constant 
and variable solar insolation separately for each case for 
1% step load disturbance.

d) The system mentioned in c) is considered for fixed solar 
insolation at random load as a disturbance. Again the 
performances of PIDN/FOPID/TIDN/TIDN-FOID con-
trollers are studied separately to obtain the best control-
ler in this case.

e) The impact of solar on system dynamics is studied for 
both 1% step load and random load disturbance for fixed 
insolation with the best-obtained controller from b), c) 
and d).

f) The impact of SoFC on system dynamics is studied for 
both 1% step load and random load disturbance for fixed 
insolation with the best-obtained controller from b), c) 
and d).

g) Sensitivity analysis is carried out to examine the robust-
ness of the best controller’s gains with a higher value of 
step load disturbance.

For easy understanding, the present article is schemati-
cally presented in Fig. 1.

The main contributions of the present work are:

a) A maiden effort was made to study the effect of SoFC 
on AGC system dynamics.

b) A new cascade TIDN-FOID controller is suggested for 
AGC studies for the first time.

c) A comparative analysis of fixed and variable solar inso-
lation one at a time considering step and random load 
perturbations is carried out.

d) AGC study with combined solar and SoFC improves 
system dynamics over solar system alone.

e) Sensitivity analysis discovers that SHO optimized 
TIDN-FOID controller values are robust and need not 
be reset again.

Investigated system and SoFC

Investigated system

A three-area system of unequal type is taken into account 
for the survey having the area capacity ratio in the form of 
1:3:4. The system involves thermal and biodiesel plants as 
generating units in area-1 and in the same manner, thermal 
and gas plants in area-2 and thermal and split-shaft gas tur-
bines (Ss(GT)) in area-3. Even the system is associated with 
generation rate constraint and governor dead band as non-
linearities. The participation factors (pf) of each generating 
units of respective areas are:  pf11 = 0.7,  pf12 = 0.3 in  area-1, 
 pf21 = 0.6,  pf22 = 0.4 in  area-2 and  pf31 = 0.65,  pf32 = 0.35 in 
 area-3. This is supposed to be system-1. The conventional 
diesel plant is nowadays getting replaced by biodiesel plants 
as they are non-toxic, as well as biodegradable, slightly more 
density and lower viscosity; moreover, it releases less CO. 
Thus, they can be utilized as a standby for power genera-
tion. It consists of a valve regulator and combustion engine. 
The first-order transfer function (Tf) of valve regulator and 
combustion engine of biodiesel plant is given by Eqs. (1) 
and (2), respectively [20].

(1)Tfvalve regulatorBio - diesel =
KVR

1 + sTVR
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KVR and  TVR are the gain and time constants of valve 
regulators of biodiesel plants, respectively [20].

KCE and  TCE are the gain and time constants of the 
combustion engine of biodiesel plants, respectively. Con-
sequently, system-1 is integrated with the solar thermal 
power plants in all areas. This is treated as system-2. The 
pf’s are as  pf11 = 0.6,  pf12 = 0.25,  pf13 = 0.15 in area-1, 
 pf21 = 0.5,  pf22 = 0.35,  pf23 = 0.15 in area-2 and  pf31 = 0.5, 
 pf32 = 0.4,  pf33 = 0.2 in area-3. After that, an energy storing 
component namely solid oxide fuel cell (SoFC) is included 
in area-1. The schematic and transfer function (Tf) model 
of systems is shown in Fig. 2. The nominal values of sys-
tem parameters are provided in Appendix. The Tf model 
of Ss(GT) is obtained from Reference [17]. The best values 
of controller gains and parameters are obtained with the 

(2)TfCombustion engineBio−diesel =
KCE

1 + sTCE

help of the spotted hyena optimizer algorithm considering 
integral squared error as a performance index  (PiISE) given 
by Eq. (3) [8].

Solid oxide fuel cell (SoFC)

The energy storing component solid oxide fuel cell (SoFC) 
[24] is a static electrochemical device that is utilized to 
transform hydrogen as well as oxygen’s chemical form of 
energy into electrical energy. This is done by employing 
ceramic-type electrolytes and porous electrodes. The three 
main components associated with power generation from 

(3)PiISE =

T

∫
0

{(
Δfi

)2

+
(
ΔPtie

i−j

)2
}

dt

Fig. 1  Schematic representation of present article work
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Fig. 2  Schematic diagram and Tf model of unequal three-area system 
with thermal–biodiesel–solar in area-1, thermal–gas–solar in area-2 
and thermal–Ss(GT)–solar in area-3 along with SoFC in area-1: a 

Schematic diagram of three different systems in step by step method, 
b Tf model of ultimate system with both solar and SoFC



762 International Journal of Energy and Environmental Engineering (2023) 14:757–776

1 3

SoFC are the fuel processing unit, power unit and power 
conditioning section. SoFC has a few features like higher 
temperature, high efficiency, high catalytic reaction, less 
prone to corrosion, profitable, the lesser release of exhaust 
gases and many more. The Tf of SoFC is given by Eq. (4) 
[24].

KSoFC and  TSoFC are the gain and time constants of SoFC, 
respectively.

Proposed controller

The proposed controller in this article is the combination 
of tilt–integral–derivative with filter (TIDN) and inte-
gral–derivative in fractional form (FOID). A fractional-
order controller (FO) provides more flexibility and enhances 
the overall performance of the system by providing some 
additional degrees of freedom [40]. The two parts of the 
controller, i.e. TIDN and FOID, are in a series combina-
tion. The block outline of TIDN-FOID is demonstrated in 
Fig. 3. Block-1 (B1) and Block-2 (B2) are the arrangements 
of TIDN and FOID, respectively.  Rsi(s) and  Osi(s) are the 
reference and output signals for the TIDN-FOID controller, 
respectively.

The Riemann–Liouville (R–L) description for FO inte-
grator and derivative can be acquired from Eqs. (5), (6) [18], 
[47].

(4)TfSoFC (s) =
KSoFC

1 + sTSoFC

(5)� D
−�
t

f (t) =
1

Γ(n)

t

∫
�

(t − �)�−1f (�)d�

In Eqs. (5), (6), n − 1 ≤ α < n, n is an integer, αDα
t
  is the 

fractional operator and Γ(.) is the Euler’s gamma function. 
The Laplace transformation of Eqs.  (5), (6) is given by 
Eqs. (7), (8), respectively [18].

The disadvantage of the infinite count of poles and zeros 
due to perfect approximation is overwhelmed by Oustaloup 
et al. [48]. In [48], a proper Tf is suggested which can be 
estimated FO derivatives as well as integrators via recursive 
distribution about poles and zeros demonstrated by Eq. (9) 
[48].

If K = 1 (attuned gain) then and their gain = zero db with 
1 rad/s frequency, M = number of poles as well as zeros 
(already set) and frequencies range for poles and zeros are 
provided by Eqs. (10)–(14) [18].

(6)� D
�
t

f (t) =
1

Γ(n − �)

dn

dtn

t

∫
�

(t − �)n−�−1f (�)d�

(7)L
{
� D

�
t

f (t)
}
= s� F(s) −

n−1∑

k=0

sk � D
�−k−1
t

f (t)|t=0

(8)L
{
� D

�
t

f (t)
}

= s� F(s) −

n−1∑

k=0

sk � D
�−k−1
t

f (t)|t=0

(9)s� = K

M∏

n=1

1 +
(

s
/
�Z,n

)

1 +
(

s
/
�p,n

)

(10)�Z,l = �l

√
n

(11)�p,n = �Z,n� n 1,… ., M,

Fig. 3  Arrangement of proposed 
controller (TIDN-FOID)
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The TIDN controller is the modified form of PIDN con-
troller where the proportional gain is associated with a tilted 
constituent in the form of  s−(1/n) or 1/s(1/n). TIDN is chosen 
as it facilitates hassle-free tuning, an excellent ratio of dis-
turbance rejection; also, it is least affected by the alteration 
of system parameters.

The Tf of  B1i(s) is given by Eq. (15).

The Tf of  B2i(s) is given by Eq. (16).

(12)�Z,n+1 = �p,n

√
�

(13)� =
(
�h

/
�l

)v∕M

(14)� =
(
�n

/
�l

)(1 − v)∕M

(15)B1i(s) =

{
KPi(
s1∕ni

)

}
+

{
KIi

(s)

}
+ KDi

Ni

1 + Ni∕s

where λ and μ are the non-integer order of FO integrator and 
derivative parts, respectively.  KFIi and  KFDi are the integral 
and derivative gain of FO part of the related area.

Thus,

The adjusting parameters of TIDN and FOID are obtained 
using SHO by  PiISE. Stated boundaries of frequency [ωl, ωh] 
reflected for assessment is [0.01, 50], for controller gains 
like  KPi,  KIi,  KDi,  KFIi,  KFDi, is within 0–1, filter coefficient 
 (Ni) is between 0 and 100, controller parameters (λi, μi) are 
within 0–1 and ni between 1 and 12 [33]. The Tf model of 
TIDN-FOID is shown in Fig. 3

(16)B2i(s) =
KFIi

s�i

+ s�i KFDi

(17)Osi(s) =
(
B1i(s)B2i(s)

)
* Rsi(s)

Fig. 4  Flowchart of SHO algorithm

Table 1  Best values of gains and parameters of PIDN, FOPID, TIDN 
and TIDN-FOID controllers for system-1 (excluding solar) for step 
load disturbance

Name of controllers Corresponding 
gains and param-
eters

Area-1 Area-2 Area-3

PIDN KPi* 0.0017 0.0028 0.0039
KIi* 0.8276 0.8365 0.8265
KDi* 0.3592 0.4059 0.4185
Ni* 10.77 12.41 15.25

FOPID KPi* 0.1347 0.2739 0.3633
KIi* 0.8995 0.9997 0.9743
λi* 0.9956 0.9694 0.8564
KDi* 0.9239 0.4798 0.3740
μi* 0.7172 0.9586 0.6429

TIDN KPi* 0.5015 0.6470 0.6013
KIi* 0.3048 0.3442 0.4582
KDi* 0.3607 0.4761 0.5708
Ni* 46.00 42.00 40.00
ni* 0.9409 1.9508 2.9107

TIDN-FOID KPi* 0.9293 0.8412 0.8041
KIi* 0.8642 0.8754 0.8643
KDi* 0.6548 0.7160 0.7683
Ni* 63.53 52.23 65.35
ni* 4.9202 6.8256 7.9288
KFIi* 0.7408 0.8507 0.8573
λi* 0.0214 0.0855 0.0475
KFDi* 0.8484 0.5148 0.4178
μi* 0.0625 0.0250 0.0588
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Fig. 5  Assessment of responses of controllers PIDN, FOPID, TIDN 
and TIDN-FOID for system-1 (excluding solar and SoFC) for 1% step 
load disturbance. a Area-1 frequency aberration Vs. time, b area-2 
frequency aberration Vs. time, c tie line power aberration for line 

interconnecting area-1 and area-2 Vs. time, d tie line power aberra-
tion for line interconnecting area-1 and area-3 Vs. time, e characteris-
tics of convergence
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Spotted hyena optimizer (SHO)

The bioinspired meta-heuristic algorithm designated as 
spotted hyena optimizer (SHO) was developed by Dhiman 
et. al [46]. SHO was developed after being motivated by 
behaviour of spotted hyenas. This depicts the social con-
nection amid spotted hyena and their cooperative action. 
The three measures associated with SHO are tracking 
down the hunt, enclosing and striking the hunt. In SHO, 
an appropriate balance is maintained in between exploi-
tation and exploration. This increases the opportunity to 
achieve overall optima. SHO is markedly different from 
other algorithms as it performs exploitation and explora-
tion by separate relations. With a vector, �⃗h the appropriate 
balance is maintained in between exploitation and explo-
ration by decreasing its value from 5 to 0 over a number 
of iterations. The coefficient vector �⃗E half of iterations 
are specific for exploitation and others for exploration. If 
����⃗|E| ≥ 1 , it indicates exploration, i.e. searching, whereas 
����⃗|E| ≤ 1 indicates exploitation, i.e. hunting. Thus, this 
arrangement avoids difficulties related to local optima. The 

detailed mathematical and theoretical explanation is given 
in Reference [48]. In SHO, each spotted hyena is allot-
ted with a collection of parameters to be optimized to the 
extent of higher and lesser limits. Within the extent of val-
ues, the perfect measure of parameters should settle. Sec-
ondary controllers PIDN/FOPID/TIDN/TIDN-FOID are 
utilized individually, and individual gains are optimized.

After subsequent initialization concerning input vari-
ables related to SHO like a total of search agents and itera-
tion, assessment by simulation is conducted by keeping 
any of these parameters changing and others unchanging, 
and the value of  PiISE is attained using parameters relevant 
to each hyena. So, later with numerous runs, the value 
of the varying parameter is carefully chosen associated 
with least value of  PiISE. Likewise, the similar procedure 
is conducted for further parameter maintaining the by now 
optimized one unchanging. In this manner, best values of 
SHO parameters are acquired. Tuned values of parameters 
are number of search agents n = 50 and number of itera-
tions = 100. SHO’s flowchart is provided in Fig. 4.

Table 2  Best values of gains and parameters of PIDN, FOPID, TIDN 
and TIDN-FOID controllers for system-2 (including constant solar 
insolation) for step load disturbance

Name of controllers Corresponding 
gains and param-
eters

Area-1 Area-2 Area-3

PIDN KPi* 0.0016 0.0017 0.0010
KIi* 0.7632 0.7552 0.7395
KDi* 0.3655 0.3674 0.8049
Ni* 39.77 30.41 35.25

FOPID KPi* 0.2245 0.2546 0.4123
KIi* 0.3476 0.9897 0.8907
λi* 0.8692 0.9868 0.8977
KDi* 0.9897 0.5123 0.4123
μi* 0.6896 0.9123 0.7199

TIDN KPi* 0.2644 0.5375 0.5274
KIi* 0.5765 0.4568 0.5764
KDi* 0.5613 0.4624 0.5748
Ni* 44.23 25.00 32.76
ni* 2.9202 4.9697 3.9782

TIDN-FOID KPi* 0.9764 0.8874 0.9975
KIi* 0.5344 0.6444 0.6853
KDi* 0.7855 0.7415 0.9814
Ni* 65.23 73.23 85.76
ni* 7.9202 8.2674 9.5555
KFIi* 0.9987 0.9988 0.9998
λi* 0.0091 0.0092 0.0084
KFDi* 0.9658 0.8972 0.9635
μi* 0.1070 0.1075 0.1108

Table 3  Best values of gains and parameters of PIDN, FOPID, TIDN 
and TIDN-FOID controllers for system-2 (including variable solar 
insolation) for step load disturbance

Name of controllers Corresponding 
gains and param-
eters

Area-1 Area-2 Area-3

PIDN KPi* 0.5432 0.5390 0.4726
KIi* 0.6494 0.5323 0.4215
KDi* 0.2478 0.3005 0.3488
Ni* 15.35 16.82 18.45

FOPID KPi* 0.2145 0.2867 0.4787
KIi* 0.5744 0.8979 0.8787
λi* 0.9876 0.9136 0.8097
KDi* 0.9086 0.6121 0.5221
μi* 0.6544 0.9087 0.8979

TIDN KPi* 0.8430 0.9509 0.8520
KIi* 0.6453 0.6516 0.7607
KDi* 0.4876 0.5753 0.6887
Ni* 30.25 37.82 42.45
ni* 2.9165 3.1882 3.9425

TIDN-FOID KPi* 0.5415 0.6123 0.7332
KIi* 0.5431 0.5325 0.5473
KDi* 0.4766 0.4855 0.4884
Ni* 56.01 54.11 62.12
ni* 8.5420 7.2340 8.9800
KFIi* 0.6530 0.6425 0.7523
λi* 0.0567 0.0174 0.0161
KFDi* 0.8531 0.8638 0.8842
μi* 0.1405 0.0112 0.1518
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The proposed methodology

A three-area system with capacity ratio of 1:3:4 is con-
sidered. The investigated system comprises of thermal, 
solar, SoFC and biodiesel in area-1, thermal, gas and solar 
in area-2 and thermal, split-shaft gas turbine and solar in 
area-3. Investigations are carried out by considering pro-
posed TIDN-FOID controller and its gains are optimized 
by SHO technique considering ISE as a performance 
index. The optimization technique is coded in MATLAB 
R2020a software, and the investigated system is modelled 
in Simulink with the FOMCON toolbox.

Studies are performed for: (a) controller comparison in 
systems-1 and 2 considering with and without solar hav-
ing fixed and variable solar insolation; (b) comparison of 
system dynamics with step and random perturbations in 
system (a); (c) impact of SoFC on step and random per-
turbations in system (b); and (d) sensitivity analysis in 
system (c).

Fig. 6  Assessment of responses of controllers PIDN, FOPID, TIDN 
and TIDN-FOID for system-2 (only constant solar insolation) for 
1% step load disturbance. a Area-2 frequency aberration Vs. time, b 

area-3 frequency aberration Vs. time, c tie line power aberration for 
line interconnecting area-1 and area-3 Vs. time, d tie line power aber-
ration for line interconnecting area-2 and area-3 Vs. time
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Results and assessment

Assessment of dynamic responses for step load 
disturbance (excluding solar)

The system examined here for assessment includes ther-
mal–biodiesel in area-1, thermal–gas in area-2 and ther-
mal–Ss(GT) in area-3 (system-1). This system is intro-
duced with PIDN/FOPID/TIDN/TIDN-FOID controllers 
on individual basis. Assessment is performed along with 
1% step load disturbance in area-1. The best available 
values of each of the controller gains and parameters are 

acquired using SHO, by using  PiISE. The best possible val-
ues are given in Table 1, and with these values, dynamic 
responses are acquired as shown in Fig. 5a–d. Critical 
view of each response says about the excellence of TIDN-
FOID over other controllers regarding lessened level of 
peak overshoot, extent of oscillations, peak undershoot 
as well as settling time. The productivity of SHO is also 
examined with few other algorithms like PSO, CS and 
FA for optimization of TIDN-FOID controller parameter 
values, and in each case, convergence characteristics are 
acquired and compared in Fig. 5e. It is seen that the con-
vergence characteristics of SHO for the particular system 
are faster and have lesser value of  PiISE. The best values 

Fig. 7  Assessment of responses of controllers PIDN, FOPID, TIDN 
and TIDN-FOID for system-2 (only variable solar insolation) for 
1% step load disturbance. a Area-1 frequency aberration Vs. time, b 

area-2 frequency aberration Vs. time, c tie line power aberration for 
line interconnecting area-1 and area-2 Vs. time, d tie line power aber-
ration for line interconnecting area-1 and area-3 Vs. time
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of gains and parameters employing varied algorithms are 
not provided here.

Assessment of dynamic responses for step load 
disturbance including constant solar insolation

In Sect.  5.1, it is noted that SHO optimized TIDN-FOID 
controller’s response is enhanced compared to other clas-
sical controllers. Now, the system with thermal–biodiesel 
in area-1, thermal–gas in area-2 and thermal–Ss(GT) in 
area-3 at 1% step load as disturbance is incorporated with 
solar thermal power plant in each area to perform analysis. 
This system with solar at fixed insolation is introduced 
with PIDN/FOPID/TIDN/TIDN-FOID controllers on indi-
vidual basis. The best available values of each of the con-
troller gains and parameters are acquired using SHO, by 

using  PiISE. The best possible values are given in Table 2, 
and with these values, dynamic responses are acquired 
as shown in Fig. 6. Critical view of each response says 
about the excellence of TIDN-FOID over other control-
lers regarding lessened level of peak overshoot, extent of 
oscillations, peak undershoot as well as settling time even 
in the presence of fixed solar insolation.

Assessment of dynamic responses for step load 
disturbance including variable solar insolation

In Sects. 5.1 and 5.2, it is noted that SHO optimized 
TIDN-FOID controller’s response is enhanced compared 
to other classical controllers in both the absence and the 
presence of solar, respectively. Now, the system with ther-
mal–biodiesel in area-1, thermal–gas in  area-2 and ther-
mal–Ss(GT) in area-3 at 1% step load as disturbance is 
incorporated with solar thermal power plant (variable solar 
insolation) in each area to perform analysis. This system 
with solar at variable insolation is introduced with PIDN/
FOPID/TIDN/TIDN-FOID controllers on individual basis. 
The best available values of each of the controller gains 
and parameters are acquired using SHO, by using  PiISE. 
The best possible values are given in Table 3, and with 
these values, dynamic responses are acquired as shown 
in Fig. 7. Critical view of each response says about the 
excellence of TIDN-FOID over other controllers regarding 
lessened level of peak overshoot, extent of oscillations, 
peak undershoot as well as settling time even in the pres-
ence of variable solar insolation.

Assessment of dynamic responses for random 
pattern of load including solar for fixed insolation

The system examined here for assessment includes ther-
mal–biodiesel in  area-1, thermal–gas in  area-2 and ther-
mal–Ss(GT) in  area-3 along with solar thermal power plant 
in all areas. This system is introduced with PIDN/FOPID/
TIDN/TIDN-FOID controllers on individual basis. Assess-
ment is performed along with random pattern of load as 
disturbance in area-1. The best available values of each of 
the controller gains and parameters are acquired using SHO, 
by using  PiISE. The best possible values are given in Table 4, 
and with these values, dynamic responses are acquired as 
shown in Fig. 8. The random pattern of load considered here 
is shown in Fig. 8a marked in black bold line. Critical view 
of each response says about the excellence of TIDN-FOID 
over other controllers regarding lessened level of peak over-
shoot, extent of oscillations and peak undershoot.

Table 4  Best values of gains and parameters of PIDN, FOPID, TIDN 
and TIDN-FOID controllers for system-2 (including fixed solar inso-
lation) for random pattern of load

Name of controllers Corresponding 
gains and param-
eters

Area-1 Area-2 Area-3

PIDN KPi* 0.6258 0.4721 0.7477
KIi* 0.5784 0.5684 0.5648
KDi* 0.1347 0.2401 0.2271
Ni* 16.15 11.25 18.50

FOPID KPi* 0.3212 0.3656 0.4121
KIi* 0.6767 0.8907 0.7907
λi* 0.9778 0.9232 0.9123
KDi* 0.9898 0.7190 0.6132
μi* 0.6869 0.9876 0.8665

TIDN KPi* 0.4514 0.7545 0.7505
KIi* 0.6475 0.6462 0.6406
KDi* 0.5831 0.6401 0.5311
Ni* 15.25 21.01 21.31
ni* 1.2550 1.2551 1.2555

TIDN-FOID KPi* 0.9075 0.9381 0.9922
KIi* 0.7514 0.7414 0.7315
KDi* 0.7552 0.7063 0.6824
Ni* 67.51 63.25 70.51
ni* 6.2520 7.1810 5.2851
KFIi* 0.5110 0.6125 0.7102
λi* 0.7112 0.6288 0.3310
KFDi* 0.6966 0.9245 0.7558
μi* 0.5555 0.5515 0.5558
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Impact of solar on system dynamics considering 
step load and random load separately

In the above section, it is noted that SHO optimized TIDN-
FOID controller’s response is enhanced compared to other 
classical controllers. Now, the impact of solar is examined 
by comparing its responses with the responses of three-area 
system excluding solar thermal power plant. TIDN-FOID 
is considered as secondary controller. The best values of 
gains are given in Table 1. With these values, the responses 
are shown in Fig. 9 for systems with and without solar for 
both 1% step load disturbance and random pattern of load 
in area-1 as disturbance separately. Critical view of each 
response says about the excellence of system dynamics 
in the presence of solar regarding lessened level of peak 
overshoot, extent of oscillations, peak undershoot as well as 
settling time using TIDN-FOID controller for 1% step load 

disturbance. Similarly, in case of random pattern of load 
TIDN-FOID controller’s supremacy is reflected in terms 
of lessened peak overshoot, extent of oscillations and peak 
undershoot. Only three responses are provided here for each 
case.

Impact of SoFC on system dynamics considering 
step load and random load separately

In the above subsections, it is noted that SHO optimized 
TIDN-FOID controller’s response is enhanced in the pres-
ence of solar. Now, the impact of solid oxide fuel cell 
(SoFC) is examined by comparing its responses with the 
responses of three-area system including solar thermal 
power plant. TIDN-FOID is considered as secondary 
controller. The best values of gains are given in Table 5 
for system with 1% step load and random pattern of load 

Fig. 8  Assessment of responses of controllers PIDN, FOPID, TIDN 
and TIDN-FOID for system-2 (only fixed solar insolation) for random 
load disturbance. a Area-1 frequency aberration Vs. time, b area-2 

frequency aberration Vs. time, c area-3 frequency aberration Vs. 
time, d tie line power aberration for line interconnecting area-2 and 
area-3 Vs. time
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Fig. 9  Assessment of impact of fixed solar insolation on system 
dynamics using SHO optimized TIDN-FOID controller considering 
1% step load and random load pattern of disturbances on individual 
basis for system-2: a area-1 frequency aberration Vs. time (for 1% 
step load disturbance), b tie line power aberration for line intercon-
necting area-2 and area-3 Vs. time (for 1% step load disturbance), c 
tie line power aberration for line interconnecting area-1 and area-2 

Vs. time (for 1% step load disturbance), d area-1 frequency aberra-
tion Vs. time (random load pattern of disturbance), e tie line power 
aberration for line interconnecting area-1 and area-3 Vs. time (for 
random load pattern of disturbance), (f) tie line power aberration for 
line interconnecting area-1 and area-2 Vs. time (for random load pat-
tern of disturbance)
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separately. With these values, the responses are shown 
in Fig. 10 for systems with and without SoFC for both 
1% step load disturbance and random pattern of load in 
area-1 as disturbance separately. Critical view of each 
response says about the excellence of system dynamics 
in the presence of SoFC regarding lessened level of peak 
overshoot, extent of oscillations, peak undershoot as well 
as settling time using TIDN-FOID controller for 1% step 
load disturbance. Similarly, in case of random pattern of 
load TIDN-FOID controller’s supremacy is reflected in 
terms of lessened peak overshoot, extent of oscillations 
and peak undershoot. Only two responses are provided 
here for each case.

Sensitivity analysis for higher value of disturbance

Analysis of sensitivity is done to observe the robustness of 
SHO optimized TIDN-FOID controller gains tracked down 
at base circumstance to broad alteration in system situation 
in thermal–biodiesel in  area-1, thermal–gas in  area-2 and 
thermal–Ss(GT) in  area-3 system along with solar and SoFC. 
Over here, the examined system is exposed with 3% step 
load disturbance in  area-1. The optimized gains of TIDN-
FOID controller are given in Table 6 is acquired employing 
SHO. The dynamic responses for best values comparable 
to base and varied responses are shown in Fig. 11. Com-
parison turns out that responses are pretty much alike which 

insist no additional resetting of best values for alteration in 
conditions.

Discussion of results

According to the results acquired in the preceding subsec-
tions, the remarks are as follows:

a. The proposed TIDN-FOID controller is providing the 
best results compared to PIDN, FOPID and TIDN for 
the base system without solar. Critical understand-
ing of each result of Fig. 5 says about the excellence 
of TIDN-FOID over PIDN/FOPID/TIDN concerning 
diminished level of peak overshoot (Δf1 = 0.0041 Hz, 
Δf2 = 0.0034 Hz, ΔPtie1-2 = 0 p.u. MW, ΔPtie1-3 = 0 
p.u. MW), extent of oscillations, peak undershoot 
(Δf1 = 0.0132 Hz, Δf2 = 0.0041 Hz, ΔPtie1-2 = 0.0036 
p.u. MW, ΔPtie1-3 = 0.0035 p.u. MW) as well as settling 
time (Δf1 = 32.73 s, Δf2 = 36.89 s, ΔPtie1-2 = 33.70 s, 
ΔPtie1-3 = 35.45 s).

b. Also, Fig. 5 shows that SHO optimized TIDN-FOID con-
troller is providing with least value of  PIISE = 0.00021, 
whereas  PIISE values for PSO, CS, FA are 0.00026, 
0.00029, 0.00027, respectively.

c. When the base system is inculcated with solar for 
fixed insolation, it is observed the excellent perfor-
mance of TIDN-FOID over PIDN/FOPID/TIDN. Criti-
cal understanding of each result of Fig. 6 says about 

Table 5  Best values of gains 
and parameters of TIDN-FOID 
controller for system including 
solar and SoFC (system-3) 
for 1% step load and random 
pattern of load disturbances 
separately

For 1% step load disturbance

Name of
controllers

Corresponding gains and param-
eters

Area-1 Area-2 Area-3

TIDN-FOID KPi* 0.5998 0.6955 0.6986
KIi* 0.4230 0.2341 0.2345
KDi* 0.9488 0.9519 0.9969
Ni* 90.53 91.23 94.89
ni* 6.2140 8.2250 10.014
KFIi* 0.9746 0.4079 0.4170
λi* 0.1025 0.2464 0.4607
KFDi* 0.9864 0.9876 0.9975
μi* 0.2810 0.3206 0.4333

For random pattern of load as disturbance
TIDN-FOID KPi* 0.7435 0.6477 0.7057

KIi* 0.4006 0.3007 0.3812
KDi* 0.8874 0.7649 0.8641
Ni* 51.23 48.55 62.35
ni* 8.2140 9.2250 10.014
KFIi* 0.4125 0.3314 0.3258
λi* 0.0014 0.0041 0.0041
KFDi* 0.6452 0.6852 0.5324
μi* 0.0002 0.0001 0.0001
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Fig. 10  Assessment of impact of SoFC on system dynamics using 
SHO optimized TIDN-FOID controller considering 1% step load and 
random load pattern of disturbances on individual basis for system-3 
(in the presence of solar): a area-1 frequency aberration Vs. time (for 
1% step load disturbance), b tie line power aberration for line inter-
connecting area-2 and area-3 Vs. time (for 1% step load disturbance), 
c tie line power aberration for line interconnecting area-1 and area-2 

Vs. time (for 1% step load disturbance), d area-1 frequency aberration 
Vs. time (random load pattern of disturbance), e tie line power aber-
ration for line interconnecting area-1 and area-2 Vs. time (for random 
load pattern of disturbance), f tie line power aberration for line inter-
connecting area-2 and area-3 Vs. time (for random load pattern of 
disturbance)
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the excellence of TIDN-FOID over PIDN/FOPID/
TIDN concerning diminished level of peak overshoot 
(Δf2 = 0.0026 Hz, Δf3 = 0.0015 Hz, ΔPtie1-3 = 0 p.u. 
MW, ΔPtie2-3 = 0.0061 p.u. MW), extent of oscillations, 
peak undershoot (Δf2 = 0.0038 Hz, Δf3 = 0.0044 Hz, 
ΔPtie1-3 = 0.0032 p.u. MW, ΔPtie2-3 = 0.0051 p.u. MW) 
as well as settling time (Δf2 = 28.65 s, Δf3 = 33.45 s, 
ΔPtie1-3 = 32.34 s, ΔPtie2-3 = 27.88 s).

d. Figures 7 and 8 show that the TIDN-FOID controller 
has better performance over PIDN/FOPID/TIDN when 
variable solar insolation for step load and fixed solar 
insolation for random load disturbances, respectively.

e. Figure 9 shows that solar has a noticeable impact on 
system dynamics while considering fixed solar insola-
tion for step load disturbance in terms of lessened peak 
undershoot, peak overshoot and settling time. Even 

Table 6  Best values of gains and parameters of TIDN-FOID control-
ler for system including solar and SoFC for 3% step load disturbance

Name of controllers Corresponding 
gains and param-
eters

Area-1 Area-2 Area-3

TIDN-FOID KPi* 0.6059 0.7095 0.7012
KIi* 0.4562 0.3254 0.3147
KDi* 0.9120 0.9124 0.9705
Ni* 89.56 90.36 92.36
ni* 6.3021 7.9991 9.9851
KFIi* 0.9807 0.5141 0.3985
λi* 0.1033 0.3122 0.4512
KFDi* 0.9877 0.8950 0.9784
μi* 0.2800 0.3155 0.4514

Fig. 11  Assessment of system responses using SHO optimized 
TIDN-FOID controller when step load disturbance is increased to 3% 
from 1%: a area-2 frequency aberration Vs. time, b area-3 frequency 

aberration Vs. time, c tie line power aberration for line interconnect-
ing area-1 and area-3 Vs. time, d tie line power aberration for line 
interconnecting area-2 and area-3 Vs. time
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when solar is used with random load, the system dynam-
ics improved with reduced intensity of oscillations.

f. Figure 10 shows that system with SoFC in the presence of 
fixed insolation has great impact in terms of diminished 
level of peak overshoot (Δf1 = 0 Hz, ΔPtie2-3 = 0.0032 
p.u. MW, ΔPtie1-2 = 0 p.u. MW), extent of oscilla-
tions, peak undershoot overshoot (Δf1 = 0.0076 Hz, 
ΔPtie2-3 = 0.0023 p.u. MW, ΔPtie1-2 = 0.0019 p.u. 
MW) as well as settling time overshoot (Δf1 = 18.23 s, 
ΔPtie2-3 = 22.78 s, ΔPtie1-2 = 19.56 s). Also, when SoFC 
is integrated into the system with random load, the 
extent of oscillations is improved a lot.

Conclusion

In the present material of work, solar-SoFC has been 
incorporated first ever in the field of automatic genera-
tion control (AGC) under traditional situation. An original 
effort has been laid down to implement cascade controller 
with the combination of tilt–integral–derivative with filter 
(TIDN) and fractional-order integral–derivative (FOID) 
in AGC. A recently developed bioinspired meta-heuristic 
algorithm expressed as spotted hyena optimizer (SHO) is 
efficiently utilized for achieving gains and parameters of 
different controllers. The excellence of the proposed cas-
cade TIDN-FOID is considered with and without solar and 
is better than other classical controllers like PIDN, FOPID 
and TIDN in terms of peak undershoot, peak overshoot 
and settling time. Also, the performance of the proposed 
SHO optimization technique provides quick responses and 
converges faster than cuckoo search (CS), firefly algorithm 
(FA) and particle swarm optimization (PSO). Also, SHO 
technique exhibits less error values by 1.941% for CS, 
2.415% for FA and 2.884% for PSO techniques. Moreover, 
the proposed cascade TIDN-FOID controller with the SHO 
technique enhances system dynamics with variable and 
random solar insolation over classical controllers. Further, 
it is evident that with solar integration, considering both 
fixed and random insolation, the system dynamics are bet-
ter than the base system alone. Furthermore, investigations 
are carried out with SoFC integration, considering both 
fixed and random solar insolation. Studies reveal that with 
SoFC incorporation, the proposed system has significantly 
improved responses over solar thermal system. Likewise, 
system with solar and SoFC, system dynamics such as 
shown significant improvement in terms of peak overshoot 
by 86.67%, 98%; peak undershoot by 41.67%, 9.803% and 
settling time by 33.33%, 18.18% for the system with solar-
SoFC and solar alone. A survey of sensitivity analysis for 

the higher value of disturbance is carried out and it is 
found that controller values obtained at nominal conditions 
are robust and need not be reset again.

Similarly, in future the above proposed method of fre-
quency control can also be applied in the combined control 
of voltage and frequency by connecting automatic voltage 
regulator with the proposed AGC system. Besides, it can 
be applied with the combinations of other artificial intel-
ligence techniques.

Appendix

Thermal unit: Tri = 10 s, Kri = 5, Tti = 0.3 s, Tgi = 0.08 s;
Biodiesel: Kvr = 1, Tvr = 0.05 s, Kce = 1, Tce = 0.5 s;
Gas unit: Cg = 1, Xg = 0.6 s, Bg = 0.049 s, Tcd = 0.2 s, 

Yg = 1.1 s, Tf = 0.239 s, Tcr = -0.01 s;
Ss(GT):  Lmax = 1,  T3 = 3  s,  T1 =  T2 = 1.5  s,  KT = 1, 

 FOVmax = 1,  FOVmin = -0.02,  Dtur = 0 p.u;
Solar:  Ts = 1.8 s,  Ks = 1.8,  Tts = 3.0 s,  Tgs = 1.0 s;
SoFC:  KSoFC = 1,  TSoFC = 0.2 s.
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Abstract
The identification of offshore wind farms necessitates the consideration of multiple factors, including technical, social, eco-
nomic, and ecological ones, amongst others. In the current study, a multi-criterial model is applied by incorporating wind 
speed, water depth, grid proximity, tourism activities, and marine spatial constraint factors to determine optimum sites for 
offshore wind farm placements in the Republic of Mauritius. The North-Eastern region, off the coast of Grand Gaube, has 
been found to be promising, with an annual electricity potential of 1650 GWh, owing to favourable wind regime of about 
7.95 m/s at 100 m height. Moreover, the site location, at an average water depth of 38 m, favours the adoption of conventional 
jacket foundation. A levelized cost analysis reveals that the electricity generated from the offshore farm would be priced at 
$163/MWh, which makes it cost-competitive as compared to heavy fuel oil at $218/MWh. A scenario looking at the instal-
lation of a 608 MW offshore wind plant, which represents the theoretical maximum that may be attained in the optimum 
region identified, revealed that exploitation of this site has the potential to decrease up to 1.5 times the share of imported 
fuel oil and diesel for electricity needs. Besides providing guidelines for the implementation of offshore wind technology in 
Mauritius, the paper reflects on important gaps for adoption, including factors that seek to ease policy uptake.
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Introduction

Founded on a mixed developing economic system based 
on the agricultural, tourism, exportation, and financial ser-
vices sectors, the island of Mauritius is heavily reliant on 
the importation of fossil fuels to power its economy. An 
estimated 84% of the primary energy requirement of the 
country is met by imported fossil fuels, notably oil and coal, 
with the energy sector alone accounting for nearly 62% of 
the national greenhouse gas emissions [47]. This heavy 
dependence on imported fossil fuels is further compounded 
by the high vulnerability of the country to fossil fuel market 
dynamics, including price volatility, quality and availability, 
resulting in unwavering energy security issues. Supply inter-
ruptions and shocks in the global energy system, prevalent 
during the COVID pandemic period, have had significant 
repercussions in the power and transport sectors of vulner-
able fossil fuel-dependent island nations like Mauritius [20]. 
It is essential for the country to improve its resilience whilst 
stimulating economic recovery and sustainable development 
in the post-pandemic period. This requirement has been even 
more stressed recently, whereby energy prices have soared 
to unprecedented levels following the ripple effects of the 
conflict between Russia and Ukraine. An accelerated energy 
transition through investments in renewable energy would, 

therefore, help the country in its key endeavour to attain 
energy security and at the same time contribute to the over-
arching goal of decarbonizing its carbon-intensive grid in 
line with its latest Nationally Determined Contribution under 
the Paris Agreement [9, 49].

Over the past two decades, a panoply of policy instru-
ments and programs has been implemented in Mauritius to 
boost the renewable energy sector. A Small-Scale Distrib-
uted Generation (SSDG) scheme, funded by the Govern-
ment of Mauritius with UNDP support in 2010, supported 
the integration of small-scale (< 50 kW) photovoltaic (PV) 
panels and wind turbines through a targeted Feed-in Tariff 
(FiT) scheme [15]. Another more recent policy instrument 
employed includes a net-meting scheme which is benefiting 
around 2000 small power producers around the island who 
are generating electricity using PV and wind energy technol-
ogies for a total capacity of 5 MW [19]. The recent budget 
2021/2022 of Mauritius provides incentives towards sustain-
able energy generation and proposes the renewable energy 
sector as a new pillar of economic growth [10]. As part of 
the measures put forward to ramp up renewable energy gen-
eration from 13 to 60% by 2030, a detailed feasibility study 
is planned to be conducted in order to investigate the off-
shore wind energy potential for electricity generation [10]. 
In this vein, the findings of the present paper can support for 
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science-based policy decision-making by guiding the cost-
effective implementation of an offshore wind farm, thereby 
enabling to increase the share of renewables in the energy 
mix of Mauritius. The electricity generated from renewables 
was estimated at 688 GWh in 2020, representing a share of 
23.9% of the electricity generation mix [39]. Onshore wind, 
with an electricity generation potential of 18 GWh in 2020, 
contributed only 0.6% of the electricity requirement of the 
country [39]. Generating electricity from offshore wind can 
significantly increase the share of renewables in the mix.

Offshore wind potential assessments of Mauritius have 
revealed the higher energy resource potentials of the off-
shore regions of the island as compared to onshore sites. It 
is estimated that at 80 m height, about 2.3–3.4 times higher 
wind power densities are yielded near the south-eastern off-
shore coast, with values attaining 420 W/m2, as compared 
to inland regions at 66 m height [38]. The Southern and 
North-Eastern offshore regions of the island yield 1.8–2.5 
times higher wind power densities attaining about 450 W/m2 
at 100 m height as compared to the onshore region at 110 m 
height [38]. As of 2020, the global offshore wind energy 
capacity was 34.4 GW, representing an increase of 21.2% 
as compared to 2019 [21]. The experience gained through 
the growth of installed offshore wind capacity in addition 
to material and technological developments has contributed 
in lowering the upfront investment costs associated with 
offshore wind turbines. The construction of offshore wind 
facilities has registered the fastest cost reduction of any 
renewable energy source in 2019 attaining $78/MWh, which 
represents a drop in price of 32% as compared to 2018 [1]. In 
Europe, offshore wind power has become cost-competitive 
with conventional fossil fuels since 2017 [4]. Projections 
made by the European Union for offshore wind turbines sug-
gest that a reduction in the capital investment cost of more 
than 50% and a prolongation of the technical lifetime from 
20 to 30 years could be attained by 2050 [23]. In addition 
to the promising future economic prospects offered by off-
shore wind facilities, the fact that they are placed at sea is 
a huge benefit, especially for an island like Mauritius with 
land scarcity issues.

The suitable planning of offshore wind farms necessitates 
the consideration of multiple factors, ranging from the climatic 
suitability of the site pertaining to appropriate offshore wind 
regimes, geotechnical land properties of the bottom seafloor 
section, and geospatial constraints associated with shipping 
routes, amongst others. Multi-Criteria Decision Analysis 
(MCDA) is a useful tool that allows the structuring of a com-
plex multi-dimensional problem [32]. Schillings et al. [37] 
resorted to the MCDA technique to investigate the offshore 
wind potential of the North Sea and to limit conflicts that 
may arise due to existing sea uses that may interfere with the 
placement of an offshore wind farm. The offshore wind energy 
potential of the UK was investigated using a multi-criterial 

model set up by Cavazzi and Dutton [3] which enables the 
simulation of technical and economic aspects for proper off-
shore wind farm planning. An assessment of the offshore wind 
potential using the MCDA approach in the Gulf of Thailand 
revealed a technical power potential amounting to 7000 MW, 
with a generation potential of 15 TWh/year [53]. Mahdy and 
Bahaj [25] conducted an MCDA to investigate the offshore 
wind potential of Egypt and was able to identify three highly 
suitable areas with minimum restrictions, with the capacity to 
generate 33 GW of wind power.

The innovation of the current study is that it seeks to fill 
the important gap in literature pertaining to unveiling the 
techno-economic offshore wind potential of small islands. 
Such locations have specificities inherent to their physical 
characteristic and socio-economic contexts—characterized 
by space and resource limitations, economies that are highly 
vulnerable to external shocks, reliance on foreign direct 
investment coming from tourism, which, in turn, is depend-
ent upon fragile ecosystems, amongst others. There are 
relatively few papers in literature regarding assessments of 
offshore wind potentials for small islands, and the research 
presented in this paper aims to address this gap. Moreover, 
the current paper is amongst the few ones to incorporate 
tourism activities as an important factor which dictates the 
placement of offshore wind farms. Being an island, which is 
heavily dependent on the tourism economy, implies that the 
inclusion of the tourism activity factor is key for optimum 
siting of offshore wind power plants in Mauritius.

In the current study, the MCDA technique is adopted to 
identify highly suitable sites for the constructions of offshore 
wind farms in the territorial waters of Mauritius. The techni-
cal power potential of the farm is revealed, and an economic 
feasibility assessment is performed to evaluate its economic 
potential as compared to conventional fossil fuel use for 
electricity generation. We also reflect on important gaps for 
adoption, including factors that seek to ease policy uptake.

We begin by contextualizing the research and by 
describing the area of study. The materials and methodol-
ogy adopted in the current study are thereafter elaborated. 
The theoretical foundations underlying the methods used 
to investigate the offshore wind potential of Mauritius are 
described in the methodological section. The results of the 
study are then presented, followed by an in-depth discussion 
that aims to provide for a scientifically informed guide for 
the development of offshore wind farms at the identified 
sites.

Study area

The Republic of Mauritius, situated in the South-West 
Indian Ocean to the east of Madagascar, has a large Exclu-
sive Economic Zone (EEZ) of 2.3 million  km2 (Fig. 1a). 
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Since 2012, it shares a joint management area with the 
Seychelles which extends over 396,000  km2 of the Con-
tinental Shelf. Mauritius Island sits on the Mascarene 
Plateau (Fig. 1b) which arches about 2000 km across the 
western Indian Ocean up to the Seychelles, and hosts a 
rich and diverse ecosystem on the mid-oceanic plateau at 
water depths of about 100 m [7]. The shallower regions 
are found on the plateau extending in the Northern off-
shore waters of the island, in contrast with the deeper 
sections on the southern latitudes where the bathymetric 
gradient is steeper. Marine spatial constraints are mainly 
concentrated within the vicinity of the lagoon (Fig. 1c), 
enclosed by a near-continuous coral reef, and which com-
prises of fishing reserves and Marine Parks which are 
secured under the Fisheries and Marine Resources Act 
2007. Inscribed as a UNESCO World Heritage Site, Le 
Morne Cultural Landscape is protected by a strict legal 
framework under the National Heritage Trust Fund Act 
2004, as delineated in Fig. 1c.

Materials and methods

Framework overview

The framework adopted to investigate the offshore wind 
energy potential of Mauritius is shown in Fig. 2. Initially, 
the geospatial constraints prohibiting the construction of an 
offshore wind facility are identified. The MCDA process 
begins with the identification of criteria that influence the 
placement of the offshore wind farm. Analytical Hierarchy 
Process (AHP) technique is thereafter used to determine the 
importance of each criterion through a pairwise comparison 
process which results in the allocation of factor weights. 
Suitably weighted factors are then combined using the 
Weighted Linear Combination (WLC) process to identify 
feasible and unfeasible regions for exploitation. Prohibited 
regions identified at an earlier stage are then excluded from 
the analysis to reveal only feasible sites that are graded 
based on their potential for exploitation. The highest poten-
tial regions identified are further probed to determine the 
technical and economic appropriateness for offshore wind 
farm implementation.

Fig. 1  a Location of Mauritius in the South-West Indian Ocean and extent of its Exclusive Economic Zone (EEZ). b Bathymetric chart of the 
South-Western Indian Ocean in the vicinity of Mauritius Island. c Location of some nearshore marine spatial constraints for Mauritius
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Geospatial optimization

GIS‑based MCDM

The main processes underlying the GIS-based MCDA 
approach involve deriving criteria weights through the Ana-
lytical Hierarchy Process (AHP) and combining the factors 
using the WLC process. Both processes are illustrated in the 
following subsections.

Analytical hierarchy process (AHP) Offshore wind farm sit-
ing necessitates the consideration of multiple quantitative 
and qualitative factors that may influence its placement in 
the offshore waters. The unstructured nature of the site-
suitability analysis confers some degree of complexity to 
this multi-dimensional problem. Consequently, the AHP 
approach introduced by Saaty [35] is generally used to 
reduce the level of complexity through the proper structur-
ing of a decision-making problem into a hierarchical rep-
resentation. The process involves pairwise comparisons of 
criteria based on a common scale of measurement, referred 

to as the Saaty Scale, as presented in Table 1. The result of 
this pairwise comparison leads to a decision matrix which 
influences the weights of the elements that make up the 
analysis, hence giving a structure to the decision problem.

Evaluation matrix A, shown next in Eq. 1, is acquired 
through the pairwise comparisons of n criteria. The element 
aij (i, j = 1, 2, 3,…, n) indicates the quotient of weight.

The relative weights, Aw, of the decision matrix above is 
calculated using the right eigenvector, w, corresponding to 
the maximum eigenvalue, �max , as shown in Eq. 2:

In order to ensure that consistency is maintained in the 
pairwise comparisons performed, a consistency check is 
performed, as presented in Eq. 3. The check is performed 

(1)A =

⎡⎢⎢⎢⎣

a11 a12

a21 a22

… a1n

… a2n

⋮ ⋮

an1 an2

⋱ ⋮

… ann

⎤⎥⎥⎥⎦
, aii = 1, aij =

1

aji

, aji ≠ 0

(2)Aw = �maxw

Fig. 2  Methodology adopted to 
determine the optimum siting 
and arrangement of an offshore 
wind facility in waters of 
Mauritius
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prior to applying the weights to the criteria making up the 
decision problem. The consistency ratio (CR) measuring the 
degree of departure from pure inconsistency is derived as 
follows:

where RI represents the consistency of a randomly generated 
pairwise comparison matrix and CI indicates the consistency 
index, as expressed in Eq. 4:

The pairwise comparison test is iterated until CR ≤ 10% , 
which indicates an acceptable level.

Weighted linear combination (WLC) After deriving the 
weights through the AHP technique, the different factors are 
combined through the WLC technique to generate the off-
shore wind farm suitability map of Mauritius. This aggrega-
tion involves assigning derived weights acquired from AHP 
to individual criterion and then summing them up. The Off-
shore Wind Suitability Index (OWSI) is given by:

where wj is the weight of factor j, aij is the normalized value 
of area i under factor j, and n is the number of criteria.

Review of offshore wind models

Site suitability analysis for an offshore wind farm requires 
the consideration of multiple factors We present in Table 2 
a synthesis of the influential and constraint factors employed 
by multiple offshore wind farm studies around the world.

Selected offshore constraint factors

Marine protected areas (MPAs) In view of protecting marine 
habitats and maintaining biodiversity, MPAs have been set 
up which consists of six fishing reserves and two marine 

(3)CR =
CI

RI

(4)CI =
�max − n

n − 1

(5)OWSI =
∑n

j=1
wjaij

parks, as illustrated in Fig.  1c. MPAs are secured under 
strict legal frameworks which would pose a legal constraint 
to the laying of submarine cables from the offshore wind 
farm to the shore. The data were made available by UNEP-
WCMC and IUCN [48].

World heritage site With the objective to preserve the cul-
tural heritage of Le Morne Brabant, which is regarded as 
a symbol of marronage during the nineteenth century in 
Mauritius, strict policy frameworks have been set up and 
a buffer zone (Fig. 1c) has been traced by the Ministry of 
Housing and Lands [28]. Georeferencing and digitization of 
the buffer area was performed using QGIS.

Coral reef Coral reefs are regarded as important ecological 
habitats for marine organisms and may pose a constraint 
with regards to the laying of underwater electric cables 
for the offshore wind farm that may entail significant reef 
damage [8]. Coral reef distribution around Mauritius was 
vectorized (Fig. 1c) in QGIS through visual inspection of 
satellite imageries.

Exclusive economic zone (EEZ) With one of the largest EEZ 
globally, a key endeavour of the Republic of Mauritius is the 
promotion of its ocean economy. According to the United 
Nations Convention on the Law of the Sea (UNCLOS), the 
country has exclusive rights to implement offshore projects 
within the limits of its national jurisdiction, as delineated by 
the EEZ (Fig. 1a). The demarcation of EEZ region for Mau-
ritius was made available by Flanders Marine Institute [13].

Shipping route The location of the offshore wind farm may 
pose a navigational constraint for marine traffic. The ship-
ping routes around Mauritius were determined from the ship 
density maps of Marine Traffic from 2019 and 2020 [27]. 
The map was georeferenced and the ship routes around Mau-
ritius were extracted using QGIS, as illustrated in Fig. 3.

Unfeasible water depths The offshore wind industry has 
experienced significant growth over the past decade. Mono-
pile foundation has been reported to be the most popular 

Table 1  Saaty’s fundamental scale for pairwise comparisons

Intensity of impor-
tance

Definition Explanation

1 Equally significant Two elements contributing equally to the objective
3 Moderate significance Experience and judgement slightly favour one element over another
5 Strong significance Experience and judgement strongly favour one element over another
7 Very strong significance Activity is strongly favored and its dominance is demonstrated in practice
9 Extreme significance The evidence favouring one parameter over another is of the highest possible order
2, 4, 6, 8 Intermediate values Used to represent compromise between priorities listed above
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typology with a global market share of 60% [36]. Mono-
piles are generally used in shallow (0–15 m) and interme-
diate (15–30  m) depths. Tripod and jacket structures are 
better suited for transitional water depths between 30 and 
50 m [31]. Floating foundations are generally used for deep 
waters above 50 m and can be implemented in water depths 
of up to 1000 m based on currently proposed technologies 
[54]. In the current analysis, we identify and exclude water 
depths greater than 2000  m using bathymetric data from 
[16], as shown in Fig. 3.

Selected influential factors

Wind speed Considered as being the most influential factor 
in offshore wind farm siting studies worldwide, as presented 
in the offshore wind farm models implemented in Table 2, 
the wind speed parameter is integrated in the formulated 
model for Mauritius. The wind speed parameter is directly 
related to the cost-effectiveness of wind farms [43]. The 
wind data (Fig. 4) in the vicinity of Mauritius were made 
available by the Technical University of Denmark (DTU) 

in collaboration with the World Bank Group. Wind speed 
values vary from 3.1 to 13.6 m/s at 100 m height, with the 
strongest wind speeds registered in the Southern and North-
ern offshore regions, as observed in Fig.  4, and reported 
by Cunden and Lollchund [5]. Higher scores are given to 
regions witnessing higher wind speeds and the lower scores 
are attributed to the regions with the lower wind speeds.

Water depth Due to its influence on the type and cost of 
foundation necessary to accommodate and offshore wind 
farm, the bathymetry factor is an important one. Water 
depth data (Fig. 5) were made available by GEBCO [16]. 
Higher scores are given to regions lying closer to the shore 
(0–30 m depth) owing to the popular and cost-effective use 
of monopiles as compared to the other foundation types.

Proximity to grid The nearness of the offshore wind farm 
site to the grid transmission line has the benefit of saving 
on electric cable costs and facilitating the injection of elec-
tricity to the grid network. The grid transmission lines of 
Mauritius were made available by OpenStreetMap [30]. The 

Table 2  Specifications of offshore wind farm suitability models implemented worldwide

Country Technique Constraint Influential factor and weight Reference

Egypt AHP
WLC

Military area
Natural parks
Oil and gas well
Shipping routes
Cables

Wind power density (54%)
Depth (24%)
Soil properties (7%)
Distance to grid (4%)
Distance to shore (11%)

Mahdy and Bahaj [25]

Hong Kong AHP
WLC

Fishing port
Restricted areas
Fairways
Mud disposal
Anchorage site
Fish culture
Recreation zone
Artificial reef

Distance to shore (6%)
Distance to flora/fauna (3.5%)
Distance to recreation zones (3.5%)
Distance to port (24%)
Distance to fishing areas (5%)
Distance to grid (10%)
Wind speed (14%)
Depth (33%)

Gavériaux et al. [14]

Morocco AHP
WLC

Submarine cables
Shipping routes
Protected areas
Migratory bird route
Blue flag beach
EEZ

Wind speed (38.5%)
Water depth (20.7%)
Distance to grid (12.9%)
Distance to port (6%)
Distance to shoreline (6%)
Tourism density (2%)
Distance to airport (3.4%)
Sediment thickness (10.4%)

Taoufik, M. and Fekri [44]

Brazil AHP
WLC

Low wind speed
Unfeasible depth
Fishing site
Pipeline
Conservation site
Priority area

Wind speed (53%)
Water depth (30%)
Distance to shore (11%)
Distance to ports (6%)

Vinhoza and Schaeffer [52]

Mauritius (present 
paper)

AHP
WLC

Shipping route
Unfeasible depth
EEZ
Marine protected areas
Coral reef
World heritage

Wind speed
Water depth
Distance to grid
Tourism density

Doorga et al. [9]
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electricity transmission line data were used to derive the 
chart illustrated in Fig. 6 which delineate offshore regions 
around Mauritius which lie nearer and further from the grid 
network. Higher scores are given to nearshore waters in 
close proximity to the grid network of Mauritius in order to 

facilitate injection of electricity from the plant to the elec-
tricity grid.

Proximity to  popular tourist areas A major inconvenience 
posed by the implementation of offshore wind turbines is its 
visibility from the shoreline which decreases the attractive-
ness of the region where they are installed. Mauritius, being 
popular touristic destination, whose economy relies on rev-

Fig. 3  Geospatial constraints prohibiting the implementation of off-
shore wind farms in the territorial waters of Mauritius

Fig. 4  Map of Mauritius delineating the geospatial variations in wind 
speeds across the inland and offshore regions of the country

Fig.5  Map of Mauritius delineating the variations in water depths off 
the coastal areas of the country

Fig.6  Map of Mauritius delineating the grid transmission network 
and the proximity of offshore sites to the latter
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enues generated from the tourist industry, would necessitate 
that the offshore wind facility be placed in a region away from 
tourist activities. The dataset with the main tourist sites on the 
island (comprising of hotels and popular tourist attractions) 
was acquired from OpenStreetMap [30] and is presented in 
Fig. 7. Higher scores are attributed to regions lying far from 
highly touristic areas in view of dampening the impact of the 
farm’s placement on tourist activities in the region.

Wind energy modelling

A Weibull distribution may be used to represent the probabil-
istic distributions of wind speeds at a certain region of interest 
and is given by the probability density function, f (U) , as:

where U denotes the wind velocities. The shape factor, k, 
and the scale factor, A, can be computed using the follow-
ing equations:

where �U represents the standard deviation whilst the aver-
age wind speed is given by Uavg.
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The wind energy yield from the turbine may be obtained 
using the probability density function given next. In Eq. 9, 
given next, vc , vr and vf  are the cut-in, rated and cut-out 
speeds of the turbine.

We assume the use of the wind turbine model: Siemens 
SWT-3.6-120, rated at 3600 kW, having a 120 m rotational 
blade diameter and 90 m hub height in the derivation of 
wind energy yield [55]. We also assume a linear wind flow 
incident on the wind turbines.

Capacity factor

The capacity factor, CF, defined as the ratio of the actual 
energy yield (derived from the wind energy model) to the 
maximum possible electrical energy output from the turbine, 
is estimated as follows:

The estimated capacity factor will be used to calculate the 
levelized cost of electricity associated with the implementa-
tion of the offshore wind facility.

Economic modelling

The Levelized Cost of Electricity (LCOE) is defined as the 
full life-cycle costs of electricity derived from an installed 
technology per MWh of electricity generated [46]. The 
advantage of LCOE is that it helps compare multiple tech-
nology options to determine the most cost-competitive one. 
The LCOE [$/MWh] may be estimated as follows, assuming 
constant annual maintenance costs and energy generation 
throughout the technology’s life-cycle.

where Kc is the capital cost [$], KRF represents the capital 
recovery factor, Of indicates the fixed annual operating costs 
[$], whilst E denotes the annual electricity yield [MWh].

The capital recovery factor, KRF , may be estimated as 
follows:

(9)P(v) = Pr

⎧
⎪⎪⎨⎪⎪⎩

0 for v < vc
v3−v3

c

v3
r
−v3

c

for vc ≤ v ≤ vr

1 for vr ≤ v ≤ vf

0 for v ≥ vf

(10)CF =
Actual energy yield [MWh]

Capacity of turbine {MW} × 8760 [h]

(11)LCOE =
KcKRF + Of

E

(12)KRF =
i(1 + i)t

(1 + i)t − 1

Fig.7  Map of Mauritius delineating offshore regions around the 
island lying near and far from tourist sites
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where i represents the discount rate [%] and t denotes the 
economic life [years] of the offshore wind technology energy 
under consideration.

In deriving the LCOE, the main assumptions are that 
we employ a capital cost value of $3,400,000/MW, a fixed 
annual and maintenance cost of $95,000/MW, assuming a 
project lifetime of 20 years and a discount rate of 8%, as 
suggested by Lazard [24] for offshore wind energy systems.

Results and discussions

Unveiling the techno‑economic offshore wind 
potential

Using the AHP technique, pairwise comparison is performed 
between a pair of influential factors, yielding the decision 
matrix shown in Table 3a. Four pairwise comparisons were 
performed which resulted in an acceptable consistency ratio 
of 2.6%. The derived weights presented in Table 3b were 
based on the principal eigenvalue of 4.07. The general order 
of importance is such that wind speed is attributed the high-
est weightage owing to its highest degree of importance in 
determining optimum offshore wind farm sites. Water depth 
is then attributed the next highest weightage followed by 
proximity to grid transmission lines and distance to high 
touristic areas. This order of importance adopted reflects 
the ones generally employed in various offshore wind farm 
models implemented worldwide, as shown in Table 2. The 
factors are then standardized to bring them on a compara-
ble scale prior to applying the derived weights in Table 3b. 
Combination of weighted and standardized factors then pro-
ceeds using the WLC technique which results in the offshore 
wind farm potential map of Mauritius, shown in Fig. 8. Geo-
spatial constraints identified in Fig. 3 are then overlaid on 
the map to delineate only regions feasible for exploitation.

Feasible regions around Mauritius are graded from high 
to low potentials for the implementation of offshore wind 
energy facilities. From Fig. 8, it can be observed that the 
regions of highest potentials are found in the Northern, 
North-Eastern, and South-Western offshore areas which are 
indicative of locations having high wind velocities, suitable 
water depths, are located near grid transmission lines, and 
are adequately situated in zones of fairly low touristic activi-
ties. The offshore wind potential map is further probed to 

Table 3  Results of the AHP method for the a decision matrix and b factor weights pertaining to the offshore wind farm model

Decision matrix 

Z1 Z2 Z3 Z4

Z1 1 2.00 3.00 3.00
Z2 0.50 1 2.00 3.00
Z3 0.33 0.50 1 2.00
Z4 0.33 0.33 0.50 1

Factor weights

Cat Criteria Weight Rank

Z1 Wind speed 44.8% 1
Z2 Water depth 28.3% 2
Z3 Proximity to grid 16.4% 3
Z4 Proximity to touristic sites 10.6% 4

Fig. 8  Map of the maritime zone of Mauritius delineating the off-
shore wind farm resource potential around the island
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reveal a proposed ideal site in the North East off the coast 
of Grand Gaube, as illustrated in Fig. 9. Specifications of 
the proposed site are presented in Table 4. This identified 
North-Eastern site witnesses high wind speed (7.95 m/s) at 
100 m height, whilst being located in an average water depth 
of 38 m which would favour conventional jacket foundation. 
Additionally, the site has the added benefit of being located 
at some distance from the shore (7.2 km), such that the off-
shore turbines would be practically out of sight from the 
North-Eastern coast. The relatively lower coral distributions 
opposite to the farm layout in that region, as illustrated in 
Fig. 9b, would imply less ecological impacts as the laying of 
underwater electric cables would not entail significant reef 
damage. Moreover, the identified site has been strategically 
located at some distance from Round, Flat, Gunners Quoin, 
and Ambre Islets which are ecologically sensitive regions 
and host a rich biodiversity.

Assuming that an offshore wind turbine model: Siemens 
SWT-3.6-120 with rated power 3,600 kW, 120 m diameter 
and 90 m hub height [55] is used in the implementation 
of an offshore wind farm for Mauritius, the annual energy 
yield may be estimated as presented in Table 4. For an 
arrangement of 169 turbines proposed at the Northern East-
ern site, the estimated annual energy generation potential 
is around 1650 GWh. The marginal cost for implementing 
the wind farm in the identified propitious site is estimated 
at $163/MWh and is even lower than the average LCOE 
of heavy fuel oil ($218/MWh) in Mauritius [38], making 

it cost-competitive even without considering energy subsi-
dies. The implementation of an offshore wind farm in the 
Northern Eastern site can decrease by about 1.5 times, the 
importation of fuel oil and diesel (1056 GWh in 2020 [39]) 
to meet electricity demand. Consequently, the investment in 
an offshore wind farm in a high potential region has the ben-
efit of dampening the reliance on imported fossil fuels for 
electricity generation and decarbonize the carbon-intensive 

Fig. 9  a Location of proposed 
site identified in the North-East 
region of Mauritius for the 
implementation of an offshore 
wind facility. b Offshore wind 
farm layout comprising of 169 
turbines with a 500 m spacing 
between adjacent turbines and 
installed in a high potential 
region identified off the coast of 
Grand Gaube

Table 4  Specifications of the proposed sites for the implementation 
of offshore wind farms

North-east site

GPS locations − 19.96°; 57.77°
Area 42.3  km2

Number of wind turbines 169
Offshore wind farm capacity 608 MW
Average water depth at site 38 m
Type of foundation needed Jacket
Annual mean wind speed at 100 m height 7.95 m/s
Distance to grid transmission line 13.2 km
Visibility of farm/distance to shore Low/7.2 km
Tourist density near the site Relatively low
Estimated annual energy yield 1,650 GWh
Capacity factor 0.31
LCOE $163/MWh
Wave regime Moderate
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power sector whilst yielding long-term economic benefits. 
Sizing of the farm will be based on energy demand and grid 
integration capacity.

In comparison with previous studies by Gavériaux et al. 
[14] for Hong Kong, Mahdy and Bahaj [25] for Egypt, and 
Vinhoza and Schaeffer [52] for Brazil, which identify sites 
with higher probabilities for wind speeds occurring in the 
range of 4–8 m/s, the siting of the proposed offshore wind 
farm benefits from wind speeds averaging 7.95 m/s. The 
high wind speed values will be translated into higher energy 
yields and, therefore, more economic energy generation. 
However, as also contemplated by other literature studies, 
the paper considers a range of factors from tourist activities 
to ecological impacts in order to properly site the wind farm.

The results from the current paper reveal the technical 
and economic viability of implementing a network of off-
shore wind turbines in the nearshore north-eastern waters 
of Mauritius. A network of 169 turbines has been contem-
plated in the current study to reveal the maximum offshore 
wind power extraction permissible in a high wind resource 
area off the coast of Grand Gaube. From this analysis, it 
was revealed that the installation of typical jacket founda-
tion in water depths averaging 38 m has the technical annual 
potential of generating around 1,650 GWh, resulting in an 
LCOE value of about $163/MWh and found to be more eco-
nomic than fossil fuel oil and diesel. However, based on the 
energy demand and grid integration capacity of Mauritius, 
the sizing of a suitable network for offshore wind power 
turbines in the segment of the optimum site identified that is 
closer to the shore and that could even favour conventionally 
used monopiles (intermediate depths of 15–30 m) should be 
envisaged. The identified site benefits from the ecological 
advantage of less damage from cable laying due to the lower 
coral distributions, in addition of the low tourist activities 
in the vicinity.

Policy uptake and roadblocks

In the Republic of Mauritius, the Department of Continen-
tal Shelf, Maritime Zone Administration and Exploration 
(DCSMZAE) has the legal mandate for Marine Spatial Plan-
ning [6]. Such responsibilities include the identification of 
zones for development of offshore wind farms. However, 
the DCSMZAE has not yet identified suitable zones for such 
development (confirmed via email exchanges). Given the 
national [29] and international commitments [50] taken by 
Mauritius to develop clean energy, and the fact that the Mau-
ritius Renewable Energy Agency has recently launched an 
expression of interest from suitable consortiums to develop 
offshore wind energy in Mauritius [26], not only do the find-
ings of this paper have a high policy relevance, but they are 
also timely aligned with the country’s current ambitions and 
efforts to unlock the development of offshore wind farms.

However, the transition from scientific assessments to 
policy uptake is not a straightforward task. For instance, 
it should be recalled that none of the projects referred to 
in Table 2 [25], Gavérieux et al. 2019; [44, 52] has been 
implemented as at-date, although Brazil has registered six 
environmental impact assessment licences applications for 
offshore wind as at 2020 [12]. Moreover, at a global level, 
Zhang et al. [57] infer that global rollout of offshore wind 
is still in its initial stages, with 6924 wind turbines having 
been constructed in only 14 coastal nations by 2019 (1 wind 
farm located in the US, 21 in the UK, 8 in Germany, 8 in 
Denmark, 7 in China, 2 in Sweden and 3 in the Netherlands).

Whilst this situation may be symptomatic of the recent 
(and still growing) maturity of research and development on 
offshore wind technologies that make them cost-competi-
tive with respect to fossil fuel-based energy sources, it also 
prompts some reflection on the underlying causes account-
ing for limited diffusion of offshore wind farms as a clean 
energy source globally, and within the ambit of this paper, 
utilising those lessons to derive policy implications for the 
case of the Republic of Mauritius.

In the first instance, this situation could be attributed to 
a number of gaps in the literature that may have hampered 
policy uptake across nations involved in offshore wind 
farm development. For instance, there are currently scarce 
assessments digging deep into (i) cumulative environmen-
tal impacts on marine habitats and species and ecosystem 
functioning of the benthic community, as well as regulatory 
risk assessments and other governance and financing chal-
lenges [18], [22], (ii) hydrodynamics and hydrographic con-
ditions in the immediate vicinity of sites [51], (iii) impact 
of offshore wind farms on birds [56] (iv) conducive policy 
instruments and stakeholder engagement mechanisms [2], 
(v) potential tourism value-added in terms of ‘curiosity trips’ 
[45], (vi) studies on levels of support from island residents 
[34], (vii) the use of ethnographic studies to inform on the 
impacts on tourism and recreation around selected sites [40], 
and the use of integrated strategic planning and a long-term 
multidisciplinary approach to site selection [42], amongst 
others.

Given the inherent characteristics of the Republic of Mau-
ritius as a Small Island Developing state, the need for local 
empirical case studies covering those gaps is heightened. 
However, with a view to, pragmatically, address national 
imperatives to decarbonize the energy sector by increas-
ing renewable energy sources to 60% by 2030 [29], it may 
not be judicious to wait for detailed scientific studies that 
explore the full-scope of gaps in the literature as previously 
mentioned. Within this context, this paper provides for an 
insight of possible sites (Fig. 5) whereby offshore wind farm 
development is technically feasible, along with a preferred 
location (Fig. 6) based on an analytically sound methodol-
ogy (“Materials and methods” section).
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Furthermore, scarce diffusion of offshore wind technolo-
gies may also reflect a broader limitation of standardized 
engineering-based assessments of the technical and eco-
nomic feasibility of technologies. Indeed, another branch of 
scholarly work posits that technology uptake is essentially 
path dependent, whereby technology development and diffu-
sion are influenced by a complex interplay between techno-
logical and social factors such as user preferences, adequacy 
of regulatory frameworks, cultural aspects and infrastruc-
ture requirements amongst others [17, 33]. These literatures 
suggest the use of other theoretical frameworks that better 
integrate socio-technical considerations within analyses that 
study offshore wind farm development, the lessons of which 
may better inform policy uptake [11].

Along those reflections, Sovacool [41] calls for energy 
studies to “become more socially oriented, interdisciplinary 
and heterogeneous” and “centre on both physical and social 
processes, include diverse actors and mix qualitative and 
quantitative methods” so as to better positioned to have a 
social impact. Comparing the underlying approach adopted 
in this paper, one may reflect on the reliance on the sole 
judgement of the authors to choose influential and constraint 
factors, as well as assign weights that, ultimately, shape the 
results obtained. To address this gap, the method used and 
analyses undertaken within this study may be tested with 
local actors (such as the environment, land use planning, 
energy ministries, as well as fishermen, NGOs and the pub-
lic) so as to discuss and agree on most appropriate sites for 
offshore wind development. To this end, Fig. 5 provides for 
a basis for such discussions.

Conclusions

In the current study, the feasibility of offshore wind potential 
is explored for the small island developing state of Mauritius 
in view of responding to the need to decarbonize the power 
system and reduce dependence on expensive imported fossil 
fuel sources for electricity generation. The paper is one of 
the few for small islands with emphasis on accounting for 
tourism activities. The marine spatial constraints, such as 
shipping routes and marine protected areas, are identified 
and combined with influential factors including wind con-
ditions, water depths, and techno-economic criteria such as 
proximity to grid transmission lines and tourism density, 
for proper wind farm planning. The results revealed that 
the Northern, North-Eastern, and South-Western offshore 
regions are propitious for offshore wind farm development 
owing to favourable climatic, economic, and technical 
conditions.

An in-depth assessment revealed that the North-Eastern 
site is more suitable for immediate implementation owing 

to the fact that it is located in an average water depth of 
38 m, which would favour the conventionally used jacket 
foundation. The adequate wind regime of the site, which 
averages 7.95 m/s at 100 m height over an annual time 
span, would make it possible to generate up to 1650 GWh 
of electricity annually. Based on this energy yield, a lev-
elized cost of electricity value of $163/MWh has been esti-
mated for the farm which is found to be cost-competitive 
as compared to heavy fuel oil ($218/MWh). The highly 
suitable offshore wind farm site identified in the North-
East has a theoretical maximum wind resource potential 
that can contribute in decreasing up to about 1.5 times 
the importation of fuel oil and diesel to meet electricity 
demand whilst catering for the sustainable energy supply 
of a growing population.

However, this paper also highlights a number of gaps 
in the literature, covering environmental, policy, regula-
tory, and methodological factors. The main limitation of 
the current study is that it has been conducted in a highly 
academic and siloed approach and without the involvement 
of other stakeholders. Reflecting on those gaps and with a 
view to ease policy uptake of the results of this paper, it is 
proposed to replicate this study with actors having a stake 
in the development of offshore wind farms.

Suggested avenues for future research should look at 
sizing of a nearshore wind farm in a segment of the area 
identified based on (a) the energy demand of the popula-
tion and grid capacity, as well as on (b) further in-depth 
ecological considerations pertinent to the site. Moreo-
ver, another line of research could focus on the optimum 
arrangement for wind turbines to increase energy yield in 
the face of the generated wake effects.
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Abstract
This research proposes a novel solution to the power generation scheduling problem based on the chaotic gorilla troop's 
optimizer algorithm (CGTO). Power system operational planning is a large-scale, highly constrained combinatorial opti-
mization problem known as the Energy Generation Scheduling Problem. The Gorilla Troops optimizer is a bio-inspired 
heuristic optimizer that uses gorilla hierarchy and hunting notions to resolve challenging scheduling issues. The gorilla 
update method is initially obtain binary string of generators in order to determine the global best solution (s), which is fol-
lowed by a chaotic operation. Chaotic search avoids local minima while GTO seeks out global optima, resulting in a better 
balance of exploitation and exploration. A simple and effective strategy for wind power integration placement and sizing is 
presented in this research. The messy behavior of the wind is predicted to follow the Weibull PDF. Examining the viability 
and effectiveness of units between 10 and 100, the results are compared to those attained using various techniques mentioned 
in the literature. The results unequivocally demonstrate that the recommended technique provides superior solutions than 
competing alternatives. The solution was improved further in the wind power sharing scenario. Convergence curve amply 
demonstrates the optimizer's robustness.

Keywords Artificial gorilla troops optimizer · Metaheuristic algorithm · Generation Scheduling Problem · Chaotic search · 
Hybrid optimizer

Introduction

A big electric power system today typically comprises 
of thousands of transmission lines and hundreds of gen-
erators. Such a large-scale system's functioning should 
take into consideration the ongoing fluctuation in cus-
tomer needs. Power system scheduling is based on two 
crucial decision-making processes in order to guarantee 
there is liability and the efficient running of this type 
of systems. First, each time interval of the scheduling 
time horizon should be used to establish the commit-
ment states (on or off) of the systems generating units. 
The "Unit Commitment" problem is the name for this 
issue. The power demand will be distributed among the 
committed units according to another choice, known as 
the "Economic Dispatch." Such a distribution is chosen 
based on the traits of the component units. For a least-cost 

solution, the results of these two choices must be taken 
into account concurrently. The scheduled power genera-
tion should be able to meet the anticipated demand in 
the scheduling problem, where the time horizon typically 
runs from one day to one week. However, there is always 
a chance that some of the committed units would fail 
owing to the unique outages or unexpected challenges in 
the operation of a power system; therefore, a hot reserve 
which is not in operation must be considered. In this 
case, the extra capacity (spinning reserve) might be able 
to supply the mismatch power and deliver electricity to 
the portion of the load that was originally attributed to 
the failing units. Another system need that must be met 
in the scheduling problem is the supply of the spinning 
reserve. A deterministic spinning reserve constraint is 
typically used to simulate such dependability require-
ments, and this constraint necessitates a specific amount 
of spinning reserve capacity. This, however, is an incor-
rect formulation of system limitations [I] since it does 
not accurately reflect the risk that the system actually 
faces. The ideal timetable for a power system's opera-
tion should also take into account the system's component 
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producing units' characteristics. According to how they 
use energy resources, generating units in a power system 
can also be categorized. The term "thermal units" refers 
to the generators that convert heat energy into electricity 
and have an endless supply of fuel. The majority of the 
units in the current power systems belong to this type 
of generating units. A different kind of generating units 
consists of fuel-constrained units that operate similarly 
to thermal units. However, there is a maximum amount 
of gasoline that can be made accessible to any fuel-con-
strained unit at any given time. A unit is subject to this 
constraint for a number of reasons, including the scarcity 
of natural resources, utility and fuel supplier contracts, 
and transportation issues. Assigning a preset total fuel 
consumption to each unit within the scheduled time hori-
zon is a typical set of fuel restrictions used in modern 
power systems. These constraints are known as "Take or 
Pay" contracts. The third category of generators includes 
wind generators, which produce electricity by harness-
ing the kinetic energy of moving wind. Utilizing wind 
resources may result in a number of operational restric-
tions depending on the rate of the wind intake and envi-
ronmental restrictions. In power system operation, unit 
commitment (UC) is a mixed-integer, frequently nonlin-
ear, NP-hard issue. It necessitates determining the binary 
on/off state of power generation units as well as the real-
valued power output of on-line units at the same time, 
all while adhering to different limitations such as power 
balance, capacity limit, and minimum up/down time lim-
its. Since global warming has been a major challenge for 
mankind in the last decade, owing to widespread use of 
fossil fuels. Fuel releases pollutants including CO2, SO2, 
and NOx that are harmful to the environment. By enact-
ing emission taxes, many nations are promoting the crea-
tion of clean energy in an effort to reduce the impact of 
global warming. The burning of fossil fuels is the main 
source of greenhouse gases. Three main forms of con-
ventional fuels—oil, gas, and coal—produce emissions 
that are represented by greenhouse gases like NOx, CO2, 
and SO2. The Paris Climate Conference 2015 created a 
global commitment to keep maximum temperature rises 
under 2 degrees Celsius by the end of the century [1]. 
Significant reductions in GHG emissions from both major 
drivers of emissions, notably power production and trans-
portation, are ultimately a fundamental way to achieving 
this objective [2]. As a result, both industrialized and 
developing countries work to utilize abundantly available 
alternative energy sources that are also environmentally 
beneficial. As a result, current studies and research have 
given renewable energy sources a lot of attention. The 
UC has already been widely investigated for traditional 

power systems with limited or no participation of variable 
renewable production. However, in recent years, there has 
been a significant increase in the use of variable renew-
able energy sources around the world, posing new issues 
for power system operators. Modern power systems with 
a considerable renewable share must be able to respond to 
fast and large variations in renewable energy output due 
to the uncertainty and variability of renewable generation, 
making flexibility a hot topic of research in recent years. 
A number of studies have been conducted in this area, 
with the goal of maximizing the use of flexible resources 
in the operation of highly renewable systems. In renew-
able energy share wind and generation gain utmost impor-
tance and have increased dramatically, allowing them 
to play a substantial role in wholesale energy markets 
while lowering fossil fuel consumption. Wind and solar 
power generation, which are generally classified as nega-
tive loads, have substantial swings in their load curves 
and are likely to induce repeated ramping and start-ups/
shut-downs for thermal units [17]. Over the last few dec-
ades, extensive research has been performed to answer 
the problem, leading to the proposal of a variety of tra-
ditional approaches, intelligent methods, and hybrid or 
analytical methods. Generation scheduling problem has 
long been matter of concern various approaches have 
been applied to solve this complex problem conventional 
methods such as exhaustive enumeration [1] in which all 
possible combinations are tried, this is very complex and 
tiresome. Priority list [2] is simple sub-optimal approach 
which sorts units according to their priority, and whose 
priority is first participate first, followed by next best 
units. Dynamic programing [3]  approach suffers with 
dimensionality problem. Lagrangian relaxation [4, 5 suf-
fers with its sub-optimal nature as duality gap may not 
always reduce to zero. Branch and bound [6] Tabu search 
[7, 8] Unit decommitment method [9].

Performance of conventional approach fails when 
objective functions are either discontinuous or having 
multiple optima points. Since almost all classical tech-
niques require objective function and gradient informa-
tion of objective function since generation scheduling is 
complex non-convex curve classical method usually stuck 
in local minima. Soft computation-based solutions pri-
marily make use of theoretical and applied understanding 
of the inference generated to address UCP. With the use 
of these techniques, it is possible to qualitatively describe 
a system's behavior, characteristics, and response with-
out using precise mathematical formulas. Fuzzy logic, 
artificial neural networks, and evolutionary and GA-
based approaches are three main categories in which 
growth in the field of soft computation techniques can 
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be hypothesized. Hence soft computing-based method is 
widely adopted to solve generation scheduling problem, 
such as simulated annealing fuzzy logic [10, 11], genetic 
algorithm [12], ant colony optimization [13], evolutionary 
programming [14], harmony search [15], binary gravita-
tional algorithm [16], fire fly algorithm [17], differential 
evolution [18], teaching–learning-based optimization 
[19], sine cosine optimizer [20], moth flame optimizer 
[21]. Various other hybrid optimization approaches owing 
to their batter balance between exploitation and explo-
ration are quite common nowadays such as BMFO-SIG 
[22], GWA-SA [23], Hybrid SMA-SCA [24], BGWO 
[25], Hybrid optimizer [26, 27, 28]

Numerous scientific disciplines have used meta-
heuristic optimization techniques. Meta-heuristics are 
straightforward to comprehend. They draw inspiration 
from natural phenomena, animal behaviors, and evo-
lutionary theories. Meta-heuristics are easily adapt-
able to different issues since they typically treat them 
as "black boxes." Third, the majority of meta-heuristics 
use processes without derivation. Meta-heuristics sto-
chastically optimize issues as opposed to gradient-based 
methods. Finally, compared to traditional optimization 
strategies, meta-heuristics are better able to avoid local 
optima. Since the search space for real issues is frequently 
unknown, extremely complicated, and home to a large 
number of local optima, meta-heuristics are effective 
tools for optimizing these difficult real-world problems. 
Applying meta-heuristics to a variety of issues is simple. 
Finally, meta-heuristics outperform conventional optimi-
zation techniques when it comes to avoiding local optima. 
Meta-heuristics are workable solutions for optimizing 
these challenging real-world problems since the search 
space of realistic difficulties is frequently unknown and 
complex, with a high number of local optima. There isn't 
a single meta-heuristic that can handle all optimization 
issues. This outcome was reached according to the "No 
Free Lunch Theorem" [37]. In other words, a meta-heu-
ristic can produce incredibly promising outcomes for a set 
of issues. On a different set of tasks, however, the same 
algorithm might not perform well. We can also suggest 
new meta-heuristics, integrate multiple meta-heuristics, 
or enhance existing meta-heuristics thanks to their sim-
plicity. A new hybrid meta-heuristic search algorithm is 
being created as a result. In order to achieve hybridiza-
tion, newly developed, well-known metaheuristic algo-
rithms, GTO Hybridizes with chaotic search should 
integrate both exploration and exploitation search meth-
odologies to address unit commitment and dispatch issues 
in real-world power systems.

Novel contribution/innovation

Study’s original contribution is the creation of a special 
hybrid optimizer. By moving the optimizer from the explo-
ration side, GTO enables the optimizer to look for fresh, 
fruitful search locations. Its exploitation capability which 
is in charge of hunting for global solutions inside the search 
space has been boosted by the addition of a chaotic search 
operator. Its exploration and exploitation capabilities are 
more stable than its original version. This paper advances 
the current understanding of hybrid metaheuristic search 
algorithms. Fig. 1 expresses intent of proposed work.

Reason of choosing CGTO optimizer

It is important to note that one element related to the broader 
notion of exploration and exploitation is diversity. AGTO 
has high diversity. Low diversity does not necessarily imply 
exploitation, while high diversity stimulates exploration 
because exploitation calls for the utilization of both popula-
tion and landscape data gathered during the search process. 
Literature survey further divulges that optimizer has quick 
convergence rate. However, when they are hybridizes, they 
tend to show further quick convergence; hence chaotic strat-
egy further improves their shortcoming.

Objective of study

Clear objective of study is to find cost-effective generation 
schedule which should satisfy the load demand and spin-
ning reserve requirement with lowest fuel cost. This objec-
tive has been achieved with the help of proposed hybrid 
optimizer. The suggested approach achieves the objective of 

Fig. 1  Graphical Abstract of the objective of the Study
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research in three parts. In the first, the CGTO resolves the 
unit commitment issue without taking into account the vari-
ous limitations. Second, using a heuristic constraints repair 
mechanism, prior solutions are made to agree with unavoid-
able restrictions. Lastly, the suggested method is utilized 
to determine the best cost-effective solution within a given 
timeframe. This study looks into wind energy in more detail. 
The Chaos of Wind pattern is believed to follow the Weibull 
probability distribution function and be stochastic in nature.

Comprehensive benchmarking against some of the top 
techniques in the literature and in-depth simulation studies 
demonstrate that system operators can experience significant 
cost savings by deploying the CGTO optimizer. Saving in 
cost further increases if wind power share is taken into con-
sideration along with thermal system.

Organization of the paper

The rest of the paper is organized as follows: The basic sur-
vival strategy adopted by the Gorilla Troops and the new 
improved chaotic Gorilla troop’s optimizer is framed in 
Sect. 2. Section 3 proposes a mathematical problem formu-
lation of generation scheduling. The characteristic equation 
in this section shows objective functions with all hard bound 
constrained. Section 4 for generation of uncertain renew-
able energy generation scenarios; scenarios of wind power 
generation in four specific seasons, probabilistic wind power 
model and estimated wind power for each hour calculation is 
done in this segments. Section 5 deals with modus operandi 
of optimizer to solve generation scheduling problem. Result 
and discussion for large-scale thermal and wind thermal test 
system constitute Sect. 6. Conclusive result and scope for 
improvements as well as limit of optimizer is discussed in 
Sect. 7.

Artificial gorilla troops optimizer

Gorilla troops optimizer is recent metaheuristic optimizer 
proposed by Benyamin el al [29]. All optimization pro-
cesses were carried out by five distinct operators. Three 
distinct operators were utilized throughout the exploration 
phase, including migration to an uncharted area to advance 

GTO research. The gorilla movement, the second operator, 
enhances the harmony between exploration and exploita-
tion. The third machinist in the exploration phase, migration 
towards a known location, significantly improves the GTO's 
capacity to explore for various optimization spaces. On the 
other hand, the use of two operators during the exploitation 
phase greatly improves search performance.

Artificial gorilla troops: exploration phase

All gorillas in the GTO approach are potential solutions, and 
the silverback gorilla at each optimization stage is the top 
candidate solution. The optimizer uses three distinct strate-
gies for the exploration phase: migration to new sites, migra-
tion to existing areas, and migration to other gorillas. Each 
of these three approaches is chosen using a conventional 
technique. The random parameter determines how migration 
to an unknown site is decided (p). However, the strategy of 
approaching other gorillas is chosen if rand is less than 0.5. 
However, the migration to a known site technique is selected 
if rand is less than 0.5. Each of the employed techniques 
offers the GTO algorithm a significant amount of power. 
While the second mechanism restores algorithm exploration 
performance and the third technique aids the GTO drop-
ping from local minima, the first mechanism enables the 
algorithm to keep a close eye on the entire solution universe.

As described in Eq. (1) in iteration t, GXiter+1 is the gorilla 
candidate position vector. The current vector of the gorilla 
location is X (t). Furthermore, each iteration updates the 
values of and random number, which are random numbers 
ranging from 0 to 1 and play an important part in the opti-
mization process. P is a 0–1 parameter that must be speci-
fied prior to the optimization procedure; it affects the pos-
sibility of choosing a migration method to an unknown site. 
The upper and lower limits of the variables are denoted by 

(1)

GXiter+1 =

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

Lowerbound + r1 × (Upperbound − Lowerbound) ; 𝜇 < p

L × H + (r2 − C) × Xr(iter) ; 𝜇 ≥ 0.5

Xi − L × [L × {X(iter) − GXr(iter)} + r3 × {X(iter) − GXr(iter)}] ; 𝜇 < 0.5
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its original name as “Lower bound”, and “upper bound”, 
respectively, the places adjusted in each phase were incor-
porated into one of the gorilla candidate locations vectors, 
which was chosen at random. Finally, C, L, and H, respec-
tively, are obtained as describe in [29]

Artificial gorilla troops: exploitation phase

The silverback has a long-lasting effect on the other gorillas 
since he is the strongest and fittest one in the group, drawing 
them all to him. Additionally, they comply with Silverback's 
commands to travel to various locations in search of food 
supplies and to remain with him. Members could also have 
an effect on how the group moves as a whole. This method 
is picked when the C & W value is selected. When C ≥ W, 
Follow the silverback mechanism is selected and when C<W 
adult females competition is taken. W is variable to be set 
before optimization operation. Equation is used to model this 
phenomenon (2).This is dipicted in Fig. 2 

GXiter+1 In the following t iteration of Equation is the gorilla 
candidate position vector (1). The gorilla's current location 
vector is X. (t). Furthermore, the values of r1, r2, r3, and 
rand, which are random numbers ranging from 0 to 1, are 
updated with each iteration. p is a 0–1 range parameter that 
must be specified before to the optimization stage.

Competition for adult female

In the event where C is less than W, the second mecha-
nism is used. When teenage gorillas reach puberty, they 
engage in violent competition with other males to choose 

(2)GXiter+1 = Xiter + L × M × [Xiter − Xsilverback]

(3)M

(||||||

1

N

N∑

i−1

GXi(iter)

||||||

g) 1

g

(4)g = 2L

adult females to add to their group. These fights can go for 
days and involve numerous participants. Equation is used to 
model this phenomenon (5)

In the exploitation phase of the algorithm, two behaviors 
are used: first is imitation of the silverback and second phase 
is fatal Competition for fully grown females. The group's 
leader is a silverback gorilla, who makes all of the decisions, 
directs the gorillas to food sources, and controls their move-
ments. The silverback is in charge of the gorillas' safety and 
well-being, and they all obey his commands. The silverback 
gorilla, on the other hand, may become feeble and elderly, 
eventually dying, and the group's silverback gorilla may take 
over as leader, or other male gorillas may challenge the sil-
verback gorilla and seize control of the group. The addition 
of a chaotic search tool boosts its local search power.

Different chaotic functions

Present manuscripts use a special kind of chaotic function, 
and hybridize with gorilla troop’s optimizer. The intention 
behind the same is it improves its exploitation capability 
since GTO optimizer already proved to be one of best opti-
mizer as far as exploration phase is concerned [29]; hence 
chaotic gorilla optimizer has batter balance between exploi-
tation and exploration search capability. Many meta-heuris-
tic algorithms employ the notion of probability distribution, 
which incorporates a degree of randomness in the optimizer, 
to boost local search capabilities. If unpredictability due to 
periodicity and idleness is correctly utilized, chaotic maps 
may be helpful. Equation 21 satisfies all of these chaotic 
requirements

In Eq. (9) zk+1 &f (zk) are the ( k + 1)th & kth chaotic number, 
respectively. Following popular chaotic functions are usu-
ally adopt to improve optimization process. In the propose 
research singer map function is used to enhance optimizer 
local search capability. List of chaotic curve has been given 
in Appendix-A.

(5)
GXiter

i
= X(Silverback) − A × [X(silverback) × Q − X(iter) × Q]

(6)Q = 2 × r5 − 1

(7)A = � × E

(8)E =

{
N1 ; rand ≥ 0.5

N2 ; rand < 0.5

(9)Z(q + 1) = f (zq)

Fig. 2  Vector follows the silverback in 2D Search space [29]
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Pseudo code of CGTO
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Unit commitment problem formulation

The unit commitment problem's goal is to reduce the total 
operational cost of generating power by as much as possible 
over a given planning horizon:

This objective function is subject to following constraints.

System constraints

Power balance, spinning reserve, and tie line capacity 
restrictions are all examples of system constraints. These 
restrictions affect all of the system's generating units, hence 
they're referred to as coupling constraints. The following is 
a detailed description of each constrain

Power balance constraint

Power demand plus losses must be met by generation. The 
load ratio share, or load conferred, in any system is random 
variable; hence power generation has to be adjusted at every 
instant of time in accordance with load.

For wind thermal system this constraints amended as 
follows

Spinning reserve constraint

On-line units' total maximum capacity must be larger than 
demand + losses and the spinning reserve required. This 
spinning reserve is required to meet unexpected increases 
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in demand or forced generating unit outages. The required 
spinning reserve is normally defined by the maximum capac-
ity of one of the system's two largest generating units or a 
percentage of predicted peak demand for the time frame in 
question. In the present manuscript spinning reserve is con-
sidered as 10% of peak load demand. The formula for the 
spinning reserve restriction is provided in

Thermal unit constraints

The beginning condition, minimum and maximum genera-
tion output limits, minimum up-time and down-time, and 
unit status restriction constraints are all unique to each ther-
mal unit. Non-coupling limitations are what they're called. 
The following is a description of each limitation.

Each constraint is described as follows.

Initial condition

Initial condition of a generating unit includes number of 
hours that it has consecutively been on-line or off-line and 
its generation output at an hour before the scheduled time 
horizon starts. Both initial number of on- line/off-line hours 
and initial generation output, when associated with the other 
unit constraints, may limit the on-line/off-line status and the 
generation output of the unit in the scheduled time horizon.

(15)
NG∑

i=1

Pi(max) ∗ �
t
i
≥ PD + SRt (t = 1, 2, ..., T)

Fig. 3  The variation of generated power with wind speed
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Minimum and maximum generation output limits

Machine output limits or economic output limits specify 
a range of unit power outputs. Due to unit ramp rate con-
straints, the minimum and maximum limits that bound the 
generation output of each generating unit in a given hour, 
as stated in Eq. 28, can be adjusted within the range of unit 
power outputs. The next sections go over these restrictions.

Minimum up‑time

A unit's minimum up-time is the amount of time it must be 
on-line once it has been turned on. The number of hours that 
a unit must be off-line after it has been turned off is known 
as the minimum down-time

Minimum down‑time constraints

Unit once gets off it should not turned on until it reaches 
certain minimum time to get completely cooled off. This 
minimum time is known as minimum down time.

Wind speed modelling

For the sake of describing stochastic behavior of wind speed 
in predefined time period, Weibull document has been con-
sidered. Weibull division at t th time segment for the wind 
speed ut (m/s) can be shown as

At the tth time segment, the shape parameter (kt) and scale 
factor (ct) are expressed as shown.

(16)Pmin
i

≤ Pi ≤ Pmax
i

(17)TON
t,i

≥ MUT(i) (i = 1, 2, ..., NG;t = 1, 2, ..., T)

(18)TOFF
t,i

≥ MDT(i) (i = 1, 2, ..., NG;t = 1, 2, ..., T)

(19)
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−
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)
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(
�t

�t
u

)−1.086

Power generation model

Any device that can slow down a mass of moving air, such 
as a sail or propeller, may extract some of the energy that the 
wind possesses due to its speed and utilize it to do meaning-
ful work. The wind energy converter's output power is deter-
mined by three parameters. Due to chaotic wind dynamics, 
it is nearly hard to predict wind power reliably and precisely 
for the following three factors: wind speed, cross-sectional 
area of wind swept by the rotor, and total rotor conversion 
efficiency. The hourly output power of wind turbine corre-
sponds to a specific tth time segment

The probability of wind speed for each state during any 
specific time frame is calculated as below.

Wind speed variability must be taken into account when 
designing large WEC machines; for each turbine, there 
is a minimum wind speed called the cut-in wind speed at 
which rotation can begin, and a rated wind speed at which 
the generator produces its rated power; the rotation rate is 
kept constant by varying the generator output. When wind 
speeds surpass the rated value, the pitch of the blades is 
automatically adjusted to maintain rotor speed. The blades 
are feathered, similar to air craft, at very high wind speeds, 
and spinning stops. Cut off speed is the wind speed at which 
this occurs, and the electric power production is practically 
constant.
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Fig. 4  Wind power probability 
profile with respect to number 
of state

Summar: 01-02AM Summar: 02-03 AM

Spring:1:2 AM Spring: 2:3 AM

Autumn:1: 2 AM Autumn :2:3 AM

Winter: 1:2 AM Winter: 2:3 AM
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The variation of generated power with wind speed is 
approximately shown in Fig. 3

The power generation of the wind turbine depends on its 
performance curve. For nonlinear performance characteris-
tics power generation of wind turbine at average speed for 
state g is calculated as

where Prated is the maximum power that can be generated 
by Wind turbine, vcout is cutout wind speed; constant a and 
b are function of cut in wind speed vcin . And Nominal wind 
speed vN , obtained as

Wind data

Practical wind data was collected from the Kakdwip area, 
which is located close to the Bay of Bengal at 21.8830 N 
and 88.183E. A particular characteristic of dramatic weather 
change is provided by its closeness to the tropic of cancer 

(24)PG
g

WT
=

⎧
⎪
⎪
⎨
⎪
⎪
⎩

0 uag < cin, or uag > ucount
�

a ∗ u3
ag
+ b ∗ Prated

�
ucin ≤ uag ≤ uN

Prated uN ≤ uag ≤ ucount

(25)a =
Prated(

u3
N
− u3

cin

)

(26)b =
u3

cin(
u3

N
− u3

cin

)

[26]. In addition, the study time is separated into four sea-
sons: spring, summer (May to July), autumn (August to 
October), and winter (November to January) (February to 
April). Each season is represented by 24 segments, which 
correspond to the season's hourly intervals. 96 time periods 
make up the year, then (24 for each season). Wind speed in 
meters per second, mean and standard deviation. Appendix-
B provides full data (Mean and Standard deviations) for all 
the seasons. Each hour is separated into 20 states (scenar-
ios). Practical wind turbine data is given in Appendix-C. In 
Appendix-D, a wind power given from wind turbine's for all 
the season’s summer, autumn winter and spring is listed and 
described. Wind erratic pattern follows Weibull probability 
function. Probabilistic power in each states has been shown 
in Fig. 4. Over all power for that hour is sum of all states 
power generation, and shown in Fig. 5.

Number of states for Weibull probability function has 
been chosen 20. This helps to realize the distribution in 
discrete form. The discrete probability distribution for all 
seasons, i.e. summer, spring, and autumn and winter, for 
four hour has been illustrated in Fig. 4.

Wind power for 24‑h

In this work, the wind speed distribution and statistical anal-
ysis are determined using the Weibull distribution approach. 
To derive the Weibull probability density function, you must 
know the figure and scale parameters. The equation may be 
used to demonstrate the generic form of the two-parameter 
Weibull probability density function for wind speed (25). 

Fig. 4  (continued)



813International Journal of Energy and Environmental Engineering (2023) 14:803–827 

1 3

Equation may be used to compute the shape function and 
scale factor values for each observed time (22–23).

The parameters of the Weibull distribution can be deter-
mined using a variety of approaches. The most commonly 
used strategy is the graphical method, which is a maximum 
possibility method. The graphical technique was employed 

in this investigation. The veracity of this technique is based 
on the minimization of vertical discrepancies between 
observed and segmented wind speed data. The following 
equation may be used to represent the average wind speed 
of the Weibull distribution. In this, the wind power over a 
24-h period has been computed and tallied (4). In addition, 

Wind Power 1:2 AM Wind Power: 2:3 AM

Wind Power: 3-4AM Wind Power: 4-5AM

Fig. 5  Wind power generation in each stat
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been proposed in witch wind power for 24 h has already cal-
culated. Wind owing to cost free has got precedence over the 
thermal units hence utilized first in this way effective load on 
thermal units get reduced. ( PD(t) = PLoad(t) − Pwind(t)These 
under stressed load is now subject to tack by the thermal units 
with their all constraints in to considerations.

Wind Power Profile for 24 h for spring seasons has been 
calculated based on the mean and average speed as depicted 
in Appendix-B. Using Weibull probability distribution wind 
power for all the four seasons is calculated and given in 
Appendix-D. Its profile for 24 h is shown in Figs. 6, 7, 8, 9

Solution approach for generation 
scheduling problem

This strategy exploits and explores their placement in a suit-
able search space while taking into account all constraints 
using a hybrid CGTO method. Finding out the status of com-
mitted units is necessary before fixing a scheduling issue. 
The entire generation schedule issue can be solved using 
the following steps.

Step 1: The demonstration of particle is defined in order 
to tackle the unit commitment problem using CGTO. A 
particle is a discrete entity that has a binary state of either 
1 or 0. These states are similar to the on and off states 
of a unit. These discrete individuals would exhibit the 
unit commitment schedule across a time horizon T, and 
the full set of individuals would be recorded in a binary 
metrics of order GT*T, the population matrix illustrated 
below.
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in Fig. (5), wind power is plotted against wind speed (in m/
s2) in each state. Wind power for all the seasons is obtained 
and tabulated in Appendix-D.

In this manuscripts an only wind data in the seasons of spring 
has been considered. A composite wind-thermal system has 
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Fig. 10  Flow chart of Gen-
eration Scheduling Process by 
CGTO Optimizer
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Power generation schedule, P(i:t) for ith generating unit at 
tth hour within maximum and minimum power generation 
limits can be found as below

Step 2: all the generating units are prioritize according to 
the average full load cost.
Step 3: available wind power for each hour has been cal-
culated beforehand with the help of Weibull probabil-
ity density function. Effective hourly load has now been 
reduced to Pnew

d,t
= Pold

d,t
− Pt

wind
 . As available wind power 

for each hour must be utilized and has priority over ther-
mal units, as wind power does not impose any fuel cost 
on the system. In this study wind power for the spring 
seasons has been considered for generation scheduling 
problem.
Step 4: Because computed priority units may fail to meet 
spinning reserve restrictions, heuristic methods are used 
to fix spinning reserve limitations.
Step 5: For time violation limitations, all individual units 
of the population matrix are repaired. Because all indi-
vidual units must have the shortest possible up and down 
times, if the suggested method violates these restrictions, 
it should be fixed using an aggressive heuristics method. 
As a result of this reasoning, the algorithm is compelled 
to meet these limits at the expense of fitness value.
Step 6: Repairing the MDT/MUT might result in a larger 
mismatch in the spinning reserve, resulting in increased 
operational costs. The program determines the most 
redundant unit using a heuristic methodology used to 
repair de-commitment of units. The most redundant units 
are those with the lowest priority rank, and these units 
may frequently be turned off without causing further 
MDT/MUT violations.
Step 7: When complete patterns of committing and 
decommitting units within a stipulated time horizon are 
known, then most economic load problem is solved.

(27)

uNP =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

u1
1

u2
1

.. .. uT
1

u1
2

u2
2

.. .. uT
2

.

.

u1
N

u2
N

.. .. uT
N

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

N×T

(28)P(i ∶ t) = P(i)min + rand() ∗
{

P(i)max − P(i)min

}

Step 8: Calculate the fitness value of each particle in 
entire population using objective function.
Step 9: Define Artificial Gorilla troops optimizer param-
eter as described in Sect. (2), obtain position with AGTO 
and allow chaotic search for local search and obtain new 
position according to its governing equations, obtained 
by CGTO Optimizer.
Step 10: Modify the new updated position given by 
CGTO by passing through function that handles all vital 
constraints such as MDT/MUT, Spinning reserve, and de-
commitment. This process is known as grey zone modifi-
cation. Detail of constraints handling strategies and their 
heuristic code have been presented in Appendix-E.
Step11: obtain final gbest position through CGTO opti-
mizer.
Step12: Since after grey zone modification their exist 
modification in unit schedule, so obtained optimal eco-
nomic generation schedule.
Step13: Obtain Startup cost units, startup may be differ-
ent in all cases when unit is started from cold start, warm 
start or hot start.
Step14: If maximum iteration is achieved stop it other-
wise increase the iteration number.
Step 15: Stop the optimal solution for generation schedul-
ing through the particle whose index is g-best.

Entire process has been shown in Fig. 10.

Result and discussion

For solving UCP, the proposed CGTO is tested on different 
system sizes based on a basic system of 10 units from litera-
ture [30]. The scheduling time horizon T is chosen as one 
day with 24 intervals of one hour each. The spinning hour 
requirement is set to 10% of total demand. For the system 
20, 40, 60, and 100 unit the basic 10 unit system is dupli-
cated and load demands are adjusted proportionally to the 
system size. General experimental setup has been carried out 
with number of trial run = 30, maximum iteration = 100. And 
matlab-2019a (8.1.0.604) software on windo10, home basic 
CPU @2.10Ghz, RAM 6 GB, Processor i5, 64 bit operating 
system is used. Tables 1, 2, 3 show generation scheduling of 
thermal unit system. Rest of the Table and figures are present 
in Appendix –F.
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Table 1  Generation scheduling of committed units for 10 unit thermal system (with 5%SR)

Hours Generation scheduling Cost

U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 Startup Fuel Total

1 455 245 0 0 0 0 0 0 0 0 0 13,683.13 13,683.13
2 455 295 0 0 0 0 0 0 0 0 0 14,554.5 14,554.5
3 455 395 0 0 0 0 0 0 0 0 0 16,301.89 16,301.89
4 455 455 0 0 40 0 0 0 0 0 560 18,597.67 19,157.67
5 455 390 130 0 25 0 0 0 0 0 1910 20,051.16 21,961.16
6 455 455 130 0 60 0 0 0 0 0 0 21,891.43 21,891.43
7 455 410 130 130 25 0 0 0 0 0 0 23,261.98 23,261.98
8 455 455 130 130 30 0 0 0 0 0 0 24,150.34 24,150.34
9 455 455 130 130 110 20 0 0 0 0 0 26,588.96 26,588.96
10 455 455 130 130 162 43 25 0 0 0 520 29,365.95 29,885.95
11 455 455 130 130 162 80 25 13 0 0 60 31,219.63 31,279.63
12 455 455 130 130 162 80 25 53 10 0 60 33,205.25 33,265.25
13 455 455 130 130 162 43 25 0 0 0 0 29,365.95 29,365.95
14 455 455 130 130 110 20 0 0 0 0 0 26,588.96 26,588.96
15 455 455 0 130 140 20 0 0 0 0 0 24,318.01 24,318.01
16 455 440 0 130 25 0 0 0 0 0 0 20,895.88 20,895.88
17 455 390 0 130 25 0 0 0 0 0 260 20,020.02 20,280.02
18 455 455 0 130 60 0 0 0 0 0 0 21,860.29 21,860.29
19 455 455 0 130 135 0 25 0 0 0 0 24,569.99 24,569.99
20 455 455 130 130 162 0 25 0 43 0 170 29,867.32 30,037.32
21 455 455 130 130 105 0 25 0 0 0 0 26,842.13 26,842.13
22 455 385 130 130 0 0 0 0 0 0 60 21,879.33 21,939.33
23 455 315 130 0 0 0 0 0 0 0 0 17,795.28 17,795.28
24 455 215 130 0 0 0 0 0 0 0 0 16,052.85 16,052.85

Overall cost 3600 552,927.9 556,527.9

Test system‑I (10 ‑Unit Thermal System With  
5% SR)
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Table 2  Generation scheduling 
of committed units for 10 unit 
thermal system (With 10% SR)

Hours Generation scheduling Cost

U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 Startup Fuel Total

1 455 245 0 0 0 0 0 0 0 0 1620 13,683.13 15,303.13
2 455 295 0 0 0 0 0 0 0 0 560 14,554.5 15,114.5
3 455 370 0 0 25 0 0 0 0 0 0 16,809.45 16,809.45
4 455 455 0 0 40 0 0 0 0 0 0 18,597.67 18,597.67
5 455 390 0 130 25 0 0 0 0 0 0 20,020.02 20,020.02
6 455 360 130 130 25 0 0 0 0 0 0 22,387.04 22,387.04
7 455 410 130 130 25 0 0 0 0 0 690 23,261.98 23,951.98
8 455 455 130 130 30 0 0 0 0 0 0 24,150.34 24,150.34
9 455 455 130 130 85 20 25 0 0 0 0 27,251.06 27,251.06
10 455 455 130 130 162 33 25 10 0 0 60 30,057.55 30,117.55
11 455 455 130 130 162 73 25 10 0 10 120 31,926.21 32,046.21
12 455 455 130 130 162 80 25 43 10 10 30 33,890.16 33,920.16
13 455 455 130 130 162 33 25 10 0 0 0 30,057.55 30,057.55
14 455 455 130 130 85 20 25 0 0 0 0 27,251.06 27,251.06
15 455 455 130 130 30 0 0 0 0 0 0 24,150.34 24,150.34
16 455 310 130 130 25 0 0 0 0 0 0 21,513.66 21,513.66
17 455 260 130 130 25 0 0 0 0 0 0 20,641.82 20,641.82
18 455 360 130 130 25 0 0 0 0 0 170 22,387.04 22,557.04
19 455 455 130 130 30 0 0 0 0 0 0 24,150.34 24,150.34
20 455 455 130 130 162 33 25 10 0 0 320 30,057.55 30,377.55
21 455 455 130 130 85 20 25 0 0 0 0 27,251.06 27,251.06
22 455 455 0 0 145 20 25 0 0 0 0 22,735.52 22,735.52
23 455 425 0 0 0 20 0 0 0 0 0 17,645.36 17,645.36
24 455 345 0 0 0 0 0 0 0 0 0 15,427.42 15,427.42

Overall cost 3570 559,857.8 563,427.8

Test system‑II (10 ‑Unit Thermal System With 
10%SR.)
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Test system‑II (20 ‑Unit Thermal System)

Comparison of results with other similar state 
of the art algorithm

The proposed algorithm is tested on medium and large 
dimensional system 10, 20, 40, 60, 80 and 100 unit sys-
tem (small test system for 7 unit also tested). The system 
data and load pattern for basic 10 unit, 24-h test system is 
adopted from [30]. For 20 unit system the 10 unit system 
data is taken as a reference, but it is multiplied by two, simi-
larly load demand is duplicated. In all the test system cases 
cost function is quadratic as shown in equation 11; the spin-
ning reserve is taken 10% of load demand for all the cases. 
However for 10 unit system 5% SR is also used to evaluate 
cost solution Wind integrated dynamic generation schedul-
ing and. Convergence curve has been shown in Appendix-F. 
The amount of dollar saving is depicted in Table 6. Tables 4 
and 5 show cost comparison of CGTO algorithm with other 
state of art optimizer. These tables clearly show the total 
operational costs achieved by the new improved CGTO algo-
rithm is best for all the test system.

Table 4  Generation scheduling of committed units for 10 and 20 unit thermal system  (Comparison With other optimizer)

Method Best cost ($) Mean cost($) Worst cost ($) Mean time 
(second)

Best cost($) Mean cost($) Worst cost ($) Mean 
time(second)

10 UNIT 20 UNIT
EPL [31] 563,977 – – 0.72 1,124,369 – – 2.97
ILA [32] 565,828 – – 0.32 1,125,997 – – 4.99
QM [32] 565,828 – – 1.29 1,125,997 – – 115.8
LR[33] 565,825 – – – 1,130,660 – – –
GA    [33] 565,825 – 570,032 221 1,126,243 – 1,132,059 733
EP [34] 564,551 565,352 566,231 100 1,125,494 1,127,257 1,129,793 340
SA [35] 565,828 565,988 566,260 3.35 1,126,251 1,127,955 1,129,112 16.8
IBPSO [36] 563,977 564,155 565,312 27 1,125,216 1,125,448 1,125,730 55
DE [18] 563,938 – – 27.4 1,124,291 – – 52.8
BFA [37] 564,842 – – 110 1,124,892 – – 350
ICA [38] 563,938 564,408 – 48 1,124,274 – – 63
HSA [39] 564,368 – – 6.9 1,127,177 – – 61
BGSA [40] 563,937 564,031 564,241 – 1,123,996 1,124,738 1,125,156 –
Fuzzy 

SADP [10]
563,978 – – – 1,123,390 – – –

GMTLBO-
BH[41]

563,938 – – 6.75 1,123,297 – – 17

BRABC [42] 563,938 564,040 565,640 40.75 – – – –
MBABC [43] 563,977 563,999 564,036 16.12 1,124,556 1,124,877 1,125,342 47.61
CGTO 563,427.8 564,297 565,017 0.01462 1,123,449 1,125,435 1,126,660 0.015625

Detail discussion in accordance to the main 
objective

The CGTO technique is used to resolve generation schedul-
ing for various test systems with 10 to 100 units. To success-
fully use the CGTO for addressing the highly constrained, 
non-convex generation scheduling problem, the best values 
for various parameters must be determined. This test system 
has been used to execute a number of tests. The experiments 
show that the factors listed below are ideal for the CGTO 
algorithm's greatest performance: population size is four 
times larger than the system size (i.e. for 10 unit popula-
tion size is 40). The Appendix- F description is used to set 
the CGTO parameters. The highest iterative generations is 
100. Under the chosen parameters, we run CGTO 30 times 
from different initial populations in succession and select the 
best result as the final optimization solution. In the mean-
time, for each test system we also performed CGTO 30 trials 
from different initial populations in succession to examine 
the variation in their total production costs. Test results are 
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shown in Tables 4 and 5. The best, worst, and average total 
production costs findings of the CGTO are obtained. From 
Tables 4 and 5, the average production costs of 30 trials gen-
erated variation in a small range and the standard deviation 
are small and tolerable. Simultaneously, average production 
costs are near to the middle position between their maximum 

Table 5  Generation scheduling of committed units for 40, 60, 80 and 100. Unit thermal system (Comparison with other Optimizer)

Method Best cost ($) Mean cost($) Worst cost ($) Mean time 
(second)

Best cost ($) Mean cost($) Worst cost ($) Mean time 
(second)

40 UNIT 60 UNIT
EPL [31] 2,246,508 – – 11.9 3,366,210 – – 23
ILA [32] 2,248,285 – – 63.3 3,368,950 – – 534
QM [32] 2,248,285 – – 6080 – – – –
LR [33] 2,258,503 – – – 3,394,066 – – –
GA [33] 2,251,911 – 2,259,706 2697 3,376,625 – 3,384,252 5840
EP [34] 2,249,093 2,252,612 2,256,085 1176 3,371,611 3,376,255 3,381,012 2267
SA [35] 2,250,063 2,252,125 2,254,539 88.28 – – – –
IBPSO [36] 2,248,581 2,248,875 2,249,302 110 3,367,865 3,368,278 3,368,779 172
DE [18] 2,246,274 – – 161.9 3,365,784 – – 370.7
BFA [37] 2,246,223 – – 620 3,369,237 – – 1400
ICA [38] 2,247,078 – – 151 3,371,722 – – 366
HSA [39] 2,250,968 – – 234 3,375,138 – – 562
BGSA [40] 2,246,445 2,247,400 2,247,962 – 3,364,665 3,366,257 3,368,394 –
SADP [10] 2,244,334 – – – 3,366,975 – – –
GMTLBO-

BH [41]
2,245,602 – – 36.5 – – – –

IMBABC  [43] 2,245,720 2,246,373 2,247,275 113.88 3,366,202 3,367,088 3,368,277 20,115
CGTO 2,245,648 2,249,802 2,252,392 0.047396 3,366,104 3,370,803 3,374,159 0.078125
80 UNIT 100 UNIT
EPL [31] 4,489,322 – – 44.4 5,608,440 – – 64.5
ILA [32] 4,492,173 – – 54 330 5,612,686 – – 15 625
CSMA-

SCA [44]
–4521585 – – – 5635734 – –

LR [33] 4,526,022 – – – 5,657,277 – – –
GA [33] 4,504,933 – 4,510,129 10 036 5,627,437 – 5,637,914 15 733
EP [34] 4,498,479 4,505,536 4,512,739 3584 5,623,885 5,633,800 5,639,138 6120
SA [35] 4,498,076 4,501,156 4,503,987 405.01 5,617,876 5,624,301 5,628,506 696.43
IBPSO [36] 4,491,083 4,491,681 4,492,686 235 5,610,293 5,611,181 5,612,265 295
DE [18] 4,488,450 – – 568.6 5,607,900 – – 663.9
BFA [37] 4,491,287 – – 3200 5,611,514 – – 5800
ICA [38] 4,497,919 – – 994 5,617,913 – – 1376
HSA [39] 4,500,745 – – 1103 5,622,350 – – 1911
BGSA [40] 4,488,039 4,490,053 4,491,993 – 5,607,838 5,609,585 5,611,188 –
SADP [10] 4,490,844 – – – 5,610,217 – – –
GMTLBO-

BH [41]
– – – – 5,611,105 – – 236

MBABC   [43] 4,488,401 4,489,514 4,491,172 360.90 5,607,965 5,609,621 5,611,118 486.45
CGTO 4,488,147 4,493,483 4,494,937 0.127604 5,605,708 5,606,095 5,705,756 10.65
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Fig. 11  Variation of the fuel cost as a function of number of generat-
ing units for Thermal units
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Interpretation of the results

Tables 4 and 5 demonstrate how the test system's overall fuel 
cost has changed as a function of the evolutionary genera-
tion numbers, same is depicted by Figs. 11 and 12. Wind 
integrated thermal unit’s solution for generation scheduling 
further more superior as depicted in Fig. 13 which clearly 
shows that introducing wind power at available instant 
reduces the effective load requirement of that hour hence it 
imposes less unit commitment stress on thermal unit which 
results in economic saving C solution after 30 trials are 
shown for several test systems in Figs. 14 and 15

The distribution of the best solutions is shown in Fig. 11 
through 7 to allow for a visual representation of the outcome. 
The 10 unit system's optimal solution as determined by the 
suggested algorithm is taken from [28]. In the for the time 
being, we investigate how the test system's overall fuel cost 
varies with the number of evolutionary generations. 30 trial 
runs for various test systems are reported in Fig. 14. It is 
clear from convergence curve of Figs. 15 and 16 that the 
recommended CGTO algorithm converges satisfactorily and 
escapes the local optima thus perform stochastic searching 
mechanism of CGTO. The proposed chaotic search tech-
nique increased the performances of CGTO.

It proved that the stochastic searching mechanism of 
CGTO, which is conducted by chaotic forces among agents, 
is efficient and the proposed mutation strategies improved 
the performance of CGTO. To validate the results obtained 
with the CGTO, we compare the performance of the CGTO 
to those of other approaches with respect to the best total 
production cost. The results were reported in literature when 
the same problem were solved using EPL [31], ILA [32], 
QM [32], LR [33], GA [33], EP [34], SA [35], IBPSO[36], 
DE[18], BFA[37], ICA [38] HSA [39], BGSA [40], Fuzzy 
SADP [10], GMTLBO-BH [41], BRABC [42] MBABC 
[43]. Tables 4 and 5 show comparison of cost with other 
state of the art algorithm. From Table 5, it is clearly shown 
that the total operation costs achieved by the proposed 
improved CGTO is the best in terms of the test systems of 
10, 40, 60, 80 units. For the test systems with 20 units and 
100 units, the result of BGSA is second best. It is obvi-
ous that the proposed improved CGTO is superior to the 
mentioned methods. As the results shown above, the total 
production costs of the CGTO are demonstrated to be less 
expensive than those of other methods on generating unit 
systems. Obviously, the CGTO vastly improves performance 
than other methods in terms of both solution quality and 
CPU times especially on the large-scale UCP. The proposed 
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Fig. 12  Variation of the fuel cost as a function of number of generat-
ing units for wind-thermal units
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Fig. 13  Saving in Fuel cost by considering wind-power share (unit 
wise)

and minimum values. Therefore, it is evident that solutions 
are impartial and equally dispersed among the best and worst 
options. The 10-unit system's optimal solution as determined 
by the suggested algorithm is displayed in Table 4. While 
waiting, we look at how the test system's overall fuel cost 
varies with the number of evolutionary generations. The 
convergence processes of the top solution after 30 trials are 
listed in APPENDIX-F for various test systems. It is simple 
to see from Figs. 15 and 16 that the CGTO has satisfac-
tory convergence and that, at later iterations, the algorithm 
escaped from the local optima. It demonstrated the effective-
ness of the CGTO stochastic searching mechanism, which 
relies on chaotic interactions between agents. Additionally, 
the CGTO's performance was enhanced by the suggested 
mutation procedures.
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CGTO converges to the solution at a faster rate than the 
other methods reported in the literature.

From Table 6 it is obvious that for 7 unit wind-integrated 
thermal unit saving in fuel cost is maximum and is 14.5%, 

and as the number of units go on increasing percentage cost 
saving gets reduces and for 100 unit wind-thermal units it 
is less than 1%.

Fig. 14  Cost as a function of 
Number of trial runs

Unit Cost with respect to all Number of Trial runs

10 Unit Thermal 
System

563200
563400
563600
563800
564000
564200
564400
564600
564800
565000
565200

0 5 10 15 20 25 30 35

O
ve

r a
ll 

Co
st

Number of Trials

10 Unit

20 Unit Thermal 
System

40 Unit Thermal 
System

1123000

1123500

1124000

1124500

1125000

1125500

1126000

1126500

1127000

0 5 10 15 20 25 30 35

Co
st

Number of Trials

20 unit

2245000

2246000

2247000

2248000

2249000

2250000

2251000

2252000

2253000

0 5 10 15 20 25 30 35

Co
st

Number of trials

40 unit



824 International Journal of Energy and Environmental Engineering (2023) 14:803–827

1 3

Conclusions

The chaotic Gorilla troop's optimizer (CGTO), a ground-
breaking global optimization method that was developed to 
address the Generation Scheduling Problem, was inspired 
by and derived from the multi-phased Social process of 
gorilla groups. This optimizer presents a new chaotic 

updating strategy known as singer map based position 
updating, which logically divides the population into selec-
tion of silverback and adopts the strategy used by silver-
back (CMBCS). A better balance between exploration and 
exploitation is achieved by using the GTO approach, which 
looks for global optima, as opposed to chaotic search, which 
prevents the algorithm from slipping into local minima. The 
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impact of renewable energy on the issue of generation sched-
uling is further explored in this manuscript. The experiment 
has used thermal and wind thermal systems with 10 units, 
20 units, 40 units, 60 units, and 80 units and 100 unit the 
extensive computational studies demonstrate that the CGTO 
strategy suggested in this paper performs better than the 
majority of the current methods to create high-quality solu-
tions close to global minima. The influence of wind energy 
on the scheduling of power generation was also emphasized 

in this research. The precise calculation of wind power using 
wind data has successfully shown that a significant amount 
of money may be saved by using a wind integrated thermal 
system.

The following are potential areas for further research:

• The hydro generating units can be combined along with 
conventional thermal generating units, renewable and EV 
based energy sources.

Fig. 15  Convergence curve for unit 10–100 for thermal unit system

Fig. 16  Convergence curve for unit 10-100 for wind-thermal units

Table 6  Economic analysis of 
results while considering effect 
of wind power share

Cost ($) Economic benefit

SN Number of units Thermal unit Wind-thermal unit Saving in cost($) % Saving

1 7-Unit 34,321.74 29,319.14 5002.6 14.5%
2 10-Unit with 5% SR 556,527.9 505,150.6 51,377 9.23%
3 10-Unit with 10% SR 563,427.8 511,462.1 51,965.7 9.22%
4 20-Unit 1,123,449 1,070,758 52,651 4.68%
5 40-Unit 2,245,648 2,190,228 55,420 2.46%
6 60-Unit 3,366,104 3,321,868 44,236 1.32%
7 80-Unit 4,488,147 4,433,755 54,392 1.21%
8 100-Unit 5,605,708 5,599,199 6509 0.11%
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• The maintenance cost and shut down cost of the thermal 
units can be included in addition to production cost as 
futuristic overall objective function.

• The generation scheduling problem can be consider with 
heat as combined cycle consider plants which is the most 
important concern for the Antarctic countries.

• Hybrid energy sources such as super capacitor based 
hybrid battery packs and ancillary services based energy 
sources can be included to fulfill the futuristic power 
demand in smart grid system.

• The proposed CGTO approach has been tested for single 
objective function; however same can be used to develop 
with multi objective function.
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Abstract
Energy, freshwater, and the environment are interrelated features that infuse all human activities. Addressing this nexus in an 
integrated energy conversion system is a big challenge for the research community. Adsorption desalination system, which 
is a good alternative to traditional desalination systems, could solve this problem because it uses eco-friendly working fluids 
and can be powered by renewable energy. Many experimental prototypes for the adsorption desalination cycle were built 
and tested in the last decades. Also, different adsorbent materials were developed and characterized. Therefore, this paper 
reviews adsorbent materials with water vapor utilized in experimental adsorption desalination studies, which is considered 
the first step in constructing an efficient system. After that, the paper comprehensively reviews all previous experimental 
adsorption desalination studies. It focuses on the design of the experimental test rig, the mass of adsorbent material, and 
system performance, such as the specific daily water production, coefficient of performance, and specific cooling power. This 
work also discusses the properties of heat exchangers (i.e., adsorbent beds) employed in adsorption desalination systems.

Keywords Adsorption cycles · Adsorbents · Desalination · Energy-efficient

Introduction

Energy, freshwater, and the environment are interrelated fea-
tures that infuse all our activities on the earth. Furthermore, 
they are becoming the most significant and common areas 
in recent research fields [1]. World energy consumption is 
projected to increase by 2.6% annually to 2030 [2]. The elec-
trical energy utilization growth rate in Egypt is about 7% 
annually. It would need to increase its current generation 
capacity by a higher rate (more than 7%). The energy rate 
utilized by refrigeration air conditioning systems represents 

30% of the total worldwide consumed energy and 32% in 
Egypt [3].

Due to population growth, desalination is a practical solu-
tion to the water shortage problem [4]. Distillation, mem-
brane, and crystallization are examples of traditional desal-
ination methods. Membrane-based reverse osmosis (RO), 
multi-stage flashing (MSF), and multi-effect distillation 
(MED) are examples of commercial desalination technolo-
gies [5]. Table 1 expresses comparing analysis for almost all 
common desalination technologies [6]. On the other hand, 
traditional desalination technologies have a significant ini-
tial investment and running cost [7, 8]. The energy costs of 
producing unit water by MSF or RO are higher than pro-
ducing potable water from surface and subterranean water 
resources. Desalination costs vary depending on the loca-
tion. The cheapest seawater reverse osmosis cost was 0.5 
US$/m3 in 2016 [9]. Traditional energy-based desalination 
plants consume a lot of natural resources. As a result, solar, 
geothermal, wind, and other pollutant-free renewable energy 
sources are becoming increasingly popular for desalination. 
However, more research is needed to identify the most suit-
able technology for desalination applications [10].
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Adsorption desalination system (ADS) is becoming a 
promising future technology for saving the required fresh-
water [11, 12]. It is based on using porous material that 
could be regenerated via low-grade thermal energy [13, 
14]. The ADS has the advantage of efficiently utilizing low 
heat sources such as waste heat and/or solar energy [15–17]. 
It has some advantages over the commercial desalination 
methods, such as (i) the employment of the low-temperature 
excess or waste heat, (ii) lesser corrosion and fouling, (iii) 
and low maintenance cost. In addition, the ADS has two 
significant outcomes over the current desalination technol-
ogies, namely, (i) removing any “bio-contamination” and 
(ii) decreasing global warming due to the employment of 
excess waste heat [2, 18, 19]. The adsorption system can also 
be driven by renewable energy, reducing global warming 
resulting from carbon dioxide emissions of electricity gen-
eration [20]. The adsorption systems can be utilized for cool-
ing purposes [21, 22]. The idea for utilizing these systems 
in desalination was firstly presented by Zejli et al. [23] in 
2004, in which the earliest ADS simulation was performed. 
Till now, mathematical results [4–6, 24–28] achieved high 
values of specific daily water production (SDWP) and coef-
ficient of performance (COP) of 98  m3/ton.day and 2.1, 
respectively [4]. However, this performance was not proven 
experimentally on either lab-scale, prototype, or pilot scale. 
Experimental measurements are still low as SDWP did not 
increase more than 18  m3/ton.day [29], and COP did not 
increase than 0.77 [30]. This trend shows a research gap 
between the theoretical and experimental studies in this field 
because of the lack of understanding of the effect of heat 
and mass transfer mechanisms on cycle performance. Also, 
many adsorbent materials have been developed in the last 
years, and however, their performance was tested theoreti-
cally without considerable investigation about their thermal 
effect on the system performance [14, 31].

Therefore, the present review presents an innovative 
review focusing on experimental studies of ADS. It also 
discusses the effect of the employed adsorbents' heat and 
mass transfer characteristics on the system efficiency for the 
first time in reviewing ADS. Thus, the paper identifies the 
huge difference in performance between the experimental 
and numerical studies in adsorption desalination. It also 
discusses this technology's future perspective, challenges, 
and outlook to fill the world water demand and supply 

gap. The present review is divided into two main sections 
besides the introduction. The first section explores research 
that expresses experimental adsorbent materials with water 
vapor, which is the first step in constructing an ADS. The 
second section explores experimental investigations for ADS 
with and without evaporator condenser heat recovery. This 
work emphasizes the experimental test rig design, the mass 
of adsorbent material adsorption, and desalination system 
performance as SDWP, COP, and specific cooling power 
(SCP) for each experimental device. This review states the 
properties of utilized heat exchangers of adsorbent beds in 
ADS.

Adsorbent materials used in ADS

Many researchers focused on developing new adsorbent 
material or improving its adsorption uptake to enhance ADS 
effectiveness. Therefore, this section presents adsorption 
materials tested with water vapor as adsorbate.

Silica gel

Silica gel is the common material utilized in the ADS. Silica 
gel is a category of amorphous synthetic silica that consists 
of a rigid and continuous net of colloidal silica associated 
with  SiO4 particles. The main advantages of silica gel are 
that it can regenerate with temperatures as low as 100 °C 
and thermal stability. Still, they have low adsorption capac-
ity compared to new adsorbents such as MOF [15]. White 
[32] theoretically illustrated the effect of silica gel granular 
diameter (1, 2, 3 mm) on the water adsorption rate. The 
study showed that reducing granule size raises the adsorp-
tion rate. Table 2 summarizes different types of silica gel and 
their adsorption uptakes.

Zeolite

Zeolite is a crystalline alumina silicate composed of alkali/
alkali soil, namely molecular sieve, and alumina silicate 
skeletal has 0.2–0.5   cm3/g of porosity. The adsorption 
capability of zeolite is related to the proportion between 
aluminum and silicon. The main advantages of zeolite are 
non-toxic, non-flammable, and environmentally friendly. It 

Table 1  Comparing analysis for 
almost common desalination 
technologies [6]

Items MSF MED MED-TVC SWRO MD (MED + AD)

Driving temperature (°C) 90–110 65–70 65–70 Ambient 60–90 65–70
Capital cost ($/m3/day) 1598 2000 1860 1313 1131 2200
Thermal energy (kWhthermal/m3) 53–70 40–65 50–80 – 100 30–40
Electrical energy (kWhelec/m3) 2.5–5.0 2.0–2.5 2.0–2.5 4.0–6.0 1.5–3.65 2.8
Water cost ($/m3) 0.56–1.75 0.52–1.01 1.12–1.50 0.26–0.54 1.17–2.0 0.48
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needs high regeneration temperatures and low adsorption 
capacity compared to new adsorbents such as MOF [36]. 
About 40 types of natural zeolite and around 150 types of 
artificial zeolite regarding a synthesis method [37]. Table 3 
summarizes different types of zeolite and their adsorption 
uptakes.

Metal–organic frameworks (MOFs)

Heat transformation technologies require the creation of 
adsorbent materials. In this regard, new materials appro-
priate to adsorption–desorption working fluid must yet be 
discovered for this technology to be remarkable [41, 42]. 
Metal–organic frameworks (MOFs), also known as porous 
coordination polymers (PCPs), have shown outstanding 
adsorbent properties and were investigated for heat trans-
formation uses. MOFs also comprise hydrophilic and 
hydrophobic moieties, each with adsorption characteris-
tics. Because of their high adsorption capacity for guest 
molecules such as water, MOF materials offer significant 
potential for heat transformation compared to a large range 
of natural and manufactured adsorbents. However, their 
stability and long-time synthesis process are the main chal-
lenges facing this family of nanoporous materials [42, 43]. 
Compared to silica gel, MOFs with hydrophilic characteris-
tics have the preference since they have an unlimited water 

uptake capacity at high pressures. At first, MOFs were dem-
onstrated as adsorbent materials by looking at their abil-
ity to use solid–gas adsorption for energy transformations. 
MOF materials offer a wide range of energy storage and 
heat transformation (cooling/heating) uses. Because water is 
commonly utilized as a working fluid, the examined adsor-
bent materials were evaluated using water adsorption–des-
orption properties. MOFs have also been examined for water 
adsorption studies to investigate structural characteristics 
and adsorption performance. The metal clusters must first 
coordinate water molecules before the poetical condensation 
procedure in the solid adsorbent's pores (MOFs) occurs in 
water adsorption [42, 44]. Therefore, metal groups catego-
rize MOF materials for water adsorption and heat/energy 
transformation applications. In addition, several frameworks 
showed geometric plasticity and reversible structural change 
in guest adsorption. Thus, water adsorption on MOF materi-
als was previously used to estimate their heat transformation 
performance.

MOFs have significantly more promise for this use than 
current adsorbents for heat transformation applications, like 
alumina phosphates or zeolites, owing to their composi-
tion, pore structure, also topology. Furthermore, additional 
improvement of the porosity structure of the MOFs, allow-
ing for tailoring of their adsorption capabilities, modification 
or functionalization of metal clusters/ions, and biological 
linkers are still achievable [42, 45]. This opens up excit-
ing possibilities for MOF production with specified prop-
erties optimized for specific working situations, such as 
heat transformations [42, 43]. Interestingly, development 
in MOF chemistry has progressed. Numerous techniques 
to synthesize and develop water-stable MOFs have paved 
the path for water-sorbent candidates with improved water 
adsorption and associated applications, see Table 4 [46–50]. 
From where water uptake capacity and corresponding rela-
tive pressure at which the pore filling occurs, the adsorption 
capabilities of MOFs are highly variable from a qualitative 
standpoint. Hydrolytically stable porous materials with large 
pore volumes, on the other hand, are likely to have large 
water adsorption capabilities. Hunt for hydrolytically stable 

Table 2  Different types of silica 
gel and their adsorption uptakes

n.d. means no data

Silica gel Max. equilibrium uptake 
(gwater  g−1

ads)
BET surface area 
 (m2  g−1)

References

Silica gel, type 3A/H2O 0.33 n.d [33]
Silica gel, type A/H2O 0.40 n.d [33]
Silica gel, type A +  + /H2O 0.52 863.6 [33]
Silica gel, type 2560/H2O 0.32 636.4 [33]
Silica gel, type RD/H2O 0.45 838 [34]
Fuji silica gel, type RD/H2O 0.48 780 [35]
Fuji silica gel, type 2060/H2O 0.37 707 [35]

Table 3  Different types of zeolite and their adsorption uptakes

n.d. means no data

Zeolite Max. equilibrium 
uptake (gwa-
ter  g−1

ads)

BET surface 
area  (m2  g−1)

References

Natural zeolite/H2O 0.12 643 [38]
Zeolite 4A/H2O 0.20 n.d [38]
AQSOA-Z01/H2O 0.21 189.6 [39]
AQSOA-Z02/H2O 0.31 717.8 [39]
AQSOA-Z05/H2O 0.23 187.1 [39]
Zeolite-13X/H2O 0.30 n.d [40]
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and recyclable MOFs with higher total water uptake is a 
major focus of MOF chemistry research [45, 47, 51–53].

Comparison among MOF materials and conventional 
materials

The authors showed and compared various MOF materi-
als that outperform existing porous materials like silica gel 
and zeolites in water adsorption [69, 70], see Fig. 1. The 
water adsorption isotherms of MOF materials are shown 
in Fig. 2. When comparing Figs. 1 and 2, it is clear that the 
MIL-101(Cr) outperformed the typical greatest adsorption 
capacity. For the adsorption (desalination and cooling) pro-
cess, desalinated water and cooling effects are influenced 
by the value of the adsorption capacity of the adsorbent 
material. The available adsorbed amount in water vapor 
adsorption uptake (∆w) at adsorption and adsorption pres-
sures are mainly affected by the available adsorbed amount. 
The ∆w represents the difference between expected mate-
rial concentrations in the adsorption and desorption model 

Table 4  List of possible MOFs and their water adsorption properties

MOFs Metals Uptakea 
(gwa-
ter  g−1ads)

Surface 
area 
 (m2  g−1)

References

CAU-6 Al 0.485 620 [54]
CAU-10 Al 0.31 635 [55]
CAU-10-H Al 0.382 635 [55]
CAU-10-NH2 Al 0.19 n.d [55]
CAU-10-NO2 Al 0.15 440 [55]
CAU-10-OCH3 Al 0.07 n.d [55]
CAU-10-OH Al 0.27 n.d [55]
DUT-4 Al 0.28 1360 [44]
DUT-67 Zr 0.625 1560 [56]
MIL-100 Cr 0.41 1517 [57]
MIL-100 Fe 0.81 1549 [44]

0.77 1917 [58]
MIL-100 Al 0.50 1814 [58]
MIL-100 Cr 0.40 1330 [59]

1.01 2059 [60]
1.28 3017 [44]
1.40 3124 [61]

MIL-100-DEG Cr 0.33 580 [59]
MIL-100-EG Cr 0.43 710 [59]
MIL-101-NH2 Cr 0.90 2509 [61]

1.06 2690 [62]
MIL-101-NO2 Cr 1.08 2146 [61]

0.44 1245 [62]
MIL-101-pNH2 Cr 1.05 2495 [62]
MIL-101-pNO2 Cr 0.60 2195 [62]
MIL-101-soc Cr 1.95 4549 [53]
MIL-125 Ti 0.36 1160 [45]
MIL-125-NH2 Ti 0.36 830 [45]

0.37 1220 [63]
MIL-53 Al 0.09 1040 [45]

0.09 n.d [64]
MIL-53-NH2 Al 0.05 940 [45]

0.09 n.d [64]
MIL-53-OH Al 0.40 n.d [64]
MIL-53 Ga 0.05 1230 [45]
MIL-53-NH2 Ga 0.02 210 [45]
MIL-53-(COOH)2 Fe 0.16 n.d [64]
MIL-68 In 0.32 1100 [45]
MIL-68-NH2 In 0.32 850 [45]
MOF(NDI-SEt) Zn 0.25 888 [65]
MOF(NDI-SO2Et) Zn 0.25 764 [65]
MOF(NDI-SOEt) Zn 0.30 927 [65]
MOF-199 Cu 0.55 1340 [44]

0.64 921 [66]
0.49 1270 [67]

MOF-74 Co 0.63 1130 [56]
MOF-74 Mg 0.75 1250 [56]

0.62 1400 [67]

Table 4  (continued)

MOFs Metals Uptakea 
(gwa-
ter  g−1ads)

Surface 
area 
 (m2  g−1)

References

MOF-74 Ni 0.615 1040 [56]
0.48 639 [56]

MOF-801-P Zr 0.45 990 [56]
MOF-801-SC Zr 0.35 690 [56]
MOF-802 Zr 0.11 1290 [56]
MOF-804 Zr 0.29 1145 [56]
MOF-805 Zr 0.415 1230 [56]
MOF-806 Zr 0.425 2220 [56]
MOF-808 Zr 0.735 2060 [56]
MOF-841 Zr 0.64 1390 [56]
PIZOF-2 Zr 0.85 2080 [56]
SIM-1 Zn 0.14 570 [45]
UiO-60 Zr 0.535 1290 [56]

0.40 1032 [63]
0.39 1105 [68]
0.37 1160 [67]

UiO-66–1,4-Naphy1 Zr 0.26 757 [68]
UiO-66–2.5-(OMe)2 Zr 0.42 868 [68]
UiO-66-NH2 Zr 0.38 1328 [63]

0.34 1123 [68]
0.37 1040 [67]

UiO-66-NO2 Zr 0.37 792 [68]
UiO-67 Zr 0.18 2064 [63]
ZIF-8 Zn 0.02 1255 [44]

0.01 1530 [45]

a Adsorption properties of water measured at 25 °C and almost satu-
rated vapor pressure
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(cycle sorption quantity). The adsorbent material with a 
step increase in water vapor uptake before (P/Ps = 0.25) is 
suitable for cooling applications. Some adsorbent materials 
take their most adsorption capacity after P/Ps = 50%, which 
indicates that it is more suitable for desalination than cool-
ing applications. In cooling applications, the evaporator 
pressure could be considered 1 kPa to get a cooling effect 
at around 7 °C, while in the desalination application, the 
evaporator pressure could be higher, around 2.25 kPa to take 
benefit most adsorption capacity of material as ∆w [36]. 
Based on this Figure, MIL-101(Cr), MIL-100(Fe), and alu-
minum fumarate are suitable for applications requiring high 
P/Ps, like desalination [68] or energy storage, whereas CPO-
27(Ni) is better suited for applications requiring low P/Ps 
like energy storage [71], cooling [72] or dual effect desalina-
tion [73, 74]. For more illustration of whether an adsorbent 
is suitable more in desalination or cooling applications, or 
both. This is calculated based on ∆w at evaporation and 
condensation pressures and temperatures using the Gibbs 
energy change (− RT ln(P/Ps)) relationship as illustrated in 

Fig. 3. The figure expresses that the MIL-101(Cr)-UoB has 
the best performance in desalination mode. It is achieved 
∆w (1.22 kg/kg) in desalination application. But it has not 
a good performance in cooling mode as it achieves ∆w 
(0.06 kg/kg) due to its isotherm performance, which has a 
jump in adsorbed vapor uptake after P/Ps = 0.4. The figure 
also expresses that Aluminum fumarate and MIL-100(Fe)-
UoB have the best performance in cooling mode as they 
achieve around ∆w (0.32 kg/kg) in cooling mode.

Enhancing the properties of MOF materials

Because of its huge pore size and high free volume, MIL-
101(Cr) has exceptional features, including exceptionally low 
thermal conductivity. During both adsorption and desorption 
stages, low thermal conductivity makes it difficult for heat 
transfer processes to reach the required operating temperatures 
fast. To enhance the thermal conductivity of parent MIL-101, 
a composite of MIL-101(Cr)/GrO was utilized (Cr) [78]. Two 
approaches were used to create a composite of MIL-101(Cr) 

Fig. 1  Isotherms for water 
adsorption of traditional adsor-
bents like silica gel RD [75], 
SAPO-34 [72], Zeolite Y [76], 
Zeolite 13X [77]and AlPO-18 
[77] at 25 °C

Fig. 2  Isotherm of water 
adsorption for some MOF 
materials like MIL-101(Cr)-
UoB, CPO-27(Ni), Aluminum 
fumarate, and MiL-100(Fe)-
UoB [69] at 25 °C
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and GrO: physically mixing the two components and inte-
grating them into the synthesis process. Owing to the limited 
porosity of GrO, it was discovered that the composites made 
via the physical mixing method had a decreased water uptake. 
In the synthesis process, the 2% GrO synthesis composite 
demonstrated comparable water uptake at low relative pres-
sures and outperformed the pristine material at high relative 
pressures. Because of the crystal structural distortion, 5% GrO 
synthesis composite reduced water uptake [78].

Composite adsorption materials

Many researchers have improved the current adsorbent mate-
rials by the composition method, whether by compositing 
two or more host matrix materials together or by composit-
ing a host matrix with a salt hydrate to improve the per-
formance of systems that use those materials [36]. Table 5 
summarizes the adsorption characteristics of composite 
materials. The table illustrates that composite adsorbent 
materials achieved higher adsorption water capacity than the 
base materials, which expresses that composite materials can 
achieve higher performance as cooling power or desalination 
effect. But these composite adsorbents need to be examined 
experimentally in adsorption desalination/cooling devices 
to realize what can enhance performance.

Experimental adsorption desalination 
systems

This section explores all presented experimental investiga-
tions for ADS separated into two categories. Experimental 
investigation types are ADS with and without evaporator 

condenser heat recovery. This section explores all experi-
mental adsorption desalination (AD) studies; the work 
emphasizes the experimental test rig design, the mass of 
adsorbent material adsorption, and desalination system 
performance as SDWP, COP, and specific cooling power 
(SCP) of each experimental device. This work also reviews 
the properties of the used heat exchangers of adsorbent beds 
in ADS.

Experimental adsorption desalination studies

In this sub-section, experimental investigations of ADS are 
presented. These experimental investigations are for produc-
ing both desalination and cooling effects. The first excre-
mental test rig for ADS was presented by Wang et al. [8], 
as illustrated in Fig. 4. The highest SDWP obtained was 
4.7  m3/ton of silica gel at Tdes = 85 °C and Tcw = 30 °C. This 
study also reported that SDWP yielded from the plant could 
be further boosted by adopting a higher chilled water tem-
perature supply (Tchi) and lowering adsorption cooling water 
(Tcwi). It demonstrated that ADS was also more efficient 
when the heat source temperature was lowered to 65 °C. 
Thu et al. [118] reported ADS performances with two-bed 
and four-bed operational modes. Figure 5 shows the used 
test rig for ADS. The tested results are estimated in terms 
of (i) SDWP, cycle time, and (ii) performance ratio (PR) 
for several driving temperatures (Tdrv). It was found that the 
maximum SDWP is about 10  m3 /tone.day with PR 0.61. 
The study also provided a valuable guideline for the opera-
tional approach of ADS. The study employed four adsorp-
tion units with 36 kg of silica gel per adsorption unit. Wu 
et al. [119] presented ADS as an alternative to traditional 
desalination systems that could be utilized by waste heat 

Fig. 3  Adsorption characteristic 
of MOF [69] at 25 °C
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Table 5  Summary of the adsorption characteristics of composite materials

Composite Uptake (g  g−1) BET surface area 
 (m2  g−1)

Vpor  (cm3  g−1) P/Ps (–) Tads Refs.
(°C)

SG/CaCl2 1  > 0.6 20 [79]
SG 0.4 785 1.31 0.95 23 [80]
SG/CaCl2 0.57 224 1.039
SG/16.7wt.%  CaCl2 0.57 886 3.9 0.75 25 [81]
SG/28.9wt.%  CaCl2 0.9 640 1.9 0.75
SG/16.6wt.%  CaCl2 0.48 276 0.45 0.75
SG/28.9wt.%  CaCl2 1.1 200 0.54 0.75
SG/31.6wt.%  CaCl2 0.68 152 0.54 0.7
SG 0.16 529 0.806 0.8 30 [82]
SG/10wt.%  CaCl2 0.44 0.698
SG/20wt.%  CaCl2 0.53 0.567
SG/30wt.%  CaCl2 0.6 0.53
SG/40wt.%  CaCl2 0.74 0.395
SG 0.1 550 0.43 0.75 [83]
SG/28.6wt.% LiBr (Aerogel) 0.5 520 1.05 0.7 25
SG/28.6wt.% LiBr (Densified) 0.68 351 1.13 0.75
SG/28.0wt.% LiBr (Xerogel) 0.63 324 0.38 0.75
SG/35.5wt.% LiBr (Impregnation) 0.8 262 0.39 0.65
SG/13.5wt.%  MgSO4 0.27 25 [84]
SG/24wt.%  MgSO4 0.37
SG/38wt.%  MgSO4 0.47
KSM SG 600 0.3 [85]
KSM SG/21.7 wt.%  CaCl2 0.25 0.7 20
KSK SG 260 1 [86]
KSK SG/45wt.% Ca(NO3)2 0.2–0.3 60 0.24  < 0.7 30
KSK SG 350 1 35 [87]
KSK SG/34.5wt.%  LiNO3 0.22
KSK SG 1 20 [88]
KSK SG/42wt.%  CaCl2 0.45 0.6–0.64
KSK SG/48wt.% LiBr- 0.39 0.6–0.64
KSK SG/33wt.%  MgCl2 0.51 0.6–0.64
KSKG SG 350 1 [89]
KSKG SG/33.7 wt.%  CaCl2 0.7–0.75 0.7 20
KSKG SG/32 wt.% LiBr 0.6–1 0.7–0.8 40 [90]
KSKG SG/57 wt.% LiBr
PHTS 0.16–0.65 810 0.705 0.4–0.95 40 [91]
PHTS/4wt.%  CaCl2 0.25–0.78 461 0.492
PHTS/10wt.%  CaCl2 0.38–1.20 322 0.377
PHTS/20wt.%  CaCl2 0.58–2.24 163 0.189
SBA-15 519 0.73 50 [92]
SBA-15/43wt.%  CaCl2 0.615 52 0.17 0.4
SBA-15 0.02 554 0.8 0.3 20 [93]
SBA-15/2.80wt.%  Al2(SO4)3 0.05 550 0.75
SBA-15/5.32wt.%  Al2(SO4)3 0.065 549 0.73
SBA-15/6.77wt.%  Al2(SO4)3 0.09 541 0.7
Syloid72FP/Emim-Oms 1.64 0.9 25 [94]
Syloid AL-1FP 0.28 605–740 0.23–0.4 0.9 25 [95]
Syloid AL-1FP/60wt.% Emim-Oms 1.86
Syloid AL-1FP/20wt.% Emim-Ac 0.92
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Table 5  (continued)

Composite Uptake (g  g−1) BET surface area 
 (m2  g−1)

Vpor  (cm3  g−1) P/Ps (–) Tads Refs.
(°C)

Syloid72FP 0.44 340–405 1.2
Syloid72FP/60wt.% Emim-Oms 1
Syloid72FP/60wt.% Emim-Ac 1.32
Syloid AL-1FP/60.0%  [Emim][CH3SO3] 0.85 0.9 25 [96]
Syloid AL-1FP/41.7%  [Emim][CH3SO3] 0.75
Syloid AL-1FP/17%  [Emim][CH3SO3] 0.5
Syloid AL-1FP/1.8%  [Emim][CH3SO3] 0.25
AC 0.35 678 2.365 0.94 23 [97]
AC/CaCl2 0.42 224 1.039
AC/38.6wt.%  MgCl2 0.941 716 0.3924 0.7 25 [98]
AC/31.2wt.% MgCl2 + 3.2wt.% Ce 1.05 494.8 0.3846
AC 0.19 1117 0.5329 atm 25 [99]
AC + 16wt.%SG 0.244 610 0.2934
AC + 26wt.%SG 0.246 664 0.3121
AC + 19wt.%SG 0.25 682 0.3242
AC + 2wt.%SG/68wt.%CaCl2 0.41 118 0.074
AC + 4wt.%SG/57wt.%CaCl2 0.699 82 0.0449
AC + 3wt.%SG/64wt.%CaCl2 0.805 83 0.0589
AC + 20wt.%SG/11wt.%CaCl2 0.243 602 0.2895
AC + 24wt.%SG/13wt.%CaCl2 0.236 626 0.2975
AC + 22wt.%SG/4wt.%CaCl2 0.264 680 0.327
AC + 22wt.%SG/5wt.%CaCl2 0.412 156 0.0812
AC + 13wt.%SG/21wt.%CaCl2 0.433 160 0.0882
AC + 10wt.%SG/15wt.%CaCl2 0.332 188 0.0958
AC1 1370 0.109 0.4–0.9 [100]
AC1/10wt.%  Na2O3Si 0.12–0.52 690 0.095 25
AC2 1300 0.158
AC2/10wt.%  Na2O3Si 0.12–0.42 1080 0.048
Carbon Sibunit 450 ± 25 0.9 ± 0.05 [97]
Carbon Sibunit/29wt.% LiBr 0.4–1.1 0.7 30
Expanded graphite 12.3 ± 1.2 3.3 ± 0.1
Expanded graphite/33wt.% LiBr 0.4–1.1 0.7 30
MWCNT 270 3  > 0.4 37 [101]
MWCNT/44wt.% LiCl 1.1 140 1.4
MWCNT/53wt.%  CaCl2 0.94 75 0.9
MWCNT 270 5.3 35 [102]
GP(MWCNT/41wt.% LiCl) 1 145 2.7
PB(MWCNT/42wt.% LiCl) 1 124 4.7
PP(MWCNT/41wt.% LiCl) 1 144 2.7
MWCNT/PVA/55wt.% LiCL 0.6 80 0.9 0.2 35 [103]
Zeolite 921 0.374 [104]
Zeolite/15wt.%  MgSO4 0.15 400 0.18 0.7 30
Zeolite13X 0.28 468 1.527 0.94 23 [80]
Zeolite13X/CaCl2 0.6 233 1.489
Zeolite13X 0.0761 667 0.32  < 0.3 25 [105]
Zeolite13X/10wt.%  CaCl2 0.0914 608 0.34
Zeolite13X/20wt.%  CaCl2 0.1592 608 0.36
Zeolite13X/30wt.%  CaCl2 0.1953 605 0.36
Zeolite13X/40wt.%  CaCl2 0.3953 601 0.34
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Table 5  (continued)

Composite Uptake (g  g−1) BET surface area 
 (m2  g−1)

Vpor  (cm3  g−1) P/Ps (–) Tads Refs.
(°C)

Zeolite13X/46wt.%  CaCl2 0.8 622 0.54
Alumina/Zeolite13X 1.16 455 0.283 0.94 20 [106]
Alumina 0.75 20 [92]
IK-02-200 alumina/31wt.%  CaCl2 0.3 0.6–0.64
MIL-101 0.18 3402.69 1.59 0.4 25 [107]
MIL-101/LiCl 0.5 2054.03 0.94
MIL-101/NaCl 0.46 2000.66 0.91
MIL-101 1.22 2789 1.32 0.9 25 [108]
MIL-101/2wt.% GO 1.53 3472 1.69
MIL-101/4wt.% GO 1.56 3501 1.77
MIL-101/6wt.% GO 1.58 3522 1.78
MIL-101/8wt.% GO 1.42 3126 1.57
MIL-101(Cr) 0.1–1.35 3354.84 1.73 0.3–0.9 25 [109]
MIL-101(Cr)/3wt.%  CaCl2 0.16–1.2 2976.77 1.49
MIL-101(Cr)/4wt.%  CaCl2 0.16–1.3 3117.14 1.58
MIL-101(Cr)/5wt.%  CaCl2 0.26–1.2 2675.9 1.35
MIL-101(Cr)/6wt.%  CaCl2 0.22–1.25 2641.5 1.32
MIL-101(Cr)/8wt.%  CaCl2 0.65–1.75 1876.01 0.99
MIL-101(Cr) 0.18–1.05 2824 1.362 0.4–0.9 25 [110]
MIL-101(Cr)/10%  CaCl2 0.5–0.88 1977 0.745
MIL-101(Cr)/20%  CaCl2 0.53–1.13 1307 0.509
MIL-101(Cr)/30%  CaCl2 0.6–1.35 193 0.071
MIL-101(Cr) 0.4 3460 1.753 0.95 25 [78]
MIL-101(Cr)/0.5wt.%GrO (Synthesis) 1.4 3137.8 1.641
MIL-101(Cr)/0.5wt.%GrO (Physical) 1.22 2608.5 1.346
MIL-101(Cr)/1wt.%GrO (Synthesis) 1.45 3028.1 1.619
MIL-101(Cr)/1wt.%GrO (Physical) 1.17 2425.7 1.265
MIL-101(Cr)/2wt.%GrO (Synthesis) 1.55 3674 2.14
MIL-101(Cr)/2wt.%GrO (Physical) 1.32 2077 1.035
MIL-101(Cr)/5wt.%GrO (Synthesis) 1.47 2810 1.879
MIL-101(Cr)/5wt.%GrO (Physical) 1.27 2626 1.33
Vermiculite 0.06 15.1 4.11 0.94 23 [80]
Vermiculite/CaCl2 1.45 10.9 1.491
Vermiculite/MgSO4 0.41 3.6 2.054
Vermiculite/Ca(NO3)2 1.52 2.4 1.274
Vermiculite/Li(NO3)2 1.73 2.4 1.109
Vermiculite/LiBr 1.94 1.9 1.172
Vermiculite/63wt.%  LiNO3 0.4–0.5  < 0.5 33 [111]
Vermiculite 0.04 9 1.8 25 [112]
Vermiculite/57.3wt.%  CaCl2 1.13 1.55
MCM-41 0.04 1137 1.3 0.3 20 [93]
MCM-41/3wt.% Al2(SO4)3 0.1 1021 1.12
MCM-41/5wt.% Al2(SO4)3 0.15 993 1.12
MCM-41/7wt.% Al2(SO4)3 0.17 941 1.01
MCM-41 1050 1.1 [113]
MCM-41/37.7wt.%  CaCl2 0.7–0.75 325 0.7 20
WSS 0.15 111.7 0.309 0.95 25 [114]
WSS/9.6wt.% LiCl 1.1 64.5 262
WSS 0.15 111.7 0.309 0.95 25 [115]
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or solar energy to generate potable. The study investigated 
a practical implementation of theoretical ADS cycles and 
their validity experimentally. As shown in Fig. 6, the study 
employed one adsorption unit with 2.124 kg of silica gel.

Ng et al. [120] analyzed the performance of ADS utilized 
by waste heat for producing desalinated water and cooling 
effect. A theoretical simulation for ADS was preceded. The 
cycle was explored using key performance parameters like 

Table 5  (continued)

Composite Uptake (g  g−1) BET surface area 
 (m2  g−1)

Vpor  (cm3  g−1) P/Ps (–) Tads Refs.
(°C)

WSS/2.2wt.%  CaCl2 0.26 100.9 0.29
WSS/13wt.%  CaCl2 0.66 49.9 0.209
WSS/22.4wt.%  CaCl2 1.12 38.4 0.152
WSS 0.26 149 0.37 0.95 25 [116]
WSS/5wt.%  CaCl2 0.31 119 0.33 0.95
WSS/10wt.%  CaCl2 0.32 101 0.32 0.75
WSS/5wt.% NaCl 0.35 129 0.33 0.95
WSS/10wt.% NaCl 0.48 128 0.34 0.95
WSS/5wt.% LiCl 0.38 124 0.33 0.95
WSS/10wt.% LiCl 0.57 134 0.35 0.95
SP 1.5 105.3 0.168 0.9 25 [117]
SP/CaCl2 1.33 103.953 0.1657

Fig. 4  Schematic diagram of the ADS used test facility [8]



583International Journal of Energy and Environmental Engineering (2023) 14:573–599 

1 3

(i) SCP, (ii) SDWP, (iii) COP, and (iv) overall conversion 
ratio (OCR). The mathematical results were certified by 

experimental data. Figure 7 expresses the advanced ADS 
cycle with 4 adsorption units with 36 kg silica gel per unit. 
At Twhi = 85 °C, the cycle produced 3.6  m3 of desalinated 
water and 23 Raton at Tcho = 10 °C.

Mitra et  al. [121] evaluated two-stage ADS for both 
cooling-cum-desalination. Figure 8 shows a schematic of the 
experimental facility. The study showed that a single-stage 
ADS system could not be used with an air-cooled condenser 
under tropical conditions, and this was realized by operating 
the system in a 2-stage model. Also, the study expressed a 
developed simulation model that was closer to experimental 
results than the previous one.

Gao et al. [122] investigated an innovative single-stage 
vacuum evaporator to extract saltwater. The system was 
settled to utilize an ultra-low-grade heat source of 50 °C. 
Figure 9 illustrates the investigated system. The adsorbent 
bed comprised 5 arrays of U-shaped aluminum finned tube 
heat-exchanger with 0.8 kg of silica gel (Type A). It was 
conducted that utilizing lower Tcwi enhanced the desorption 
process, which boosted the performance of the developed 
system.

Alsaman et al. [15] proposed and designed a new solar 
ADS for cooling and desalination. The proposed ADS was 
built and tested under Egypt's climate conditions. Figure 10 

Fig. 5  Schematic diagram of used ADS experimental test rig stated in [118]

Fig. 6  One adsorption unit with 2.124 kg of silica gel [119]
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expresses the designed ADS 13.5 kg with silica gel. The 
Adsorption characteristics were also presented for the 
selected material. The theoretical model was close to experi-
mental results. The results showed that SCP was 112 W/kg 
and SDWP was 4  m3/day.ton with COP of 0.45. Dakkama 
et al. [74] investigated MOF development for producing ice 
and freshwater. Figure 11 expresses a schematic diagram of 
the investigated system. The adsorber bed contained 670 g 
of CPO-27 (Ni). Results indicated that the optimal operat-
ing salinity concentration was 35,000 ppm to produce ice 
(8.3  m3/day/ton) with COP 0.9. The SDWP was 1.8  m3/day/
ton.

Youssef et al. [73] explored experimentally using CPO-27 
(Ni) as adsorbent material for ADS applications. Experi-
mental and numerical investigation for utilizing 0.67 kg of 
CPO-27(Ni) with a one-bed ADS system was obtained, as 
expressed in Fig. 12. Results demonstrated that by increas-
ing Teva and reducing Tcond, SCP was improved. The ADS 
created 65 Rton/ton at (Tevap = 20 °C). SDWP was improved 
to 22.8   m3/ton.day at (Tevap = 40  °C, Tcon = 5  °C and 
Tdes = 95 °C). Olkis et al. [123–126] presented three papers 
illustrating the design of an experimental small-scale ADS 
desalinator for producing freshwater. The study introduced 
the world’s smallest ADS with 0.2 kg silica gel, as shown 

in Fig. 12. The system achieved an SDWP of 7.7 kg/kgsg.
day. The ADS demonstrated the profits of heat combination 
between the adsorbent beds to reduce the consumed energy 
by 25% and raise the PR to 0.6.

Elsayed et al. [127] reported that MOF materials were 
recommended to substitute the traditional adsorbents. The 
study presented an experimental test of 0.375 kg aluminum 
fumarate in ADS. The performance of aluminum fumarate 
was higher than that of ADS utilizing silica gel and CPO-
27(Ni) for desalination effect only at high P/Ps. Zhang et al. 
[128] presented a pilot-scale ADS with freshwater produc-
tion of 100 kg/h, as illustrated in Fig. 13. The system was 
constructed based on small-scale system optimization and 
enhancement. The results exhibited that the desalinated 
water was less than 100 kg/h at Thwi = 55 °C. At higher Thwi, 
the desalinated water rate was improved to 191.3 kg/h at 
Thwi = 80 °C.

Advanced experimental desalination investigations

In this section, the advanced adsorption desalination experi-
mental investigations will be expressed. These experimental 
investigations are for only the desalination effect. In these 
systems, a heat recovery between evaporator and condenser 

Fig. 7  Advanced ADS cycle with 4 adsorption units [120]
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was utilized. Thu et  al. [25]expressed the results of an 
investigation advanced AD cycle with internal heat recov-
ery between condenser and evaporator. Figure 14 expresses 
the advanced AD cycle with 4 adsorption units with 36 kg 
silica gel per unit. A mathematically advanced AD cycle 
was developed and validated with experimental results. The 
advanced ADS could yield an SDWP of 9.24  m3/ton daily 
at 70 °C with PR = 0.77. The proposed system could be 
operated at 50 °C Thwi with SDWP 4.3. The advanced cycle 
SDWP was two times that of the traditional AD cycle.

Ma et al. [30] investigated an experimental heat recovery 
between adsorber and desorber beds for ADS with 29.17 kg 

silica gel per adsorption bed, as illustrated in Fig. 15. The 
results showed that the SDWP and PR were 4.69 and 0.766, 
respectively.

This heat recovery employment could not rise SDWP, 
but it could save consuming energy. Kim et al. [129] inves-
tigated the water quality measurements of AD plants. Feed-
water was taken from the Red Sea. Figure 16 expresses the 
schematic AD cycle with 4 adsorption units. Water quality 
was assessed by complying with the Environmental Pro-
tection Agency (EPA) principles with major primary and 
minor inorganic drinking water contaminants and other usu-
ally tested water quality considerations. Desalinated water 

Fig. 8  Schematic of 2-bed two-
stage ADS [121]
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testing ensured the good quality of generated freshwater. 
Test results showed that ADS effectively removes all forms 
of salts to less than 10 ppm. Bai et al. [29] investigated the 
mass recovery between adsorber and desorber beds for ADS 
and the feedwater quality effect on ADS performance. The 
results showed that the SDWP and SCP were 18.08 and 490, 
respectively.

Hybrid adsorption desalination with MED system

There are many studies on hybrid ADS with other systems 
such as RO-AD, AD-MVC, and AD-HDH. Still, many of 
these studies are theoretically investigated. The only experi-
mental hybrid investigation systems were expressed between 
AD and MED. Shahzad et al. [130] presented an experi-
mentally new hybrid “MEDAD” system, a coupling of the 
conventional MED and ADS, as expressed in Fig. 17. The 

main advantage of the MEDAD cycle is that it allowed some 
MED stages to work below ambient temperature, indifferent 
to the conventional MED. The hybrid system significantly 
increases desalinated water to 2.5–3 folds of conventional 
MED.

Son et  al. [131] explored experimentally hybrid 
“MEDAD” desalination, applying synergetic impact for 
utilizing energy to improve the MEDAD performance, as 
expressed in Fig. 18. The MEDAD system significantly 
increased desalinated water up to 2–5 folds of conventional 
MED of the same rating.

Table 6 summarizes the results of previous experimental 
ADS studies. The SDWP for ADS that utilized silica gel 
varied from 3.6 to 14.2  m3/day.ton. This wide range illus-
trates the significant effect of ADS system design and oper-
ating conditions. Therefore, the next section summarizes 

Fig. 9  Schematic of the used 
experimental facility [122]
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the heat exchanger configurations and their effect on ADS 
performance.

Effect of heat transfer of adsorption bed 
on ADS performance

In this section, the effect of heat transfers of adsorption 
bed on ADS performance. The current study expresses all 
adsorption desalination experimental investigations. The 
heat transfer parameters of adsorption beds are expressed 
in Table 7. The following equation illustrates heat transfer 
parameters.

To simplify the computation, the  TMinherent of sorbed 
refrigerant was ignored. It is simplified in two ways: (1) 
the computed thermal mass no longer includes the sorb-
ent's equilibrium composition, and (2) the thermal mass 
may be viewed as constant in sorption and desorption 
operations. Neglecting the TM of sorbed refrigerant will 
have a minor influence on  TMtotal for many adsorption heat 
exchangers (HXs).

The thermal mass of the adsorption bed is given by

(1)TMtotal = TMinherent + TMdesign

Fig. 10  Schematic diagram of 
the solar ADC test rig [15]
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(2)TMinherent = MadsorbentCpadsorbent

where HTF represents heating thermal fluid.
The specific thermal mass is given by.

Figures 19 and 20 express the effect of bed design rep-
resenting thermal masses of heat exchangers on ADS per-
formance through the previous experimental studies. In the 
previous experimental studies, the STM varied from 1.74 
to 6.58 kJ/kg. Figure 19 illustrates the COP variation by 
changing the adsorption bed's specific thermal mass (STM). 
The COP decreases from 0.766 to 0.36 with STM increas-
ing 1.74–6.05 kJ/kg for silica gel adsorbent duo to increase 
the adsorption bed's thermal mass, which means more heat 
losses in the heating adsorption bed. This heat loss is rep-
resented in the heating of the heat exchanger. Figure 20 
expresses the SDWP variation by changing the adsorption 
bed's specific thermal mass (STM). STM has a significant 
effect on SDWP. The SDWP increases from 3.6 to 18  m3/
day.ton (about 500% increasing) with STM increasing from 
1.74 to 6.58 kJ/kg as a result of increasing the overall heat 
transfer coefficient due to increasing the thermal mass of the 
adsorption bed. This means more adsorbent vapor is released 

(3)TMdesign = �HTFVHTFCPHTF +
∑

MmetalCpmetal

(4)STM =
TMdesign

Madsorbent

Fig. 11  Schematic diagram of ADS for ice making and freshwater 
[74]

Fig. 12  Schematic diagram of 
small-scale ADS desalinator 
[123–125]
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in desorption mode, leading to more desalinated water pro-
duction in the condenser.

Challenges and perspectives

This section expresses the research gap, the required 
research topics in ADS, and future marketing challenges 
of marketing these ADS. Despite the many advantages of 
ADS, as they can be driven by renewable and/or waste 
energy, they still face difficulties in marketing and dissemi-
nation. This is because it suffers from high volume and 
relatively low efficiency compared to traditional devices, 
which decreases the productivity of these systems and 
makes them unattractive. Moreover, the number of experi-
mental researches in this field is still limited compared to 
its importance. From this standpoint, it was necessary to 

show the gap and clarify the deficiency in this area. This 
is what this work is trying to show, as after reviewing 
the published research, it was found that the number of 
devices built to study desalination systems does not exceed 
a dozen. This clearly shows that the field still needs more 
effort, research, and the development of new methods and 
materials to raise the efficiency of this system. Therefore, 
it is recommended to do more experimental research to 
encourage the industrial sector and investors to build AD 
plants. The authors recommend these future researches 
focus on the following:-

1 Finding new adsorbent materials with a high adsorp-
tion capacity to reduce AD plant volume and increase 
performance in terms of SDWP and COP.

2 Finding new composite adsorbent materials for higher 
adsorption capacity

Fig. 13  Schematic diagram of 
pilot-scale ADS [76]
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Fig. 14  Advanced ADS cycle with 4 adsorption units [25]

Fig. 15  Schematic diagram for heat recovery between adsorber and desorber beds [30]
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3 How to increase the COP of the AD cycle by increasing 
the overall heat transfer coefficient of adsorption beds 
and evaporator and condenser.

4 Applying the recent theoretical research of ADS exper-
imentally to close the gap between theoretical and 
experimental studies. Mathematical results [4–6, 24–28] 
achieved high values of SDWP and COP of 98  m3/ton.
day and 2.1, respectively [4]. However, this performance 
was not proven experimentally on either lab-scale, proto-
type, or pilot scale. Experimental measurements are still 
low as SDWP did not increase more than 18  m3/ton.day, 
and COP did not increase than 0.78.

5 Applying the theoretical hybridization between ADS and 
RO, HDH, salt hydrate, and absorption system experi-
mentally to realize the benefits of these combinations. 
Also, study new combinations of ADS and other desali-
nation systems.

6 Establish more pilot plants and scale up adsorption 
desalination plants to encourage the industrial sector to 
invest in these ADS. Finding new adsorbent materials 
with a high adsorption capacity to reduce AD plant vol-
ume and increase performance in terms of SDWP and 
COP.

Conclusions

This review presents a survey about the constructed and 
tested experimental water distillation systems that con-
sider adsorption technology. Not so many systems have 
been found, as less than ten systems were built worldwide 
to take off freshwater from the salty water by adsorp-
tion evaporation technology. One of these few systems 
had been built in Egypt. The majority of these systems 

Fig. 16  schematic ADS cycle with 4 adsorption units [129]
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employed silica gel as an adsorbent material; its compos-
ites and metal–organic framework were also used. The 
amounts of the used adsorbents varied from less than 
1 kg, reaching 1440 kg. Produced amount of pure water 
per day per ton of adsorbent has been varied as well, from 
1.8  m3/ton/day up to 25  m3/ton/day. The whole presented 

system used a fin tube-type heat exchanger. It is clear that 
the technology is still in the cradle, and more experimen-
tal test rigs are required to be built and tested at different 
operating conditions. Also, more adsorbent materials are 
needed to be employed in such systems.

Fig. 17  MEDAD schematic diagram for experimental rig installed in NUS [130]
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Fig. 18  Pictorial view of MED-AD system [131]

Table 6  Comparison between previous experimental ADS studies

Adsorbent material Half cycle 
time (s)

No. of bed Adsorbent 
weight (kg)

Tcw (°C) Thw (°C) SDWP  (m3/ton) SCP (W/kg) COP (–) Refs.

Silica gel 180 4 36 30 85 4.7 – 0.28 [8]
Silica gel 650 2 6.75 30 85 4 112 0.45 [15]
Silica gel 600 4 36 30 85 14.2 – 0.74 [25]
Silica gel 900 2 29.17 27 83 4.69 – 0.766 [30]
Silica gel 600 4/2 36 30 85 10 – 0.61 [118]
Silica gel 480 4 36 29.5 85 8 181 – [120]
Silica gel 1200 2 0.2 25 80 7.7 80 0.6 [123–126]
Silica gel 900 2 1440 27 80 3.6 – 0.72 [128]
CPO-27Ni MOF 720 1 0.670 20 110 6.9 200 – [73, 132, 133]
CPO-27Ni MOF 900 1 0.670 24 95 1.8 – 0.48 [74]
Aluminum fumarate 900 2 0.375 30 90 8.5 250 0.13 [127]
Aluminum fumarate 250 2 23.2 25 85 8.66 226 0.5 [134]
Aluminum fumarate 500 1 0.3 30 90 14.4 549.7 0.26 [135]
Montmorillonite/HCl 450 2 2.65 25 85 4.4 110 0.41 [12]
MWCNT embedded 

zeolite13X/CaCl2
542 2 1.1 24 85 18.08 490 0.3 [29]
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Table 7  The heat transfer parameters of adsorption beds for different excremental test rigs

Component 
(section) shape 
of HX

Working pair Heat transfer 
fluid

Sorbent 
mass 
(kg)

HX Mass (kg) TMtotal (kJ/K) msorb/mH.X STM (TM/m 
sorb.)

Refs.

Tube fin HX 
packed

Silica gel/water Water 6.75 25.44 16.2 0.26533 2.4 [15]

Tube fin HX 
packed

Silica gel/water Water 0.21 0.81 0.737 0.259259 3.5 [123–126]

Tube fin HX 
packed

Silica gel/water Water 29.17 60.34 50.83 0.483427 1.74 [30]

Tube fin HX 
packed

Silica gel/water Water 36 – 184.1 – 5.11 [120]

Tube fin HX 
packed

Silica gel/water Water 1440 1293.6 2458.8 1.082251 1.756 [128]

Shell and tube 
HX stage 1

Silica gel/water Water 5.6 25 17.152 0.224 3.06 [121]

Shell and tube 
HX stage 2

Silica gel/water Water 3.2 22 13.5 0.145455 4.22 [121]

Tube fin HX 
packed

Silica gel/water Water 36 – 217.22 – 6.03 [25]

Tube fin HX 
packed

CPO-27Ni 
MOF/water

Water 0.67 29.97 – 0.022356 – [73, 132, 133]

Tube fin HX 
packed

MWCNT 
embedded 
zeolite13X/
CaCl2

Water 1.1 8 7.24 0.137 6.58 [29]

Tube fin HX 
packed

Montmorillon-
ite/HCl

Water 2.65 12.97 8.19 0.204 3.09 [12]
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Abstract
This paper proposes a novel photovoltaic (PV) array-fed induction motor (IM) drive in irrigation applications. The energy 
conversion includes a single-stage conversion procedure. The output voltage obtained from the PV array is given to the con-
ventional voltage source inverter (VSI), which uses a sensorless vector control approach to drive the IM. A novel approach 
in vector control with the reduced number of sensors is attempted to improve the performance and handle proper energy 
conversion. The novel vector control approach incorporates modified maximum power extraction (MPE) algorithms. The 
system assimilates the single-stage VSI to operate effectively, making the IM-pump drive work superior to other methods. 
The paper compares the proposed single-stage conversion process exposed to different MPE algorithms, such as P&O and 
PSO, with the proposed MPSO algorithm. The validation of the proposed system is accomplished through both simulations 
in MATLAB/SIMULINK and experimental results. The simulation results compare all three MPE algorithms and conclude 
that MPSO employed for novel vector control extracts maximum power with an accuracy not less than 99.5% subjected to 
different partial shading conditions. The experimental results validate the proposed MPE algorithm for the induction motor 
pump drive and obtain maximum power attainment with an accuracy of 98.2% without partial shading effect and 90.84% 
and 88.89% for partial shading conditions. The overall efficiency of the proposed system varies from 81.2 to 73.4% for dif-
ferent insolation conditions.

Keywords Motor control · Stator control · Peak power extraction · Solar photovoltaic array · Water pumping applications · 
Sensorless control · Induction motor

Abbreviations
IM  Induction motor
DC  Direct current
VSI  Voltage source inverter
IMPD  Induction motor-pump drive
IMDC  Induction motor drive control
SPV  Solar photovoltaic
SPVA  Solar photovoltaic array
VSI  Voltage source inverter
MPE  Maximum power extraction
OT  Optimization technique
MPPT  Maximum power point tracking
MPT  Maximum power tracking
PPT  Peak power tracking
SFOC  Stator field-oriented control

MPD  Motor pump drive
PSO  Particle swarm optimization
MPSO  Modified particle swarm optimization
P&O  Perturb and observe
MPA  Maximum power attainment
DSP  Digital signal processor
RMS  Root-mean-square

Introduction

Water supply to the farming lands is a primary requirement 
and is generally fed from a motor-pump setup. Farming 
lands in rural areas at remote locations lack the utility power 
supply to drive these motor-pump drives (MPD). Bringing 
the utility grid to such remote locations may not be viable or 
may not be economical. The solution to resolve this power 
deficit shall be to eliminate using renewable systems as 
sources of electricity. The countries such as India are rich 
sources of solar energy, and about 5 billion GWh per year 
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is falling over India's surface [1]. Employing photovoltaic 
systems to harness solar energy imitates an autonomous 
power source of electricity [2]. Solar PV systems are evolv-
ing with several applications from small scale to large scale 
and have a huge inflow of investments [3]. The adoption 
of solar photovoltaic (SPV) generation globally is shown 
in Fig. 1 [4]. The solar PV systems are meant to increase 
their demand to 370 GW by 2030 and 1050 GW by 2050 
[5]. Utility, commercial, residential and off-grid are the 
major areas of PV applications as they employ PV systems 
in large scale as shown in Fig. 2 [6]. Off-grid systems are 
not explored much so far and still has far potential because 

nearly 33% of the rural areas do not have access to electricity 
[7]. Therefore, SPV systems can evolve as an autonomous 
source of electricity to electrify the remote villages. Off-
grid and grid-connected solar photovoltaic array (SPVA) 
systems on a nanoscale are evolving [8] to meet domestic 
appliance requirements. The Indian government initiates 
new policies and programs for off-grid SPVA systems [9]. 
An important application of off-grid solar photovoltaic (PV) 
systems concerning the policies and programs of the Indian 
government is solar water pumps [10]. The advancements in 
the power semiconductor devices allow solar PV systems to 
extend their applications to water pumping applications [11]. 

Fig. 1  Installation of solar photovoltaic systems globally from 2007 to 2019 [4]

Fig. 2  Generation of solar photovoltaic power generation in India for various segments [6]
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Motor pump drives for SPVA system applications through 
the power electronic converters have complexities such as 
the significant drop in the SPVA voltage [12] due to variable 
insolation and the high incurred cost of SPVA systems at the 
time of installation [13] due to multiple DC-DC and DC-AC 
conversion stages.

The MPD in the farming lands will be fed through a solar 
PV array (SPVA) through the different converter stages [13]. 
These photovoltaic arrays will act as a primary power source 
to MPD in remote locations or as an auxiliary power source 
with the utility grid [14]. The SPVA systems initially employ 
two-stage power conversion, such as a DC-DC converter 
followed by a DC-AC converter [15]. DC-DC converter 
employs an MPE algorithm, and the DC-AC inverter adopts 
motor control algorithms to deploy in the circuit. The cost is 
increased with a multi-stage converter and requires two dif-
ferent controller mechanisms to drive the motor pump setup. 
Other forms of motor-pump drives adopt battery systems 
to increase the utilization further [15]. Due to their remote 
locations and battery-driven control requiring additional 
converter circuits [16][17] with extra control algorithms, the 
cost of the circuit increases and safety for batteries became 
the primary concern. Hence, single-stage converters are 
becoming conformed for MPD applications. Single-stage 
converters reduce the cost of the system by eliminating 
multiple converters employment and further increases the 
efficiency of the system. The primary concern of the SPVA 
water pumping systems is the selection of the motor and 
it plays a vital role in the effective operation of MPD. An 
induction motor is chosen for water pumping applications 
because of its rugged performance with long life [18, 19]. 
A conventional three-phase VSI is employed in the power 
conversion process of MPD, and a novel extended vector 
control is deployed to control the three-phase VSI.

As the vector control is superior in controlling the 
induction motor, it is employed to control the voltage 
source inverter (VSI) [20–22]. But the same vector con-
trol algorithm fails to maintain the induction motor when 
driven from SPVA. The starting current demanded by the 
induction motor makes the PV array operate in a short 
circuit mode of operation and thus fails to develop a volt-
age across the PV array. As a result of low voltage across 
the induction motor, it fails to rotate [23–28]. Hence, the 
vector control requires modification that makes DC volt-
age regulation also. DC voltage regulation is used as speed 
reference generation for vector control to govern the input 
side of the three-phase VSI [13–31]. The service of DC 
bus voltage regulation itself is not sufficient for the maxi-
mum utilization of SPVA. The voltage reference to the 
DC bus voltage regulation is obtained from the maximum 
power extraction (MPE) algorithm to extract maximum 
power. This voltage reference is converted to the speed ref-
erence required for the vector control of induction motor 

pump drive (IMPD). The actual speed is necessary for the 
vector control and can be determined using an encoder-
less mechanism such as model reference adaptive control 
[32, 33].

The selection and the development of MPE algorithms 
are significant in speed reference generation. To extract max-
imum power from SPVA, algorithms such as hill-climbing 
[34, 35], incremental conductance [36], and optimization 
methods [37] are used. Optimization techniques, such as par-
ticle swarm optimization [38], cuckoo search [39], and grey-
wolf algorithms [40] are popular methods to extract the peak 
power from SPVA irrespective of partial shading conditions. 
These MPE algorithms are popular based on PPT speed, 
complexity, and robustness subjected to different environ-
mental conditions. Particle swarm optimization effectively 
extracts the peak power under partial shading conditions and 
has reduced complexity in its deployment to hardware com-
pared to Cuckoo search and grey wolf algorithms. The PPT 
speed of the particle swarm optimization can be improved by 
modifying its local tracking segment of the particle equation 
and is explained in detail in  MPE algorithm selection and 
design section.

The motive is to propose a low-cost PV array fed MPD 
through an energy-efficient single-stage power electronic 
converter network pertaining to sophisticated control by 
validating it with the hardware setup. The main objectives 
of the proposed system are as follows.

1. To eliminate the speed sensor by estimating it with the 
voltage and current values at the motor terminals.

2. To develop the speed reference required for the SFOC 
of IMPD, which is equivalent to the peak power point 
of SPVA. This peak power point is extracted from MPE 
algorithms and should work for partial shading condi-
tions also without fail.

3. To attain better accuracy of PPT of the MPE algorithm 
by modifying the existing PSO algorithm and should be 
superior to the existing methods.

4. To validate the proposed system with the experimental 
hardware setup.

The novelty of the proposed system is described as 
follows.

1. Single-stage VSI feeding an IMPD employing MPE-
based modified vector control that effectively works for 
partial shading conditions also.

2. A modified particle swarm optimization algorithm was 
adopted for MPE to increase the accuracy of PPT.

3. A comparison of existing MPE algorithms with the pro-
posed MPSO algorithm for PPT was presented meticu-
lously.
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Methodology

The block diagram representation of the proposed system is 
shown in Fig. 3. The main circuitry consists of a SPVA driv-
ing an induction motor pump setup through a conventional 
voltage source inverter. The control section starts with an 
optimization technique (OT MPPT)-based maximum power 
extraction algorithm for the SPVA. The optimization meth-
ods give the dc link voltage reference as maximum power 
equivalent value. This dc-link voltage reference is compared 
with the actual dc-link voltage value to attain proper dc volt-
age regulation. This voltage regulation is generated as speed 
reference for the vector control of induction motor drive. The 
system eliminates the voltage sensors at the motor terminals 
by estimating them with the dc-link voltage measurement.

The second section consists of the design and methodol-
ogy of the proposed approach. The design of the proposed 
systems includes the design of SPVA, MPE algorithm selec-
tion and its design, input capacitor, and pump design. The 
methodology describes the determination of motor terminal 
voltages from the photovoltaic DC-link voltage, modified 
encoderless vector control of IMD and estimation of speed 
reference. The third section depicts results and discus-
sion. The results of the proposed system are realized using 
simulations and are validating the same with the help of an 
experimental setup. The fourth section conveys the conclu-
sions realized from the practical and simulated results. The 
design of the single-stage SPVA-fed IMPD comprises SPVA 

design, MPE algorithm selection with its design, DC-link 
capacitor design, and design of the pump.

Design of SPVA

It is necessary to choose the rating of SPVA to drive the 
induction motor pump setup. The power rating of the SPVA 
is determined to control the induction motor as an alterna-
tive to the utility grid. The motor selected for the irrigation 
applications is a 2.2 kW (3 hp), 440 V, 1440 rpm induc-
tion motor. The PV array should be able to develop 3KW of 
power to drive the induction motor. Table 1 shows the values 
of SPVA to feed the motor-pump setup. The solar photovol-
taic array at maximum power attainment is selected to meet 
the motor-rated power of 2.2 kW (Pppa). The SPVA voltage 
is considered as the peak value of the line voltage of motor 
terminals. For a line voltage of 440 V at the motor terminals, 
the peak value of the line voltage is  440 ∗

√
2 = 622V . This 

SPVA voltage at MPA is considered with a safety margin of 
1.045  (a*) and leads to 650 V (Vppa) of SPVA voltage to be 
attained at maximum power value. The rated SPVA current 
for a 2.2 kW load is the ratio of SPVA-rated power (Pppa) 
to SPVA-rated voltage. The rated value of SPVA current 
is 2200/650 = 3.38 A (Ippa). The electrical specifications of 
each PV module of a Coleman manufacturer are mentioned 
in Table 1. With the help of formulas mentioned in Table 1, 
its relevant specifications of SPVA are determined and are 
updated in the same Table 1.

Fig. 3  A single-stage converter for PV array fed IMPD
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MPE algorithm selection and design

The choice of the algorithm plays a vital role in attaining 
peak power values from SPVA. One algorithm that ensures 
peak power attainment irrespective of partial shading condi-
tions is particle swarm optimization (PSO). The PSO algo-
rithm was derived from the movement and direction of flock 
birds searching for their food. Mathematically, it employs 
two equations to calculate the velocity and position of each 
bird/particle. The birds/particles will choose local and global 
best locations for food. After a continuous search, the best 
global location of the particle among all the particles will 
be obtained from this PSO algorithm. This best position of 
the particle/bird is the best peak power attainment position, 
referred to as the best DC link voltage reference. The equa-
tions of velocity and position of the DC link voltage refer-
ence are given in Eqs. (1) and (2).

V
j

dc
 and vj

dc
 are the position and velocity of the particle 

'j'. The best dc-link voltage reference of particle 'j' is given 
by Vj

dcl
 and best dc-link voltage reference so far is given by 

Vdcg . The constants k,  k1, and  k2 are the weights to make 
the convergence quickly and are determined with PSO 
equations [41, 42]. The second term in the velocity equa-
tion identifies the best local dc-link voltage reference and 
is modified to achieve fast local convergence. The power 
values are determined for each dc-link voltage reference 
value ( Vj

dc
(i) ) and are updated in the local dc-link voltage 

(1)v
j

dc
(i + 1) = k ∗ v

j
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−
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j
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)

(2)
V

j

dc
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{
v

j

dc(min)
, v

j

dc
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}
, v

j
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}

reference ( Vj

dc
 ) of which the highest power is developed. 

This process continues to update the global dc-link volt-
age reference. As the counter value 'i' is completed, the 
best global dc-link voltage reference will be achieved. This 
PSO is best suitable for peak power extraction from SPVA 
irrespective of partial shading conditions.

Selection of DC link capacitor and design 
of the pump

As the circuit employs single-stage VSI, the change in 
SPVA voltage will hugely impact the three-phase voltage 
generated by the VSI. This imbalanced voltage increases 
the harmonic content on the motor side. Voltage regulation 
on the DC side is required to reduce the ripple on the DC 
side. A capacitor is placed at the terminals of the SPVA to 

mitigate the voltage ripple content on the DC side of the 
inverter. The value of the capacitor is chosen for a permis-
sible ripple in the voltage. The DC-link capacitor [43] is 
given by Cpv =

{
6sVphIpt

}
∕
{

V2
dc
− V2

dc(min)

}
 

The centrifugal pump will be employed, and its math-
ematical equation is derived as follows. The relation 
between torque and speed of the centrifugal pump [44] is 
given by Eq. (4).

(3)Cpv =
6sVphIpt

V2
dc
− V2

dc(min)

Table 1  Specifications of SPVA 
for simulations

The values in the bold are the final values used for the solar photovoltaicarray design

S.No Specifications Value

1 Array power capacity at peak power attainment (Pppa) 2200 W
2 Initial array voltage at maximum power (Vppa) = V

L(motor) ∗
√

2 ∗ a
∗ 650 V

3 Array current at peak power attainment (Ippa = Pppa / Vppa) 3.38 A
4 Open circuit voltage of each PV module (Vocm) 32 V
5 PPA voltage of each module (Vppam) 28 V
6 Short circuit current of each PV module  (Iscm) 1.38 A
7 PPA current of each module (Ippam) 1.21 A
8 Number of SPVA modules in series connection, Nse = (Vppa)/ (Vppam) 24
9 Number of SPVA modules in parallel connection, Npa = (Ippa)/ (Ippam) 3
10 Open circuit voltage of SPVA (Voc) = Vocm*Nse 768 V
11 Short circuit current of SPVA (Isc) = Iscm*Npa A
12 SPVA voltage at peak power attainment (VSPVA)PPA = Vppam*Nse 672 V
13 SPVA current at peak power attainment (ISPVA)PPA = Ippam*Npa 3.63 A
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The constant Pk is the proportionality constant and is 
given by Pmotor∕�

3
motor

.
Once the system is designed, the deployment of the modi-

fied SFOC of IMPD should be done and the modeling of the 
same is explained as follows.

Modified sensorless vector control of Induction 
motor drive

The voltage at the motor terminals can be estimated from the 
dc-link voltage. vad(t), vbd(t), and vcd(t) are the derived three-
phase terminal voltages from the SPVA voltage as shown in 
Eq. (5). Sa, Sb, and Sc are either zero or one and are called 
switching functions of the voltage source inverter. These 
derived three-phase terminal voltages are in the form of 
pulses and are not useful to determine the other parameters 
such as flux and speed. Hence it is necessary to use a filter 
for smoothing the waveform.

The derived voltages are then passed through a low-pass 
filter of 100 Hz cut-off frequency to generate the actual 
three-phase voltage measurements Vabc for the vector control 
mechanism. As the motor stator currents are balanced, only 
two of the three phases are sensed using current sensors, as 
shown in Fig. 3. The measurement of speed is quite impor-
tant for the execution of SFOC of IMPD and is predicted 
as follows.

Estimation of speed in induction motor drive

Speed estimation of induction motor can be done without 
the help of a speed sensor or encoder but by measuring the 

(4)�l = pk�
2
p

(5)
⎡⎢⎢⎣

vad(t)

vbd(t)

vcd(t)

⎤⎥⎥⎦
=

⎡⎢⎢⎣

2Sa −Sb −Sc

−Sa 2Sb −Sc

−Sa −Sb 2Sc

⎤⎥⎥⎦
Vpv

3

instantaneous voltage and currents drawn by the induction 
motor.

Transformation of three-phase voltage generation from 
PV terminal voltage and measured three-phase currents are 
transformed to the α-β frame of reference to determine the 
flux quantities from which the motor speed can be estimated 
(Figs. 4 and 5).

The stator reference value of the flux component is derived 
[45] as follows.
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Fig. 4  SFOC mechanism for PV 
array fed IMPD
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where iqs and ids are the components of stator cur-
rents in the synchronized dq0 reference frame with 
σ = 1 − L2

m
∕(LsLr), �r = Lr∕Rr . Lr, Lm, and Llr are the rotor 

inductance, magnetizing inductance, and rotor leakage 
inductance. The parasitic resistances Rr and Rs are referred 
to as stator and rotor, respectively. �e is the synchronous 
speed, and �sl is the slip speed. The mechanical speed of the 
induction motor is estimated from Eq. (15).

(14)�sl =

(
1 + �S�r

)
Lsiqs

�r

(
�ds − �Lsids

)

�m is the estimated speed used for the SFOC of the IMPD 
and is represented as �est in Fig. 6.

Stator field‑oriented control (SFOC) of IMPD

Figure 4 depicts the control scheme of the vector control 
method used for controlling the flux and stator currents. The 
speed and current controllers are the basic proportional-inte-
gral controllers that minimize their respected errors. The 
field weakening block consists of two main segments. The 

(15)�m = �e − �sl

Fig. 5  Generation of speed 
reference. a Estimation of ω1. 
b Feedforward component of 
speed

Fig. 6  Block diagram representation of the proposed experimental set-up
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first segment is the d-component of current from magnet-
izing current (Img), and the second segment is the reference 
of the d-component of current.

pIe∗
dx

→ 0 in the normal operation. The reference flux 
(Ψds

*) is determined as Ψ∗
ds
= LmIe∗

dm

An exciting current I∗
ds

 is considered as the output of 
the flux generated error is directed to the input of the PI 
controller.

The decoupling component is introduced in the FOC to 
control the flux and torque individually by introducing a 
feedforwarded path. The decoupling part (Idcp) of the current 
[43] is mentioned as follows:

Reference speed generation

The PSO algorithm generates an output of Vdc
* to generate 

an error signal. This error signal is given to the input of a 
PI controller to generate a speed estimation ω1, as shown 
in Fig. 5a. To meet the power requirement of the pump, 
this estimated speed ω1 is added to the pump speed, which 
results in �ref . The reference generation is developed using a 
feedforward speed component to meet the maximum power 
requirement, as shown in Fig. 5b.

The solar PV specifications and motor parameters for the 
hardware are mentioned in "A: Solar PV array hardware" and 
"B: Induction motor parameters" Appendix section, respec-
tively. As mentioned in the block diagram shown in Fig. 6, a 
solar array simulator SM-660 V AR-11 is used as an alterna-
tive to a solar PV array that drives an induction motor cou-
pled with a DC generator through SEMIKRON three-phase 
VSI rated for 600 V (DC) and 415 V (AC) at 50 A V (DC) 
capability. Due to laboratory constraints, the induction motor 
coupled with the DC generator is considered identical to the 
induction motor with a centrifugal pump, approximating the 
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torque-speed relation from quadratic to linear conversion. 
Voltage sensors and current sensors on either side of the 
VSI are used in the hardware circuit to debug the system. 
The DSP controller TMS320F28379D launchpad was fed 
by the DC voltage (LV-25P) and DC current (LA-55P) sen-
sors along with motor current (LA-55P) measurement sen-
sors and is shown in Fig. 6. The speed encoder is eliminated, 
and the motor speed is estimated in the real-time controller 
TMS320F28379D. This estimated speed is generated through 
the DAC terminals of the controller to understand the response 
of the proposed system. The reference speed generation from 
the MPE algorithm also generated from the DAC terminals 
of the same DSP controller board. The program is deployed 
in the DSP-based controller to generate the required PWM 
pulses to control three-phase VSI. The rated voltage and cur-
rent limitations in the solar array simulator restricted the oper-
ating of the induction motor drive below the rated value. The 
primary consideration is that the output power transfer to the 
load should be operated at the peak power point. The modified 
PSO method is implemented to transfer the peak power. The 
simulations are performed for the proposed PV array configu-
ration under the change in insolation. The insolation changes 
apply to the 24 series-connected modules with three such 
parallel-connected arrays. The proposed system is exposed 
to different PV graphs of SPVA, as shown in Fig. 7, consid-
ering the effect of partial shading conditions to validate the 
maximum power extraction (MPE) algorithms. Figure 7 offers 
the series-connected and parallel-connected modules exposed 
to different insulations. These three different insolation P–V 
graphs are considered three different operation modes.

Among them, mode-I is an entirely normal mode with-
out the effect of partial shading conditions. Mode-II and 
mode-III are exposed to different insolation among the 
SPVA and replicate other characteristics, as shown in 
Fig. 7. Three different modes of operation, as in Fig. 7, are 
implemented such that the first 0.5 s is operated in mode-I, 
and mode-II is operated for 0.2 s and is between 0.5 and 
0.7 s. In contrast, mode-III is performed for 0.3 s and is 
from 0.7 to 1 s.

Results and discussion

Figure 8 shows the comparative representation of MPE 
algorithms implemented in the deployment of induction 
motor drive vector control. The overall comparison of all 
the MPE algorithms adopted to vector control of induction 
motor drive gives the variation of currents, reference speed, 
and electromagnetic torque variations. As shown in Fig. 7, 
the modes of operation I, II and III are implemented in the 
MATLAB simulation and the results are explained as fol-
lows. The proportional-integral controller parameters are 
estimated using the symmetrical optimum method [46].
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The power delivery of SPVA at MPE value to the motor 
drive is presented in Fig. 8a. The steady state reaching time 
and their corresponding values are mentioned in Table 2.

(23)accuracy = 100 −
true maximum power − measured maximum power

true maximum power
∗ 100

As the first mode of operation (mode-I) is perform-
ing without partial shading conditions, all the MPE algo-
rithms are tracking the peak power point (PPT) to the 

Fig. 7  SPVA characteristics of the proposed system exposed to different insolation conditions

Fig. 8  Simulation results at the terminals of SPVA. a SPVA power 
comparison of modified PSO, PSO [38] and P&O [13] algorithms, b 
SPVA voltage comparison of modified PSO, PSO [38] and P&O [13] 

algorithms, c SPVA current comparison of modified PSO, PSO [38] 
and P&O [13] algorithms
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nearby ideal value. The zoomed version of steady state 
power, steady state voltage, and steady state current of the 
all the MPE algorithms are presented in Fig. 8. It can be 
observed that the P&O algorithm is operating with ripple 
in the power. There exists a smoother operation of PSO 
and MPSO power values during the steady state opera-
tion. The power obtained in P&O is more than PSO and 
MPSO algorithms. The PSO and MPSO algorithms are 
tracking at a lesser speed than P&O algorithms. It can be 
observed that the P&O algorithm is very good at attaining 
the highest accuracy in Mode-I without accounting for the 
effect of partial shading conditions and fails to attain the 

accurate value in Mode-II and Mode-III considering the 
effect of partial shading conditions. While observing the 
MPSO algorithm, irrespective of partial shading condi-
tions it is superior to the PSO algorithm and can meet the 
accuracy of not less than 99%. The steady state reaching 
time is higher in MPSO and PSO algorithms than in the 
P&O algorithm. From, Fig. 8b and c, the voltage and cur-
rent values of all the MPE algorithms are following solar 
PV characteristics. The power developed by the P&O 
algorithm has failed to attain the maximum power under 
partial insolation conditions. The MPSO algorithm with 
changes in insolation tracks faster in comparison with 

Table 2  Comparison of MPE algorithms in terms of maximum power attainment (MPA) and steady state reaching time

There are two sets of bold values for different modes. In power, it represents the maximum power value and in settling time, it represents the 
minimum settling time

S. No MPE algorithm Parameter Mode-1 Mode-II Mode-III

1 MPSO Power (W) (accuracy in % with respect 
to ideal maximum power value)

2470.2 (99.81%) 1208.7 (99.56%) 1590 (99.56%)
2 PSO 2458.9 (99.35%) 1186.1 (97.7%) 1547.6 (96.91%)
3 P&O [13] 2471.5 (99.86%) 722.4 (59.5%) 1201.5 (75.23%)
4 MPSO Steady state time (s) 0.23 0.045 0.035
5 PSO 0.26 0.055 0.035
6 P&O [13] 0.1 0.035 0.015

Fig. 9  Simulation results of stator currents for the different MPE 
algorithms. a Three-phase stator currents of induction motor drive 
for MPSO MPE algorithm, b Three-phase stator currents of induction 

motor drive for PSO MPE algorithm [38], c Three-phase stator cur-
rents of induction motor drive for P&O MPE algorithm [13]
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the PSO method because of its fast convergence in local 
maxima point and is presented in Fig. 8. Figure 8 shows 
the proposed MPSO algorithm implementation in the vec-
tor control of induction motor-pump drive.

During Mode-I, the motor currents are compared in 
Fig. 9a, b and c, and can be realized that the starting of the 
motor is reduced irrespective of the MPE algorithm used. 
The actual responses of the currents during the transition 
of modes are shown in zoomed version for the clear under-
standing of the currents.

The current during the transients indicates the large 
demand of flux to attain the required speed. The starting 
current of the induction motor is adequately controlled and 
in turn, reduced from the actual starting current. This start-
ing current reduction is due to decoupling the current term 
from the vector control. The ripple in the stator currents is 
reduced during mode-II to Mode-III transition compared to 
PSO and P&O methods as shown in Fig. 9. The SPVA cur-
rent, motor currents and torque are compared in Fig. 10a, b, 
and c. To ensure that the motor is driving the load without 
losing the stability, the developed electromagnetic torque 
(Te) should meet the load torque (pump torque, Tpump). This 
tracking of load torque (Tpump) and electromagnetic torque 
(Te) is depicted in Fig. 10c. The validation of the simulation 
results is accomplished as the torque follows the SPVA cur-
rent as shown in Fig. 10b and c.

The proposed system validates the reference speed track-
ing with the estimated speed is shown in Fig. 11c. Similarly, 
the estimated speed of the motor follows the SPVA voltage 
as shown in Fig. 11b with Fig. 11c. The steady state values 

of the proposed system are presented in the zoomed version 
for all the three modes of operation also presented in Fig. 11.

The comparison of stator current of each algorithm is 
presented in Fig. 12a and replicates the values correspond-
ing to power attained at SPVA. The deviation of motor ref-
erence speed and torque during the transition from Mode-I 
to Mode-II is presented in Fig. 12c and d. This reference 
speed is faster in the P&O algorithm in comparison with 
PSO and MPSO algorithm due to its iteration time but 
still takes a similar time to reach the steady-state. The 
electromagnetic torque and estimated speed correspond 
to the maximum power tracked by the MPE algorithms, 
as shown in Fig. 12b and d and can be concluded that the 
MPSO algorithm is delivering the maximum power to the 
motor load in comparison with PSO and P&O algorithms. 
The PSO algorithm is almost the same as the MPSO algo-
rithm, but MPSO is superior to PSO and P&O as it attains 
near-ideal values. The response of all the MPE algorithms 
remains the same for IMD vector control as they exhibit 
similar movements for the changes in the insolation.

To test the simulated system in the experimental hard-
ware setup, the induction motor pump drive needs to be 
replaced with an induction motor coupled with a DC gen-
erator due to laboratory constraints. The hardware setup 
is exposed to three variants of PV graphs, as shown in 
Fig. 13. The parameters of the SPVA used in the solar 
array simulator are mentioned in "A: Solar PV array 
hardware" Appendix section. All these three variants are 
considered three different modes of operation. The three 
modes of operation are performed for similar time-sharing 

Fig. 10  Simulation of vector control of IMD for insolation graphs with MPSO MPE algorithm part-1. a SPVA current, (b) three-phase stator 
currents of induction motor, (c) electromagnetic torque (Te) and pump torque (Tpump)
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as presented in simulations and are tested for the MPSO 
algorithm alone as it performs better than other mentioned 
MPE methods. In mode 1, the SPVA power should be 
2469 W at 336 V. Similarly, in mode-II and mode-III, the 
power attainments are1380 W at 220 V and 1598 W at 
348 V, respectively.

The motor parameters required for implementing SFOC 
of IMPD are mentioned in "B: Induction motor param-
eters" Appendix section. The MPE algorithm incorporated 
in SFOC of IMD is deployed in the DSP-based microcon-
troller board TMS320F28379D launchpad using the Code 
Composer Studio platform. The primary objective of the 
hardware deployment is to validate the simulation results 

Fig. 11  Simulation of vector control of IMD for insolation graphs with MPSO MPE algorithm part-2. a SPVA power, b SPVA voltage, c Track-
ing of reference speed ( �

ref
 . ) and estimated speed ( �

est
)

Fig. 12  Comparison of motor drive parameters for different MPE algorithms. a comparison of phase current (Ia), (b) comparison of estimated 
speed ( �

est
 ), (c) comparison of reference speed ( �

ref
 . ), (d) comparison of electro-magnetic torque (Te)
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of the proposed system, such as MPE algorithm validation, 
verification of reduced starting current, and similarities in 
voltage and current parameters of SPVA. As shown in Fig. 6, 
the induction motor employed in the hardware is rated for 
230 V, 2-hp motor and demands an RMS current of 6.73 A at 
0.82 power factor. But the maximum current generated from 
the solar array simulator is limited to 6 A, thus operating 
the induction motor below the rated value. This trade-off in 
laboratory constraints changes the SPVA graphs, as indi-
cated in Fig. 13. So, the hardware deployment should ensure 

the attainment of peak power values during three modes of 
operation (Figs. 14 and 15).

The peak power delivered by SPVA during mode-I is 
2468.7 W, mode-II is 1379.8 W, and mode-III is 1597.1 
W. These maximum power values are indicated in Fig. 13 
and are fed to the solar array simulator as 128 data point 
PV graphs. The peak power attainment of the given SPVA 
graphs was validated with the results mentioned in Fig. 16.  

The hardware results of the proposed system are pre-
sented in Figs. 16, 17, and 18. As indicated in Fig. 14, the 

Fig. 13  Variant PV graphs for PV simulator deployment

Fig. 14  a Induction motor stator currents of phase-a and phase-b for 
all the three mode of PV characteristics, (b) smooth starting of stator 
currents of three-phase induction motor operating under Mode-I PV 
characteristics, (c) phase-a and phase-b stator currents of induction 

motor operating under Mode-II PV characteristics, and (d) Phase-
a and Phase-b stator currents of induction motor operating under 
Mode-III PV characteristics
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stator currents have a smooth starting and are similar in 
structure to the current waveform obtained in Fig. 9a. 

The variation of estimated speed concerning motor stator 
current for mode-I, mode-II, and mode-III are presented in 
Fig. 15a, b, and c, respectively. The estimated speed follows 
the transient behavior of the stator currents as depicted in 
Fig. 15a, b, and c. The stator current changed from 16.4 A 
(peak to peak) during steady-state in mode-1 to 9.4 A (peak 
to peak) during steady-state in mode-II and 9.2 A (peak-to-
peak) during steady-state in mode-III. The rest of the details 

are tabulated in Table 3, and the relevant waveform details 
are presented in Fig. 15a, b, and c.

The PPA of SPVA is quite important to deliver to the 
load and can be determined from the SPVA voltage and 
SPVA current, which are obtained as depicted in Fig. 16a, 
b, and c. The steady values of SPVA voltage and SPVA cur-
rent are mentioned in Fig. 16a, b, and c. The power attain-
ment in Table 3 is compared with Fig. 13, and there exists a 
deviation in the power output during partial shading condi-
tions. Mode-I almost attained the peak power of 2419.95 W 
with an accuracy of 98.02%, mode-II achieved a power of 

Fig. 15  a Estimated speed (ωest) and stator current (Ia) of three-phase 
induction motor operating under Mode-I, (b) estimated speed (ωest) 
and stator current (Ia) of three-phase induction motor operating under 

Mode-II transition, (c) estimated speed (ωest) and statocurrent (Ia) of 
three-phase induction motor operating under Mode-III transition

Fig. 16  a SPVA voltage (VPV) and SPVA current (IPV) under Mode-I, (b) SPVA voltage (VPV) and SPVA current (IPV) under Mode-II, (c) SPVA 
voltage (VPV) and SPVA current (IPV) under Mode-III

Fig. 17  a Comparison of reference speed (�
ref
) , and estimated speed 

(�
est

 ) under Mode-I, (b) comparison of reference speed (�
ref
) , and 

estimated speed (�
est

 ) from Mode-I to Mode-II transition, and (c) 

comparison of reference speed (�
ref

 ), and estimated speed (�
est

 ) from 
Mode-I to Mode-II transition
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1253.5 W with an accuracy of 90.84% from the ideal peak 
power, and mode-III attained power of 1419.6 W with an 
accuracy of 88.89% from ideal peak power.

Another major concern of hardware deployment is the 
verification of reference speed tracking with the estimated 
speed. The tracking of estimated speed with the reference 
speed for mode-I, mode-II and mode-III are lucidly depicted 
in Fig. 17a, b and c. The reference speed is the equivalent 
value obtained from MPE algorithm and the estimated speed 
obtained from motor voltages and currents are in perfect 
harmony for all the three modes of operation as depicted in 
Fig. 17a, b and c.

Figure 18a presents the relevance between stator current 
and SPVA current for all three modes of operation. The 
SPVA current controls the motor current as the transition 

is synchronized. Figure 18b illustrates MPE reference volt-
age tracking by SPVA voltage and ensures the dc voltage 
regulation is successful. Thus, the proposed MPSO algo-
rithm is validated by inheriting it in the SFOC of the IMD 
mechanism.

Table 4 gives the efficiency of the system under variable 
partial shading conditions. The SPVA peak power obtained 
and SPVA ideal peak power are considered as two important 
parameters to consider the efficiency. The main efficiency 
of the entire system with the effect of peak power tracking 
is a major concern. The efficiency of the system is highly 
dependent on insolation conditions and falls drastically for 
lower insolation conditions (low power conditions).

From these simulated and experimental results, it can be 
concluded that the MPSO algorithm is superior in accurate 

Fig. 18  a Comparison of SPVA current (IPV) and motor stator current (Ia) operating under all the three modes of PV characteristics and, (b) 
comparison of PPT reference voltage (Vref) and SPVA voltage (VPV) operating under all the three modes of PV characteristics

Table 3  Comparison of 
parameters of the proposed 
system under steady state 
in each mode of operation 
obtained from experimental 
setup

The bold one is the maximum accuracy of all them and should be identified

S. No Parameter Mode-1 Mode-2 Mode-3

1 SPVA voltage  (VPV) 331.5 V 272.5 V 345.4 V
2 SPVA current  (IPV) 7.3 A 4.6 A 4.1 A
3 SPVA power  (PPV) (accuracy in % with 

respect to ideal maximum power value)
2419.95 W (98.02%) 1253.5 W

(90.84%)
1419.6 W
(88.89%)

4 Estimated speed (ωest) 153 rad/sec 108.5 rad/sec 153 rad/sec

Table 4  Efficiency of the 
induction motor drive system 
from the experimental setup

The final obtained efficiency for different modes of operation is important and is mentioned in bold values

Mode Ideal SPVA 
power (W) 
(Fig. 16)

Obtained 
SPVA power 
(W) (Fig. 18)

DC armature 
terminal 
voltage (V)

DC generator 
load current 
(A)

Efficiency 
�obtained . (%)
 = DC generator power

obtained SPVA power

*100

Efficiency �final(%)
 = DC generator power

Ideal SPVA power

*100

I 2468.7 2419.5 215.5 9.3 82.83 81.18%
II 1379.8 1253.5 210.8 4.81 80.89 73.48%
III 1597.1 1419.6 212.8 5.74 86.04 76.48%
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tracking of maximum power but lacks in speed tracking in 
comparison with the conventional P&O algorithm. Fur-
ther research is required to improve the speed tracking of 
the MPSO algorithm for maximum power extraction. The 
deployment of the experimental hardware setup due to mul-
tiple tuning of PI controllers is a tedious and time-consum-
ing process. The tuned PI controller parameters obtained 
from the simulation are initially considered for deployment 
in the controller. This deployment may or may not work 
because of hardware constraints. Some parameters such as 
rotor resistance and rotor time constant of the motor are 
variable subject to the environment. Due to its deviation 
from the realized motor parameters, the tuning process of 
the PI controllers should be manually adjusted to nearby val-
ues. There are four PI controllers in the vector control, one 
PI controller for the DC bus voltage regulation and one PI 
controller for estimating speed. The top priority of manual 
tuning is given to the PI controller that estimates the speed. 
Once the speed estimation PI controller is cross-checked 
with the tachometer, vector control PI controllers need to 
be tuned. The four PI controllers of vector control usually 
work directly for the simulated PI-tuned parameters. The PI 
controller for the DC bus regulation will finally be adjusted 
to make the control algorithm work properly. The manual 
tuning and testing the hardware to run the experiment takes 
multiple trials and is a tedious process. The safety of the 
equipment should be considered at all times and operated 
accordingly. Hence developing a simple control algorithm 
without compromising maximum power attainment, reduc-
tion in starting current, and regulation of SPVA voltage with 
the reduced number of sensors is the future research area 
for single-stage SPVA-driven water pumping applications.

Conclusions

An SPVA driving an IMPD through a single-stage voltage 
source inverter was proposed with the design of all the 
sections in the system. A sensorless approach was adopted 
to control IMPD by eliminating the voltage sensors at the 
motor terminals, which are predicted from SPVA voltage 
through matrix manipulations. One of the three current 
sensors at the motor terminals for current measurement 
is eliminated with the help of three-phase current balance 
equations. The SFOC of IMD is adopted with the encoder-
less mechanism for the motor speed estimation and is deter-
mined by estimating the synchronous speed and slip speed 
of the motor. The reference speed required for the vector 
control algorithm is the maximum power equivalent value 
of SPVA and is predicted using the MPSO algorithm. The 
proposed system is tested for three operating modes, out 
of which mode-I represents the SPVA characteristic with-
out partial shading conditions, and mode-II and mode-III 

represent the characteristic of SPVA with the effect of 
partial shading conditions. The speed reference from the 
MPE point was incorporated in field-oriented control and 
was used to control the conventional three-phase voltage 
source inverter to minimize the error between the refer-
ence speed and estimated speed. The speed reference is 
generated from the voltage reference obtained from the 
MPSO MPE algorithm. This generated reference is used as 
a control reference for modified field-oriented control. The 
simulation of all the three modes of operation employing 
the proposed MPSO algorithm was compared with the rel-
evant MPE algorithms such as PSO and P&O algorithms. 
The MPSO algorithm is superior to PSO and P&O algo-
rithms in terms of accurate tracking of maximum power, 
and it can be concluded that it attains 99%, irrespective of 
the effect of partial shading conditions. P&O algorithm is 
faster in achieving the steady state value than the MPSO 
algorithm and PSO algorithm. The main limitation of the 
MPSO algorithm is its tracking speed compared to the 
conventional P&O algorithm. Further research is required 
to advance the MPSO algorithm to track faster with the 
reduced number of iterations. The estimated motor speed 
tracks the reference speed and thus validates the algorithm. 
The motor torque can meet the load torque without com-
promising the maximum power extraction and is depicted 
through simulations. The simulated system is implemented 
through the hardware to validate the MPA of the MPSO 
algorithm deployed in the SFOC of IMPD, tracking the 
estimated speed with the reference speed and reducing 
starting current. The MPA of the MPSO algorithm in the 
hardware deployment attains the least accuracy of 88% in 
mode-III during partial shading conditions of PV character-
istics. The hardware circuitry comprising induction motor 
coupled with DC generator is a linear approximated model 
of induction motor-pump set up, but the validation of the 
proposed controller is adequately deployed. The variation 
of speed, voltage, and current concerning the change in PV 
graphs indicates the attainment of maximum power and its 
delivery to the load, thus ensuring its suitability for water 
pumping applications. The overall efficiency of the pro-
posed system varied from 81.18% to 73.48% for the chosen 
modes of operation. The efficiency of the system decreases 
with the insolation applied on the PV array.

Appendix

A: Solar PV array hardware

Voc = 384 V,  Vmp = 330 V,  Isc = 6.9 A,  Imp = 6.05 A,  Nser = 34, 
Npar = 25, number of cells in one module (Ns) = 36, DC-link 
capacitor  (Cdc) = 4700μF, switching frequency (fs) = 10 kHz.
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B: Induction motor parameters

1.5 kW, 3-phase, 400 V (L-L), 2 poles,  Rs = 0.7384Ω, 
 Lls = 0.003045H,  Rr = 0.7043Ω,  Llr = 0.003045H, 
 Lm = 0.1241H, J = 0.0343 kg −  m2, DC voltage controller 
gains  Kpd = 0.04,  Kid = 1.35.
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Abstract
The current day energy expenses contribute cripplingly to inflation rates and hamper the day-to-day needs of the common 
man. Biodiesel which is a hopeful fuel to muscle diesel needs to be researched extensively such that when brought to day-
to-day use must not hamper the traditional engines working. So in the current work, a conventional diesel engine that can 
be modified to various compression ratios is used to testify to the performance and emissions results. Copper oxide nano 
additives are used as fuel additives. The copper oxide nano-sized particle characteristics and various parameters were deter-
mined using appropriate characterization methods. The additives are mixed in waste cooking oil methyl ester blend and later 
subjected to property check and engine testing. The addition of nano-sized additives does enhance the thermal performance 
of the engine by incrementing the thermal efficiency and retarding the fuel consumption rates by 6.3 and 4.9%. The emis-
sions discharged from the engine were also retarded by 4.3%, 26.1 for CO and HC emissions.

Keywords Engine compression ratio · Performance · Emission · Nano fuel additives · Waste cooking oil biodiesel

Abbreviations
WCO20  Waste cooking oil methyl ester 20% vol and 

conventional diesel 80% vol
ppm  Part per million
DI  Direct injection
CI  Compression ignition
BDD  Biodiesel–diesel blend
BTHE  Brake thermal efficiency
BSFC  Brake specific fuel consumption
PD  Pure diesel
SB  Straight biodiesel
NiO  Nickel oxide
CNT  Carbon nanotubes
HRR  Heat release rate
CuO  Copper oxide nanoparticles
EGT  Exhaust gas temperatures

Introduction

Diesel Engines which are known as heavy-duty engines 
dominate the logistics and the mass transportation sec-
tor and with rising fuel cost does impact largely on the 
common man’s savings. The Current day’s Inflation rate 
depends on the cost of fuel crises. Today Fossil fuel cost 
varies according to the OPEC nation’s declared prices, 
which factors a lot in developing nations. Biodiesel which 
is a promising source to run diesel engines does provide 
good results and which are in line with diesel in certain 
aspects. Biodiesel or Transesterified Oil esters alone can 
be fuelled in diesel engines, but their cloud point and vis-
cosity cost heavily when used in cold environments and 
cold starting of CI engine. Also, the density of transesteri-
fied ester is quite high which leads to larger fuel injection 
droplets into the combustion chamber leading to higher 
soot formation. A Solution to this problem is the blend-
ing of Biodiesel with diesel. The properties of the 10 and 
20% of Biodiesel–diesel blend are quite comparable when 
equated to the properties of diesel. Also, many research-
ers have reported that the 20% blend gives good perfor-
mance and reduces emissions such as CO and HC [1, 2]. 
Despite these favorable responses, the fuel consumption 
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rates and Peak cylinder pressure values do limit the use of 
these blended fuels. Also, the soot formation when these 
blended fuels are combusted does tend retard the combus-
tion performance of diesel engines in long run [3]. A Lot 
of research has been focused on addressing these issues, 
which include the use of varying engine variables such as 
advancing fuel injection and fuel injection at higher pres-
sure but both lead to tribological problems and increase 

the thermal oxides of nitrogen emission. Most authors have 
also highlighted the studies of variable compression ratios. 
Muralidharan and Vasudevan [4] used the same feedstock, 
but the blending of esters in BDD was 20, 40, 60, and 
80% and with engine CR values of 18, 19, 20, 21, and 22. 
However, they found that the BTHE at 50% load was the 
maximum. Prabhu et al. [5] used lower biodiesel blends of 
algal feedstocks such as B10 and B20 biodiesel blends in 
the CI engine. With lower Biodiesel in BDD, the results 
such as thermal performance and emissions were in line 
with conventional fuel. Another study conducted by Sayin 
et al. [6] investigated the variation of compression ratio 
and fuel injection parameters on the engine performance 

Table 1  Characterization of copper oxide nano additives

Parameters Size

Lattice constant (c) 4.259
% Phase 5.41
Crystalline size 89.35
Theoratical density 37.36 nm
Axial ratio (C/A) 5.95e5 g/cm3

Average particle size 305.59 nm

Fig. 1  X-ray diffraction of CuO nanoparticles

Fig. 2  FESEM of CuO nanopartilces

Fig. 3  EDS of CuO particles
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and emission features. With the rising in the engine com-
pression ratio, the fuel consumption values and a similar 
trend were shown by the engine NOx discharge. Other 

emissions such as CO and HC plummeted with higher CR 
values. Most researchers have emphasized that the rise of 
engine CR does provide an advantage in fuel atomization 

Table 2  Thermo physical properties of test fuels

Property Standard WCO20 WCO20 + 10 ppm WCO20 + 20 ppm WCO20 + 30 ppm WCO20 + 40 ppm Diesel

Chemical 
composition

FAME(C12-
C22)

– – – – HC(C10-C21)

Density, kg/
m3

IS 1448 P:16 844 847 851 855 859 825

Calorific 
value, MJ/
kg

IS 1448 P:6 40.52 40.66 40.69 40.72 40.67 42.62

Kinematic 
viscosity @ 
40 °C

IS 1448 P:25 4.25 4.23 4.21 4.15 4.14 2.83

Flash point, 
°C

IS 1448 P:20 91 96 95 96 96 69

Cloud point, 
°C

IS 1448 P:10 8.9 9.1 9.2 9.2 9.2 6.2

Pour point, °C IS 1448 P:10 4.5 4.6 4.6 4.7 4.7 3.4
Cetane index Calculative 

method
– – – – – 48

Fig. 4  Schematic diagram of experimental engine test setup
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and reduction of BDD ignition delay but the cost of this 
was paid by the rising levels of NOx in emission. El-
Adawy et al. [7] studied engines fuelled with waste oil 
ester blends under CRs 14, 16, and 18. They found that 
the specific fuel consumption reduces with rising in engine 
compression ratio and a rise in output thermal efficiency. 
Also, emissions such as  CO2 rose by 14.28% and unburnt 
hydrocarbon emissions plummeted heavily. However, a 
good reduction of the above emission was taken a hit in 
NOx. Till date, there are many bioesters-diesel fuel blends 
used in the engine but the right compression ratio is yet to 
be explored. Compression ratio studies related to biodiesel 
marks of paramount importance as biodiesel diesel blend 
properties vary with feedstock, and blending levels, and 
the right compression ratio for a variety of feedstock and 
blending ratios is yet to be explored. To address this issue 
of BDD combusted in the engine leading to higher NOx, 
researchers have focused on various fuel additives. One 
possibility for addressing this is the use of alcohols and 
other aryl fuel additives [8, 9], but the problem with such 
additives is they tend to nourish the combustion of fuel 
by micro-explosion but increase the amount of CO and 
HC emissions. Another possible approach that is explored 
in the current day is the use of nano fuel additives [10, 
11]. These nano-sized additives  are usually metallic/

non-metallic oxide additives that are known to enhance 
the combustion aspects of BDD blends [12–15].

Novelty in current research

Based on the above-related literature, there is minimal work 
conducted using feedstocks of waste cooking oil, and vari-
ation studies of esterified diesel blends with Nano additives 
under variation in engine compression ratio. The current 
research explains the use of Waste cooking oil is taken as 
feedstock and transesterified to Waste cooking esters and 
blended with diesel to form a WCO20 blend. Later, copper 
oxide nano additives are dosed in 10 ppm, 20 ppm, 30 ppm, 
and 40 ppm levels. Later, these CuO nano-dosed WCO20 
blend is fueled in a diesel engine for performance and emis-
sions assessment with diesel and base blend under variations 
in engine compression ratio.

Materials and methods

Waste cooking oil was collected from local restaurants and 
filtered to remove impurities. The filtered oil was poured 
into a transesterification set up with a known volume of LR 
garde methanol and KOH (LR grade) was added as a reac-
tion catalyst. The reaction time was kept for 2 h and a tem-
perature of 60 °C scale. Later the transesterified ester was 
separated from the total mixture by the gravity separation 
process. The methyl ester was later washed several times to 
remove excel KOH and methanol. The pure waste cooking 
oil methyl ester was blended with diesel with a volumetric 
proportion of 20%:80% to form a WCO20 Biodiesel–diesel 
blend. Collaterally, Copper oxide nano additives were syn-
thesized using a homogenous method using cuprous chloride 
as precursor salt and potassium hydroxide. The salts were 
mixed in solvent and filtered and later sintered at 600 °C. 
The collected CuO particles were noticed for significance 
and studies using techniques such as XRD, FESEM, and 
EDS. The XRD studies display the various diffraction peaks 
which bear a resemblance to JCPDS No 48-1548. Table 1 
exhibits the obtained data from XRD (Fig. 1). The FESEM 
images are shown in Fig. 2 and the average particle size was 
around 289 nm. Also Fig. 3 provides the Energy-dispersive 
X-ray spectroscopy of CuO particles. Later, these character-
ized particles were dissolved in Isopropyl alcohol (100 ml) 
in levels of 10 mg, 20 mg, 30 mg, and 40 mg and later added 
to the WCO20 blend to form WCO10 CuO, WCO20 CuO, 
WCO30 CuO, and WCO40 CuO. So a total of six test fuels 
four from the above, Diesel and Base WCO20 Blend were 
taken as diesel engine test fuels (Table 2).

Table 3  Engine specifications

Manufacture Kirloskar oil
SFC 251 g/kWh
Rated power 5.4 kW @ 1500 rpm
Standard CR 18:1
Bore 87.5 mm
Stroke 110 mm
Injection timing 23° before TDC

Table 4  Device specifications and terminology

Device specification Range Accuracy Uncertainties

Carbon monoxides (CO) 0–10.00%  ± 0.01%  ± 0.1
Carbon dioxides  (CO2) 0–20.00%  ± 0.01%  ± 0.2
Oxides of nitrogen (NOx) 0–5000 ppm  ± 1 ppm  ± 0.2
Oxygen (O2) 0–25.00%  ± 0.01%  ± 0.2
Hydrocarbons (HC) 1–1500 ppm  ± 1 ppm  ± 0.1
Exhaust gas temp. (EGT) 0–500 °C  ± 1 °C  ± 0.1
Tachometer 0–10,000 rpm  ± 10 rpm  ± 0.1
Fuel flow meter 1–30 cc  ± 0.1 cc  ± 0.1
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Experimental test setup

The experimental results were obtained from a modified die-
sel engine test rig which had a tilting cylinder block assem-
bly to adjust the compression ratio. The schematic diagram 
of the test setup is shown in Fig. 4 and the test rig specifica-
tions are tabulated in Table 3. The Compression ratios were 
varied at a constant engine crank speed of 1500 rpm and 
fuel injection timing of 23° bTDC. The engine was coupled 
to an eddy current dynamometer and was water-cooled. The 
test fuel properties are tabulated in Table 3. The features of 
various measuring instruments can be obtained from Table 4 
and the overall uncertainty was around ± 2.28%.

Results and discussion

The results observed for all six-test fuels were noted at 
varying engine loads and Compression ratios. The com-
pression ratios used were 17, 18, and 19. The primary 
cause for these CRs was that biodiesel–diesel blends bear 
higher density and viscosity and the Loads were increased 
by 25%. Each reading was taken 3 times and averaged for 
observations. All standard procedures were followed dur-
ing the experimentation process. The results are discussed 
in two phases. In the first phase, the thermal performance 
of the engine fuelled with the above fuels is discussed and 
in the secondary phase, the discussion of the amount of 
various gases was observed.
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Fig. 5  Variation of brake thermal efficiency at varying engine compression ratios, engine loads and amounts of copper oxides
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Performance characteristics

The Performance parameters observed were thermal effi-
ciency, fuel consumption, and exhaust gas temperature.

Brake thermal efficiency

The thermal performance of the engine fuelled with the 
above test fuels can be observed in Fig. 5. At all loads, the 
thermal performance of the engine increased with load 
incrementation. Also, the Thermal performance observed 
was higher for the Higher engine volumetric ratio. The main 
reason for this rise was higher CR leads to greater cylinder 
air compression, thereby increasing the pressure and com-
pressed air temperature, which leads to quick fuel atomiza-
tion. Moreover, the addition of CuO in WCO does boost 
heavily the thermal efficiency of the engine. The percentile 
hike in the thermal efficiency with the addition of CuO in 

WCO20 was 2.7, 4.9, 5.6 and 4.7% respectively for 10 ppm, 
20 ppm, 30 ppm, and 40 ppm adulteration when compared 
to WCO20 blend. The amount of rising in thermal efficiency 
when the engine’s volumetric ratio was changed from 18 to 
19 for WCO 20, WCO + 10 ppm of CuO, WCO + 20 ppm of 
CuO, WCO20 + 30 ppm of CuO, and WCO20 + 40 ppm of 
CuO was 3.19, 4.72, 4.23 and 4.62% respectively. The cause 
for rising in thermal efficiency was due to the micro explo-
sion of encapsulated isopropyl alcohol having CuO particles 
and later they pass on the heat to the WCO20 blend and 
thereby leading to secondary atomization of WCO20. The 
results were in line with the findings of Srinidhi et al. [16] 
when they used Nickel oxide nano additives were used as 
fuel additives in a neem biodiesel blend. They found a simi-
lar rise in the BTHE values.
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Fig. 6  Variation of brake specific fuel consumption at varying engine compression ratios, engine loads and amounts of copper oxides
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Brake specific fuel consumption

The specific fuel consumption (SFC) rates for all test fuels 
could be found in Fig. 6. It’s quite prejudiced that biodiesel 
has a lower calorific value and does have to combust in a 
greater amount for the same power derived from conven-
tional fuel [17–19]. Figure 6 provides a trend of the SFC 
of the engine that with rising CR and engine loads, the 
SFC is lower. Also, the adulteration of Copper oxide does 
tend to lower the engine SFC values by a small margin. 
The decline observed in SFC when WCO was dosed with 
10 ppm, 20 ppm, 30 ppm, and 40 ppm of CuO was 2.1, 
4.1, 3.6 and 3.5% respectively. The least SFC values were 
observed by Diesel fuel as they bear higher heat content 
compared to the rest of the 05 test fuels. Furthermore, The 
decline of SFC values when CR was shifted from 18 to 19 
for WCO 20, WCO + 10 ppm of CuO, WCO + 20 ppm of 
CuO, WCO20 + 30 ppm of CuO, and WCO20 + 40 ppm of 
CuO was 2.4, 3.6, 3.2 and 3.2%, respectively. The trend of 

reducing SFC was also observed by Muralidharan and Vas-
udevan [4] when they used waste frying oil as fuel and at 
varying compression ratios.

Exhaust gas temperatures

The exhaust temperatures of gases are a critical factor for 
biodiesel as alternate fuel as EGT plays a vital role in the 
formation of NOx [1, 20]. Biodiesel which has more oxygen 
for combustion, than diesel, factors for better combustion 
features. Due to this, BDD blends are found to factor more 
EGT than Diesel [21, 22]. Figure 7 explains the EGT for 
various fuels at varying CR and Engine loads. With the rise 
in CR values and the engine loads, the EGT values also 
rose. Also, the addition of CuO in WCO20 does factor in 
plummeting the EGT of discharge gases. The escalation in 
EGT was found, when the Engine CR was changed from 17 
to 19 for WCO 20, WCO + 10 ppm of CuO, WCO + 20 ppm 
of CuO, WCO20 + 30 ppm of CuO, and WCO20 + 40 ppm 
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of CuO was 7.6, 8.2, 9.8, 8.8 and 8.9%, respectively when 
compared to diesel These findings are in line Bora et al. [23] 
used rice brain type biodiesel with the addition of biogas 
under varying engine compression ratio.

Emission features

The oxides of carbon emissions

These determine the quality of fuel combustion in the 
engine. The amount of  CO2 determines the cleanliness of 
combustion, whereas, CO in the exhaust gases results in the 
imperfect combustion of fuel blends [24, 25]. Figures 8 and 
9 explain the CO and  CO2 gases in the combusted gases. 
With rising CR and engine loads the  CO2 emission tends to 
rise whereas the CO emission acts in a reverse trend. The 
value of Diesel for all engine loads and CR was lowest for 

 CO2 emission and highest for CO emissions. The primary 
reason might be due to the combustion phenomenon of the 
fuel inside the engine. The addition of CuO does add to the 
quality of fuel combustion of the WCO20 fuel blend. The 
rise in  CO2 emission due to the doping of CuO in WCO20 
with levels of 10 ppm, 20 ppm, 30 ppm, and 40 ppm was 
4.8,6.3, 5.9 and 5.8% when compared with WCO20. Also, 
with the incrementation of engine CR from 18 to 19, the 
ascent in  CO2 was found to be 5.3, 7.2, 7.9, 7, 6.8 and 7 for 
Diesel, WCO 20, WCO + 10 ppm of CuO, WCO + 20 ppm of 
CuO, WCO + 30 ppm of CuO, and WCO + 40 ppm of CuO 
respectively. On the other hand, the CO emission decent 
recorded for CuO in WCO20 with levels of 10 ppm, 20 ppm, 
30 ppm, and 40 ppm was 3.7, 5.2, 5.1 and 4.9% when com-
pared with WCO20 and with step increase in CR from 18 to 
19 was 5.6, 7.1, 7.2, 7.8, 7 and 7.2% for conventional diesel, 
WCO20 blend, WCO + 10 ppm of CuO, WCO + 20 ppm of 
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Fig. 8  Variation of CO emissions at varying engine compression ratios, engine loads and amounts of copper oxides
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CuO, WCO + 30 ppm of CuO, and WCO + 40 ppm of CuO 
respectively.

Hydrocarbon emissions

Follow the same trend as that CO emissions. BDD blend 
shows very low HC emissions, as diesel engines run under 
lean Air–fuel mixtures [26–28]. Figure  10 depicts the 
amount of HC emission for all six fuels at varying CR 
and engine loads. The change in CR from 18 to 19, does 
promote the combustion activity of fuel and the percentile 
descent in HC emission for Diesel, WCO 20, WCO + 10 ppm 
of CuO, WCO + 20 ppm of CuO, WCO + 30 ppm of CuO, 
and WCO + 40 ppm of CuO is 6.5, 10.76, 11.5, 13.5, 12.75 
and 13.1% correspondingly. The addition of Copper oxide 
particles in WCO20 blends does retard the HC emission 
largely. The addition of Copper oxide additives in WCO20, 

plummeted the HC emission by 5.9, 14, 15.7 and 14.6% for 
10 ppm, 20 ppm, 30 ppm, and 40 ppm respectively. The 
findings are in line with Venu et al. [29] when they fuelled 
diesel engines with diesel–ethanol blends with alumina as 
a fuel additive. They too postulated that HC emissions tend 
to retard to a greater extent with the use of nano additives.

NOx emissions

Thermal NOx emissions are one of the limiting points for 
Biodiesel–diesel blend usage. With the current global emis-
sion scenario, alternate fuel researchers are put in a pickle 
to reduce [30, 31]. Figure 11 draws the representation of 
NOx for all test fuels, at varying loads and CR. It could be 
distinguished that NOx emissions were Biodiesel–diesel test 
fuels. The contamination of CuO in the WCO20 blend scales 
up the NOx levels to a trivial magnitude. It was witnessed 
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that with CR of 19, the ascent found for NOx with 10 ppm, 
20 ppm, 30 ppm, and 40 ppm addition of CuO in WCO20 
was found to be 4.3, 5.9, 5.2 and 5.3%, respectively. Srini-
dhi et al. [16] found a similar rise in NOx levels when the 
engines were fired with Neem Biodiesel blends under vary-
ing compression ratios of 16, 17, and 18 with Nickel oxide 
levels varying from 25 to 100 ppm.

Conclusion

The current work elaborates on the variance of engine 
compression ratio studies on the performance and emis-
sion features displayed when fuelled with waste cooking 
oil fuel blends with and without the addition of copper 
oxide fuel addition. The compression ratio of the engine 
varied from 17 to 19 and the load of the engine (25, 50, 
75 and 100%) for all the above-said test fuels, keeping the 

fuel injection pressure and timing of fuel entry constant. 
Based on the above levels of Variation below are some 
major inferences witnessed.

• The addition of copper oxide nano additives in WCO20 
does tend to favor the WCO blend by impeding the vis-
cosity of fuel and but the tradeoff’s the density of the 
fuel.

• The inculcation of Copper oxide Nano-additives in the 
WCO20 blend subsidizes reducing the ignition delay of 
fuel thereby reducing the CO and HC emission.

• The inculcation of oxide of Copper and higher CR does 
accelerate thermal efficiency and Specific Fuel Con-
sumption values. The rise in thermal efficiency when 
the engine’s CR was changed from 18 to 19 for WCO 
20, WCO + 10 ppm of CuO, WCO + 20 ppm of CuO, 
WCO20 + 30 ppm of CuO, and WCO20 + 40 ppm of CuO 
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Fig. 10  Variation of HC emissions at varying engine compression ratios, engine loads and amounts of copper oxides
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was 3.19, 4.72, 4.23 and 4.62% respectively. The decline 
of SFC values when CR was shifted from 18 to 19 for 
WCO 20, WCO + 10 ppm of CuO, WCO + 20 ppm of 
CuO, WCO20 + 30 ppm of CuO, and WCO20 + 40 ppm 
of CuO was 2.4, 3.6, 3.2 and 3.2% respectively

• Rising CR values do provide a higher NOx amount of 
rising observed with copper oxides addition was aver-
aged to around 5.9%. The release of unburnt hydrocar-
bon emissions greatly. Also, the use of Nano additives 
diminishes the HC release by an average of 26.1%.

Scope for future work

Studies related to the toxicity of combusted fuel and par-
ticulate matter could be explored to such to forecast the 
impact on living beings and environmental aspects.
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Abstract
Arsenic is toxic and one of the most prominent environmental challenges especially in water quality. The World Health 
Organization recommends 10 µg/L as the acceptable level limit in drinking water. The use of materials that are easily repro-
ducible, economical and are envisaged as ‘waste’ is paramount in water treatment technologies sustainability. In this study, 
organic wastes: rice husks (RH) and orange peels powder (OPP) were used as adsorbents in arsenate contaminated drinking 
water treatment to ascertain purification properties. The adsorbents were processed into two different particle sizes: 841 µm 
and 42.5 µm powders via sieve analysis. These adsorbents were characterized using scanning electron microscopy and Fourier 
transform infrared spectroscopy for morphological and functional group studies, respectively. The batch adsorption studies 
show that arsenic removal efficiency of the adsorbents with smaller particle size (425 µm) was greater than with larger par-
ticle size (841 µm) being 96.38% and 82.2%, respectively, for the same mass of rice husk (RH). The adsorption mechanisms 
for the rice husk (RH) can be described as chemisorption process since it best fits the pseudo-second-order model. The 
isotherm modeling of the adsorption data was found to be described using the Freundlich isotherm model. The adsorption 
data for orange peels powder (OPP) were, however, best described by Langmuir isotherm and pseudo-second-order kinetics 
models. The organic wastes, RH and OPP were found to be efficient in the removal of Arsenic(V) from contaminated waters.

Keywords Arsenic · Contaminated water · Rice husk · Orange peels · Adsorption

Introduction

Arsenic is toxic and one of the most prominent environ-
mental challenges. The World Health Organization (WHO) 
recommends 10 µg/L as the acceptable level of arsenic in 
drinking water. When the concentration exceeds the 10 µg/L 
limit, the exposed population experiences serious health 

problems [1, 2]. The health issues include stomach, intesti-
nal, liver, kidney, and heart disorders, neurological, dermal 
hematopoietic, reproductive, and carcinogenic diseases [3]. 
Many countries have reported arsenic contamination, and 
some are under the threat of arsenic pollution. Turkey has 
been identified as one of the countries under the threat with 
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high values ranging from 10 to 7754 mg/L being reported 
in the western regions of the country [4].

In Africa, low concentrations of arsenic contamination 
have been reported in countries such as Tanzania, Botswana, 
and Bukina Faso [5, 6] and high levels have been observed in 
water bodies in Ghana, Ethiopia, Morocco, and Zimbabwe 
[7, 8]. Most mining communities are found to have high 
arsenic levels [9, 10]. Prestea, a city in Ghana, is reported to 
have range of arsenic levels from 150 to 8250 µg/L. Ahmed 
and Carboo [11] published on speciation of As (+ 3) and As 
(+ 5) in some Ghanaian gold tailings and observed that the 
absence of As (+ 3) in riverbed sediment, attributable to the 
fact that As (+ 3) is oxidized to As (+ 5) by dissolved oxy-
gen. However, Smedley et al. [12] found some streams which 
have high As (+ 3) content ([As (+ 3)]/[As total] > 0.5), 
probably as a result of methylation and reduction reactions 
mediated by bacteria and algae. Arsenic (+ 5) is the most 
common type in ground water in Ghana.

Arsenic can exhibit various oxidation states (− 3, 0, + 3, 
+ 5 oxidation states) depending on the redox conditions with 
arsenite (+ 3) and arsenate (+ 5) existing as main oxyanions. 
While the monovalent anionic species of arsenate  (H2AsO4

−) 
is predominant at a pH of 2–6, arsenite  H2AsO3

− is signifi-
cant at the pH of 9–12. In surface waters, the oxidized forms: 
arsenite and arsenate are the most widespread species [13, 
14]. In soils, arsenate is the predominant form under oxidiz-
ing conditions whereas arsenite is the major form of arsenic 
that occurs under reducing conditions [15]. Arsenic(III) (As 
(+ 3)) is more toxic and difficult to remove with conven-
tional physiochemical treatment methods as compared with 
Arsenic(V), As (+ 5).

Many methods, including co-precipitation with iron or 
alum, adsorption unto coagulated floc, ion-exchange resin, 
reverse osmosis and membrane techniques, have been used 
in removing arsenic from drinking water [16, 17]. The most 
economical, reliable, and convenient technique is adsorption 
[18]. Arsenic removal via adsorption can be accomplished 
using natural iron containing minerals, titanium dioxide, 
zerovalent iron, red mud, magnetic nanoparticles, however 
high costs are associated with these adsorbents [19]. Cur-
rent literature has explored and reported the arsenic removal 
tendencies of inexpensive adsorbents such as shrimp shells 
[20], modified zeolite [21], modified fungal biomass [22], 
and modified coconut coir pith [23]. Most of these reported 
materials in their natural form, need further chemical or 
physical treatments before being used. The low concentra-
tion effectiveness of these materials has also not been of 
priority in the reported literature. Therefore, alternative low-
cost options especially agricultural waste such as corn cobs, 
corn husks, coconut coir, rice husk and banana peels usage 
as adsorbent without any chemical or extensive physical 
treatment might hold potential for water treatment applica-
tion and requires to be explored. It is important to choose an 

adsorbent which have key compositions to reduce or remove 
completely targeted contaminant.

Rice husk is available in many countries as an agricultural 
waste. It has been identified as a potential adsorbent due to 
its granular structure, low cost, insolubility in water, high 
chemical stability, and mechanical strength. Every ton of 
rice produces about 23% of rice husk which is normally 
burnt, releasing carbon dioxide and other pollutants into the 
atmosphere. Thus, using rice husk as a potential bio-adsor-
bent will ultimately result in better waste management and 
a reduction in pollution. The main composition of rice husk 
are carbon and silica with geographically varying percent-
ages of cellulose, hemicellulose, lignin, water, mineral ash 
(of about 96.34% silica content) [24].

This study therefore explores the arsenic adsorption 
tendencies of locally available inexpensive rice husks and 
orange peels in their powdered form, without modification, 
in reducing arsenic content in aqueous media to acceptable 
levels in drinking water. The success of this approach will 
make it easy for such an arsenic remediation procedure to 
be replicated without extensive technical know-how. The 
objectives include the selection and preparation of organic 
wastes as adsorbents for arsenic removal, characterization 
of the adsorbents using Fourier transform infrared spectros-
copy (FTIR) and scanning electron microscopy (SEM). The 
removal efficiency of the adsorbents will be investigated as 
well as the isotherm models. The two most basic and widely 
used isotherm models, Langmuir and Freundlich models, 
will be employed in the isotherm modeling of the adsorp-
tion data.

Materials and methods

Preparation and characterization of adsorbents

Preparation of rice husks (RH)

Raw rice husks were obtained from the University of Ghana 
(UG) farms. It was thoroughly washed to remove all dirt 
and other physically adhered foreign materials until the 
decanted deionized water was observed to be colorless, and 
then air-dried for 1 week at room temperature (35 °C). The 
air-dried RH was further dried in an oven at 80 °C for 24 h. 
The dried RH was then milled and sieved into 425 µm and 
841 µm particle sizes using the RETSCH sieve shaker AS 
200 (RETSCH Mill, Germany).

Preparation of orange peel powders (OPP)

Orange peels obtained from local market, Madina Market in 
the Greater Accra region in Ghana were washed thoroughly 
with de-ionized water to remove all physically attached 
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particles and surface impurities. The peels were then air-
dried for 1 week at room temperature 24 °C and later kept 
in an oven at 60 °C for 6 h to ensure effective removal of 
moisture. The dry peels were then milled into powder with 
a CB15 blender (Waring Commercial, USA) and sieved to 
particle sizes of 425 µm and 841 µm using the RETSCH 
sieve shaker AS 200.

Characterization

The adsorbents (RH and OPP) were characterized using 
FTIR and SEM. The Fourier transform infrared spectroscopy 
(FTIR, Bruker Tensor 2027 FTIR spectrometer) was used to 
identify the functional groups present on the surface of the 
adsorbent samples whereas Supra 35 (Zeiss, Oberkochen, 
Germany) was used for the morphology studies.

Chemicals

All chemicals used in this study were analytical grade pur-
chased from Sigma-Aldrich. The experiments were carried 
out using distilled water and the pH adjusted with either 
sodium hydroxide (NaOH) or hydrochloric acid (HCl) where 
necessary. A 1000 µg/L stock solution (Sodium Arsenate) 
was prepared and diluted when required for experiments.

Batch adsorption experiments

The prepared RH was used without any further physical or 
chemical treatment. A gram of each size of RH was used 
separately in the batch adsorption process of 100 ml stock 
solution of sodium arsenate for respective times: 20, 40, 60, 
80, 100 and 120 min. The adsorbent in the sodium arse-
nate solution (which has a concentration of 100 µg/L) was 
thoroughly mixed using Orbital shaker (4500 rpm) for the 
allowed duration. The solution was then sieved using Whart-
man 1 filter paper with 11 µm as the pore size. The efflu-
ent from filtration was then analyzed for the concentration 
of Arsenic(V) ions using Atomic Absorption Spectroscopy 
(GTA 120 Graphite Tube Atomizer, Agilent Technologies, 
USA). This procedure was repeated in increment steps of 2 
from 2 to 10 g for each of the RH particle sizes.

The removal efficiency was calculated using the equation

where R% is the percentage of Arsenic(V) ions adsorbed. 
Again, the adsorptive capacity, q, is given by the expression,

where q is the As(V) adsorbed (mg/g), Co is the initial 
concentration of Arsenic(V) in solution (mg/L), Ce is the 

(1)R% =

(

Co − C
e

Co

)

× 100

(2)q =
(

Co − Ce

)

V∕m

concentration of Arsenic(V) in solution at equilibrium time 
(mg/L), V is the solution volume (L), and m is the adsorbent 
dosage (g).

Adsorption isotherm models

Freundlich model

The Freundlich isotherm model is based on the assumption 
that an increase in the concentration of the adsorbate increases 
quantity of adsorbate on the adsorbent surface, and this expo-
nentially decreases the sorption energy upon completion of the 
sorption centers of the adsorbent [25, 26]. A linear form of the 
Freundlich isotherm model is given as

where qe is the amount of adsorbate adsorbed at equilibrium; 
kf is the Freundlich constant; 1/n is the heterogeneity fac-
tor relating to the capacity and intensity of the adsorption; 
Ce is the concentration of the solution at equilibrium. The 
adsorption characteristics can be deduced from the value of 
n; when n = 1, adsorption is linear; when n < 1, adsorption is 
unfavorable and when n > 1, adsorption is favorable.

Langmuir model

The Langmuir model assumes that the point of valance exists 
on the surface of the adsorbent and that each of these sites 
is capable of adsorbing one molecule. Again, it is assumed 
that the adsorption sites have equal affinities for molecules of 
adsorbate and that the presence of adsorbed molecules at one 
site will not affect the adsorption of molecules at an adjacent 
site [27]. The Langmuir model expression can be linearized 
as in Eq. (4).

where qe is the amount of adsorbate adsorbed in mg/g; Ce is 
the concentration of the adsorbate at equilibrium in mg/L; 
qm and bL are Langmuir constants related to maximum 
adsorption capacity (mg/g) and energy of adsorption (L/
mg). A graph of Ce/qe versus Ce, which is a straight line, 
will have a slope of 1/qm and an intercept of 1/qmbL. For an 
adsorption to obey the Langmuir isotherm model, it must 
satisfy the conditions of a dimensionless factor, RL based 
on the slope and intercept of the graph. The dimensionless 
factor is related to the Langmuir constant bL, and the initial 
adsorbate concentration  C0 as

(3)log qe = log kf +
1

n
log Ce

(4)
Ce

qe

=
Ce

qm

+
1

qmbL

(5)RL= =
1

1 + bL + C0
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The type of adsorption is indicated by the value of RL 
such that when RL is less than 1, adsorption is favora-
ble; when RL is equal to 1, adsorption is linear; when RL 
is between 0 and 1, adsorption is favorable; when RL is 0, 
adsorption is irreversible [28].

 Adsorption kinetics models

The experimental data for the arsenic adsorption can be sim-
ulated by the pseudo-first-order (PFO) and pseudo-second-
order (PSO) kinetic models [29]. The linear forms of the two 
equations were adopted to aid understanding of the uptake 
of arsenic from aqueous medium.

Pseudo‑first order

The equation for the pseudo-first order is given in Eq. (6) 
and it assumes that the rate of change in solute adsorption 
over time is directly proportional to the difference in satura-
tion concentration and the amount of adsorptive solid uptake 
over time [30]. The adsorption data obtained experimentally 
were fitted to the equation. When the R-square of the fit is 
superior compared with others, the adsorption data can be 
described by physio-sorption mechanism.

where qe and qt are the amount of Arsenic(V) adsorbed 
(mg/g) at equilibrium and any time t, respectively, and k1 
 (min−1) is the rate of constant of adsorption for pseudo-first 
order.

Pseudo‑second order

The equation for the pseudo-second order is given in Eq. (7). 
Adsorption data that fits this model can be described by 
chemisorption.

(6)Log
(

qe − qt

)

= Logqe −
k1

2.303
t

k2  (min−1) is the rate of constant for pseudo-second order 
constant.

Results

The performance of RH and OPP was evaluated for the 
removal of arsenate from aqueous solution. Two different 
sizes of the RH at different contact times (up to 120 min 
maximum) were used for the adsorption studies. The poten-
tial of OPP to adsorb arsenic was also explored.

Morphology of adsorbent powders

The SEM images of the adsorbents are shown in Fig. 1. Fig-
ure 1a shows numerous curved surfaces on the rick husks. 
Each plate appears to have uniform mini indentations. Fig-
ure 1b can be observed to have several smaller cavities on 
the surfaces of the OPP. The sample has channels that sup-
ports removal of contaminants.

FTIR characterization

Figure 2 shows the FTIR spectra for adsorbents rice husk and 
orange peels before and after adsorption. Table 1 indicates 
the assignments for the various regimes of the spectra. In the 
case of RH, the peak at 3400  cm−1 represents OH stretching. 
The band within 1000–1200  cm– 1 from this region indicate 
the presence of C–O–C bonds from organic compounds. The 
high intensity of the peak at 1040  cm−1 was attributed to the 
superimposition of the vibrations from these two bonds [31]. 
Vibrations within the range of wave numbers 469–800  cm−1 
were attributed to Si–H bonds within the husk.

(7)
t

qt

=
1

(

k2q2
t

) +
t

qt

Fig. 1  SEM images of adsorbent powders a RH b OPP
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Effects of particle size on adsorption efficiency

The average removal efficiencies of the RH and OPP adsor-
bents for both the 841 µm and 425 µm particle sizes are 

shown in Fig. 3a and b, respectively. For RH adsorbent, the 
comparison plots show that the average removal efficiencies 
of the 425 µm particle size adsorbent (ranging from 78.88 to 
94.13%) were greater than that of the 841 µm particle size 
adsorbent (ranging from 47.57 to 72.74%). A similar trend 
was observed from the plots in Fig. 3b, which compares the 
average removal efficiencies of the individual doses of the 
OPP adsorbent used for both particle sizes. The plots show 
that the range of values of the average removal efficiencies 
of the masses of the 425 µm particle size adsorbent (ranging 
from 82 to 100%) was greater than that of the 841 µm parti-
cle size adsorbent (ranging from 71 to 100%). The optimum 
value of the particle size of the RH was 425 μm.

Effect of contact time on removal efficiency

The effect of contact time of the RH adsorbents with the 
arsenic solution for its removal efficiency was studied for 
different masses of the adsorbent; 2 g, 4 g, 6 g, 8 g and 10 g 
(Fig. 4). Each mass was allowed a maximum of 120 min 
of contact time with the Arsenic solution. The adsorption 
behavior for each of the masses is presented in Fig. 4a. For 
the 2 g mass, the removal efficiency was 71.02% at 20 min 
of contact. The removal efficiency for the 10 g mass was 
89.46% after 20 min of contact and kept increasing until at 
100 min of contact, when equilibrium was seen to occur with 
an efficiency of 95.98%. It was observed that, the optimal 
removal efficiency occurred with 8 g dosage of adsorbent, 
which recorded as high as 96.38% removal efficiency. The 
general observation from the study showed that, the removal 
efficiency of arsenic by the RH adsorbents increases with 
increasing contact time with arsenic contaminated solution.

Figure 4b shows the effect of time on the removal effi-
ciency of arsenic by the OPP adsorbents. For all the dif-
ferent masses used, it was observed that the removal effi-
ciency was time-dependent. For the 2 g mass, the removal 
efficiency was 80% at 20 min of contact with the adsorbate 
solution. After 80 min, the removal efficiency was 100%, 
which was the maximum removal efficiency for the mass. 
After the mass was increased to 4 g, the removal efficiency 
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Fig. 2  FTIR spectra of OPP and RH adsorbents a before adsorption 
of arsenic b after adsorption of arsenic

Table 1  FTIR spectra 
assignments for shift 
observations in adsorbents 
before and after adsorption

Adsorbent IR peak before 
adsorption  (cm−1)

IR peak after 
adsorption  (cm−1)

Shift  (cm−1) Assignment

RH 3400 3359 − 41 –OH and Si–OH vibrations
1040 1024 − 16 Si–O–Si vibrations and second-

ary cyclic alcohols C–OH 
stretching

796 765 − 31 Si–H stretching
OPP 3324 3365 41 Bonded –OH groups

3295 3266 − 29 Bonded –OH groups
1734 1705 –29 C=O vibrations
1605.27 1647.64 42.37 C=O vibrations
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was 100% at 20 min of contact. The maximum removal 
efficiency for this mass was 100% and it was seen at 20, 
40, 60 and 120 min of contact time when equilibrium 
was seen to occur. The mass was increased to 6 g and at 
20 min of contact time, the removal efficiency was 70%. 
The maximum removal efficiency for this mass was seen 
at 100 min of contact time after which equilibrium started 
to occur with a removal efficiency of 100%. At a mass of 
8 g, the percentage removal was 100% and remained at this 
level throughout 120 min. At a dosage of 10 g, the percent-
age removal was 90% after 20 min of contact which was 
the maximum removal efficiency seen for this mass. The 
general observation of the time dependence of the removal 
efficiency was that, the removal efficiency was rapid within 
the first 20 min of contact time followed by a slow and 
steady increase until equilibrium was achieved. The differ-
ence in removal efficiency of arsenic by the various OPP 

doses was not significant from 2 to 10 g of adsorbent. This 
is because at the initial stage of adsorption, the surface of 
the OPP adsorbent is bare resulting in a faster sorption 
kinetics of the adsorbate onto the surface of the adsorbent, 
usually through diffusion kinetics. During the later stage 
of the adsorption process, the kinetics is changed from 
a diffusion process to more of an attachment-controlled 
process [32].

Effects of adsorbent dosage on removal efficiency 
and adsorption capacity

The effect of dosage on adsorption removal efficiency and 
adsorption capacity of the adsorbents are shown in Fig. 5. 
For RH adsorbent, the adsorption capacity, qe (mg/g), of the 
adsorbent was found to reduce from 9.98 to 0.99 mg/g as the 
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dosage of the adsorbent was increased for a fixed concentra-
tion and volume of the arsenic solution.

Similarly, the effect of the OPP adsorbent dosage was 
studied for its removal efficiency and adsorption capac-
ity and the results are shown in Fig. 5b. The mass of the 
adsorbent was increased from 2 to 10 g, keeping the con-
centration of the solution constant at 100 ug/L and the 
volume of the solution constant at 100 mL. It was observed 
that the removal efficiency of arsenic by the OPP adsorbent 

increased with increase in the mass of the adsorbent. The 
optimal removal efficiency was 100% at dosage of 4 g. It 
was also observed that the adsorption capacity reduced 
slightly (from 4.945 to 4.905) as dosage increases.

Adsorption isotherm and kinetic studies

The various parameters for the pseudo-first order (PFO), 
pseudo-second order (PSO) and inter-particle diffusion 
models for RH and OPP adsorbents are given in Tables 2 
and 3, respectively. The isotherm adsorption modeling fit 
parameters are presented in Table 4 for both adsorbents. 
The adsorption data were found to obey the PSO kinetic 
model with R square value of 1.00. The R-square value 
for the Freundlich isotherm model fit was 1.00 compared 
with the near zero R-square value of the Langmuir iso-
therm model fit. The adsorption kinetic models for OPP 
showed that the correlation parameter, R2 values ranged 
0.31–0.58 for the PFO adsorption of arsenic onto the OPP 
adsorbents. However, the PSO model showed a much bet-
ter fit to the experimental data with a goodness of fit R2 
value of approximately 0.96. The isothermal adsorption 
parameter R2 = 1.00 for Langmuir isotherm fit compared 
with R2 = 0.99 of the Freundlich isotherm model. The 
computed adsorption capacity, qm, was 4.84 mg/g for the 
Langmuir model, which is closer to the experimental value 
of 4.93 mg/g (Table 4). This is complemented by the value 
of RL is 0.0026, which accurately describes a favorable 
adsorption according to Langmuir isotherm model since 
it lies between 0 and 1.   

Discussion

Rice husks and orange peels were prepared as adsorbents 
for removal of arsenic from aqueous media. The adsor-
bents were pulverized into two sizes 841 and 425 μm. The 
SEM image of the RH shows multiple indented surfaces, 
whereas that of the OPP had several smaller pores. The 
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Fig. 5  Effects of adsorbent dosage on removal efficiency and adsorp-
tion capacity a RH adsorbent b OPP adsorbent

Table 2  Adsorption kinetic model for RH adsorbent

Mass (g) Experimental Pseudo-first-order Pseudo-second-order Intra-particle diffusion

Computed Computed Computed

qe (mg/g) K1 (mg/g/min) qe (mg/g) R2 K2 (mg/g/min) qe (mg/g) R2 R2 Kipd (mg/g/min)

2 4.99 0.03955 0.19 0.34 8.25 4.99 1 0.5924 0.40793
4 2.49 0.04219 0.11 0.43 7.24 2.49 1 0.5926 0.20399
6 1.67 0.03364 0.08 0.31 17.77 1.67 1 0.59183 0.13602
8 0.99 0.00036 0.94 0.08 61.57 0.99 1 0.64048 0.09494
10 1.25 0.04567 0.04 0.55 33.82 1.25 1 0.59153 0.10201
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indented surfaces and the several smaller pores indicate 
potential adsorbent sites.

The removal efficiencies of the adsorbents were found 
to be particle size dependent. The smaller particle size 
425 μm was found to demonstrate greater removal ability 
than 841 μm particle size for both adsorbent. This was 
mainly because of the increase in the adsorption sites for 
the smaller sizes. Again, the adsorbent with the smaller 
particle sizes has larger surface area enabling it to have a 
significant influence on the transport of particles during 
the adsorption process [24, 33, 34].

The adsorption capacity, qe (mg/g), of the RH adsor-
bent was found to reduce as the dosage of the adsorbent 
was increased for a fixed concentration and volume of the 
arsenic solution. This apparent decrease in the adsorp-
tion capacity can be attributed to the heterogeneous nature 
of RH surface sites which comprise sites having a wide 
spectrum of binding energies. For lower masses of the RH 
adsorbent, all the sites have adequate exposure to arsenic 
for adsorption and the saturation of the surface is faster 
resulting in higher value of adsorption capacity, qe (mg/g). 
When the mass is increased, the number of higher energy 
sites is reduced leaving a greater portion of lower energy 
sites occupied, which results in lower values of qe (mg/g) 
[35]. The results of effect of dosage on adsorption capac-
ity for OPP revealed a similar pattern as in the RH output. 
The reduction in the adsorption capacities for OPP was 
attributed to lower binding energy sites as well [36].

The FTIR spectra for before and after adsorption are 
presented in Fig. 4a and b for both rick husk and orange 

peels. The spectra show a shift of − 41  cm−1, − 16  cm−1 
and − 31  cm−1 for the wavenumber peaks of 3400  cm−1, 
1040  cm−1 and 796  cm−1, respectively for RH before and 
after adsorption of arsenic; indicating that these groups 
play a role in the chemisorption process. The spectra bands 
of OPP adsorbent before and after adsorption of As(V) 
show that, there was a shift of 41  cm−1 and − 29  cm−1 in 
the adsorption wavenumber at the peaks are 3324  cm−1 
and 1734   cm−1, respectively. This is suggestive of the 
involvement of these groups in the chemisorption process. 
Although the magnitudes of shifts are different, this finding 
is supported by previous work in the literature [34] where 
the authors recorded a shift of (29  cm−1) and (42  cm−1) in 
the absorption wave number of peaks at 3295  cm−1 and 
1605  cm−1, respectively. They attributed a small post As(V) 
adsorption peak of 877  cm−1 to the metal to oxygen bond.

The isotherm and kinetic models were explored along 
the data obtained from the batch adsorption studies for the 
optimum particles size 425 μm. The adsorption data for RH 
could be described by Freundlich model and the process 
therefore as chemisorption involving heterogeneous surface. 
The OPP adsorption data were best described by Langmuir 
isotherm modeling as presented by the R-square values in 
Table 4. The Langmuir model showed enhanced binding due 
to a partial increase in quantity of availability of adsorption 
monolayer sites for arsenic [37]. The 0.99 R-square value 
for the Freundlich confirmed the great adherence also unto 
the Freundlich model. Both adsorbents were found to show 
R-square values which demonstrates that the pseudo-sec-
ond order (PSO kinetic model) can be used to describe their 
adsorption data.

Table 3  Adsorption kinetic model for OPP adsorbent

Mass (g) Experimental. Pseudo-first-order Pseudo-second-order Intra-particle diffusion

Computed Computed Computed

qe (mg/g) K1 (mg/g/min) qe (mg/g) R2 K2 (mg/g/min) qe (mg/g) R2 R2 Kipd (mg/g/min)

2 4.91 − 0.05062 0.48 0.58 0.0140 6.605 0.96 0.59 0.40124
4 4.91 − 0.02358 0.63 0.32 0.0137 6.636 0.96 0.59 0.40235
6 4.92 − 0.02379 0.62 0.32 0.0137 6.363 0.96 0.59 0.40254
8 4.93 − 0.02420 0.56 0.31 0.0137 6.649 0.96 0.59 0.40318
10 4.92 − 0.02352 0.61 0.32 0.0139 6.626 0.96 0.60 0.40240

Table 4  Adsorption isotherm 
models for adsorbents

Adsorbent Langmuir isotherm Freundlich isotherm

R2 qm (mg/g) b (L/g) RL R2 Kf (mg/g) n (L/g)

RH 7.8 ×  10−16 2757 − 0.0064 1.00 1.00 1.04 1.00
OPP 1.00 4.84 3785.60 0.0026 0.99 4.63 − 68.68
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Implications

The implications of the results are quite significant. Firstly, 
it demonstrates that the adsorbents were able to remove 
arsenic pollutant to a reasonable extent from the aqueous 
media. Organic wastes, RH and OPP were not chemically or 
thermally activated for this adsorption process, and it there-
fore clearly shows the possibility of utilizing raw organic or 
agricultural wastes for various environmental engineering 
applications.

Secondly, the results showed a higher percentage removal 
efficiency for arsenic without releasing any other chemical 
pollutant into the aqueous media. This therefore comple-
ments the non-chemical preparation process of the adsor-
bents. The removal efficiency plots for both adsorbents 
define the variation in the potential of the adsorbents at the 
pollutant removal but clearly shows acceptable level of per-
centage in water treatment applications.

Lastly, considering the availability of the RH and OPP, 
the envisaged water treatment technology may be sustain-
able and reasonably affordable. Environmental Engineers 
therefore have the task of transforming experimental output 
to technology.

Conclusions

The study investigated the potential of organic wastes RH 
and OPP as adsorbents of arsenic from aqueous solution. 
The maximum removal efficiencies recorded for RH, and 
OPP are 95.98% and 100%, respectively. These arsenic 
adsorption efficiencies are indicative of a high level of 
potential for any of these local materials to be used for the 
removal of arsenic from aqueous solutions. Smaller parti-
cle sizes are encouraged for higher removal efficiency. The 
outcome of this study shows the necessity to explore local 
materials with high iron oxide content for the adsorption of 
Arsenate(V) from aqueous solutions. The removal efficiency 
for OPP was found to increase with increasing dosage of 
adsorbent till equilibrium was established at 8 g.

With respect to OPP, it was observed that the removal 
efficiency was time-dependent and only marginal changes 
occurred after 20 min contact time for all dosages con-
sidered. The isotherm and kinetic models for OPP were 
described by the Langmuir isotherm and the pseudo-sec-
ond-order (PSO) models, respectively, whereas the iso-
therm and kinetic models for RH were described by Fre-
undlich model and PSO model, respectively. Indeed, the 
0.99 R-square value for OPP kinetic modeling also makes 
it a possible candidate for Freundlich model subscriber. 
The experimental output of this study indicates that the 

adsorbents RH and OPP (with smaller particles sizes less 
than 500 μm) are better for arsenic removal.

Appendix

Presentation of results from atomic adsorption 
spectroscopy (AAS) characterization

Concentrations of arsenic in solution after treatment with 
different masses of RH adsorbents with grain size of 
425 µg/L, at different contact times.

Contact time 
(min)

Concentration (µg/L)

1 g 2 g 4 g 6 g 8 g 10 g

0 100.00 100.00 100.00 100.00 100.00 100.00
20 32.22 28.98 25.20 13.42 4.27 10.54
40 26.65 18.56 19.30 10.51 5.65 8.33
60 22.88 6.125 16.54 8.98 2.56 7.75
80 16.54 12.46 11.52 7.43 5.29 6.25
100 14.22 12.46 9.64 4.23 7.36 4.22
120 14.21 12.46 8.56 4.11 7.21 4.02

Concentrations of arsenic in solution after treatment 
with different masses of RH adsorbents with grain size of 
841 µg/L, at different contact times.

Contact time 
(min)

Concentration (µg/L)

1 g 2 g 4 g 6 g 8 g 10 g

0 100.00 100.00 100.00 100.00 100.00 100.00
20 15.41 37.71 28.41 30.42 27.72 22.44
40 92.72 51.00 25.12 34.60 29.63 31.13
60 85.00 59.00 19.34 37.90 25.66 27.73
80 11.73 42.22 19.52 37.86 24.21 13.25
100 13.62 33.24 16.67 30.82 19.39 17.20
120 96.21 36.81 12.50 40.17 17.32 15.62

Concentrations of arsenic in solution after treatment 
with CG granules with different concentrations of  Fe3O4 
nanoparticles, at different contact times.

Contact time (min) Concentration (µg/L)

1%  Fe3O4 5%  Fe3O4 10%  Fe3O4

0 100.00 100.00 100.00
20 22.30 19.80 24.90
40 22.80 20.60 3.37
60 6.55 13.80 7.48
80 15.50 10.80 2.70
100 9.45 8.03 12.50
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Contact time (min) Concentration (µg/L)

1%  Fe3O4 5%  Fe3O4 10%  Fe3O4

120 2.35 19.00 5.68

Concentrations of arsenic in solution after treatment with 
different masses of OPP adsorbents, at different contact 
times.

Contact time (min) Concentration (µg/L)

1 g 2 g 3 g 4 g 5 g

0 100 100 100 100 100
20 20.2 19 18.1 16 18.7
40 19.4 19 18 15.3 18
60 19.3 18 18 15 17
80 19.1 17.8 17 13.4 16.4
100 19 14.5 14.4 13 16.3
120 16.1 15 14 13.1 14

Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s40095- 022- 00551-z.
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Abstract
In a comparative study, a solar cell structure’s layer thicknesses were optimized using particle swarm optimization (PSO) and 
simulated annealing (SA). The ideal short-circuit current density was considered as the cost function for both algorithms to 
minimize the number of function evaluations (NFEs) needed to obtain the optimal thicknesses of the structure layers (ZnO 
and MoOx layers), separately and simultaneously, being single- and multi-layer optimization. The results were compared 
to those of genetic algorithm (GA) and brute-force methods that have been reported in the literature. In the single-layer 
optimization, the results obtained by PSO indicated that the maximum required NFEs for optimizing ZnO was 33.1 ± 23.16 
compared to 81 for the brute-force method and 78.16 ± 1.65 for the GA. The PSO method needed 19.6 ± 11.7 NFEs for opti-
mizing the MoOx layer, while, as was reported in Ref. Vincent (E 13:1726 2020), GA optimized this layer by 13.05 ± 3.24 
in the best manner by the Roulette wheel method. Both single-based and population-based approaches were implemented 
for the SA. The results obtained by SA indicated that the required NFEs were estimated higher than that of the GA due to the 
small search space. The required NFEs for two-layer optimization using PSO amount to 111.27 ± 60.1, which is considerably 
lower than the 1758.77 ± 39.75 of GA. The NFEs are significantly lower than the similar value obtained using the brute-force 
approach and GA, even with the highest SD value. In the case of two-layer optimization, SA estimated 65.63 ± 21.1 and 
575.76 ± 301.64 NFEs using single-based and population-based methods, respectively.

Keywords Particle swarm optimization (PSO) · Simulated annealing (SA) · Solar cell · Optimization · Efficient thickness

Introduction

Any nation’s progress is fueled mainly by its access to elec-
trical energy. Electricity generation is possible in a variety 
of ways. One of these alternatives is solar energy, a limitless 
energy source. The community employs renewable energy 
to produce clean energy [1]. It is predicted that in 2100, 
between 30 and 65% of the total energy supply will be allo-
cated to renewable sources. Abundant solar energy, without 
pollution, is sustainable and endless and can meet all human 
energy needs. After 2008, the price of PV c-Si modules fell 
by 45% to $ 2.21 per Watt. The cost of PV power generation 
for centralized systems is estimated at $ 0.03–$ 0.2 per Watt-
hour. Studies indicate that solar energy-based technologies 
have the potential to become the most important source of 

energy for human needs now and in the future [1–3]. High-
performance solar cells are an attractive proposition [4]. 
Many researchers are putting in a lot of effort to improve 
solar photovoltaic cells’ efficiency to generate more electri-
cal energy in any specific bandwidth area. The selection of 
different materials such as CdTe, GaN, GaAs, Ge, InP, a-SiH 
causes a change in the bandgap, a change in the efficiency of 
the photovoltaic cell [5].

Improving the efficiency and design of solar cells is the 
solution to the supply–demand problem. One method used 
to optimize the efficiency of the solar cell is making multi-
layered connections with more materials solar cells, which 
can effectively use the all-solar spectrum to convert it into 
electricity by changing the bandwidth limits [6–8]. The 
Brute-Force method is the most common problem-solving 
technique to achieve the optimum solar cell structure. It acts 
as the possible solution to a problem by examining individ-
ual answers, determining the result of expressing a problem 
whether it satisfies or not, and is used when the problem size 
is limited. This algorithm is known as Generate and Test, 
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which offers all possible solutions to a problem. It is a sim-
ple problem-solving technique that is easy to implement and 
always suggests a solution if available. The computational 
cost of the Brute-Force technique grows as the problem size 
grows since it is directly proportional to the number of can-
didate solution [9]. However, this algorithm does not work 
for optimizing solar cell efficiency due to many parameters 
(e.g., number of layers and their thicknesses, materials, and 
doping) and high permutations. So, better optimization tech-
niques will be required since real-world problems are highly 
complicated. One of the tools for simulating and evaluating 
the performance of PV systems is to build an accurate math-
ematical model with the help of experimental measurement 
data of solar cells and photovoltaic (PV) modules.

Ahmed A. Zaki Diab et al. used the Coyote Optimization 
Algorithm (COA) to optimize solar cells and PV modules. 
Using this algorithm, they extracted unknown parameters 
from the single-diode, two-diode, and three-diode equiva-
lent circuit models. The simulation results and the statisti-
cal measurement in this work support the COA algorithm’s 
superiority and reliability not only for the extraction parame-
ter of PV modules but also in different operational scenarios 
[10]. Meta-heuristic algorithms provide satisfactory results 
in terms of solution quality and convergence speed. Anouar 
Farah et al. used a comprehensive Rao- learning optimiza-
tion algorithm (CLRao-1) to achieve an accurate model of 
photovoltaic cells. Rao-1 was chosen for its simplicity, ease 
of understanding and implementation, and for evaluating the 
effectiveness of the algorithms through PV cells and three 
equivalent circuit modules. The results of experimental and 
simulated data were highly consistent. In addition, the algo-
rithm achieved the best results in terms of reliability and 
accuracy [11]. Youssef Kharchouf et al. have proposed the 
differential evolution (DE) technique to improve the perfor-
mance of solar photovoltaic systems. It relies on the Lambert 
W function and an initial meta-heuristic step to select the 
optimal jump coefficient and cross-parameters for each spe-
cific voltage-current characteristic, which can improve the 
DE convergence characteristics by using the meta-heuristic 
strategy [12]. Ashraf Mohamed Hemeida et al. used the 
multi-objective multi-verse optimization (MOMVO) algo-
rithm to optimize hybrid microgrid systems (HMGS), which 
are the main target of the hybrid system design process as 
objective functions. The feasibility study of using HMGS for 
rural power systems leads to increased access to energy [13].

In all optimization problems, the goal is to find the 
minimum or maximum value. In many cases, population-
based algorithms are frequently suggested to solve complex 
problems. Three popular, widely used and highly similar 
techniques involving the Genetic Algorithm (GA), Parti-
cle Swarm Optimization (PSO), and Simulated Annealing 
(SA) are chosen from the numerous proposed techniques. 
Even though GA has been well established since it was first 

introduced, SA and PSO algorithms have garnered more 
interest in optimization-related topics. GA is one of the most 
popular evolutionary algorithms that work with a popula-
tion of individuals evolving according to a set of rules such 
as selection, crossover, and mutation (moving through the 
perspective of fitness) [14].

The PSO algorithm is another example of a swarm intel-
ligence population-based algorithm [15]. PSO is a robust 
stochastic optimization technique. It is compatible with opti-
mizing the nonlinear function in multidimensional space, 
used for several real-world problems [16]. SA is an opti-
mization technique successfully used to solve many opti-
mization problems. This optimization technique is based 
on the behavior of dense materials at low temperatures that 
simulates the natural annealing process, such as freezing 
and crystallizing a liquid or coolant and metal annealing 
[17–21]. Optimization problems are divided into two cat-
egories based on the type of decision variables: discrete and 
continuous optimizations. Models with discrete decision 
variables are discrete optimization problems, whereas the 
continuous optimization method uses continuous decision 
variables. The goal of a discrete optimization problem is 
to find an object from a countable set, such as an integer, 
permutation, or graph. Due to the comprehensiveness and 
multiplicity of continuous optimization algorithms, employ-
ing these algorithms in discrete optimization is important 
and challenging.

This paper provides the best and most appropriate opti-
mization method for multi-layer thickness optimization of a 
solar cell by comparing an optimization problem solved by 
Premkumar Vincent et al. with the GA through the PSO and 
SA algorithms optimization [22]. In that work, the authors 
used the GA, a discrete optimization method, to perform 
the calculations in the reference. However, in this work, 
we investigate the challenge of the efficiency of continuous 
algorithms in the inherently discrete problem, using methods 
PSO and SA. The main goal is to focus on the number of 
required operations to achieve optimum cost function, their 
effects on the quality of the solution, and the solution time 
of each algorithm by observing.

Methodology

Solar cell structure

The solar cell structure is similar to the structure optimized 
in reference [22]. Figure 1 demonstrates the solar cell struc-
ture, which consists of 5 layers. Solar cell simulation was 
performed by the Finite-Difference Time-Domain (FDTD) 
software. FDTD is the gold standard for modeling nanopho-
tonic devices, processes, and materials. This finely-tuned 
implementation of the FDTD method delivers reliable, 
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powerful, and scalable solver performance over a broad 
spectrum of applications. FDTD is a state-of-the-art method 
for solving Maxwell’s equations in complex geometries [23]. 
The thicknesses of two layers of ZnO and MoOx are con-
sidered variable parameters for optimization, and the Jsc 
parameter is considered a parameter determining the solar 
cell performance and response. In the paper presented by 
Premkumar Vincent et al. [22], simulations were performed 
using this data and the GA algorithm with different methods 
including Random, Roulette wheel, Tournament and Breeder 
methods, and their best answer is considered the optimal 
design. The presented results indicated that the GA algo-
rithm implementation results in a considerably faster and 
more precise search method than the brute-force method in 
both single-layer and multi-layer optimizations. The best-
case roulette wheel achieved 1758.77 ± 39.75 NFEs which 
are significantly fewer than 2511 NFEs by brute-force 
method. This study aims to simulate based on the presented 
data using the PSO and SA algorithms and compare the 
results with the obtained results by the GA algorithm. We 
used the FORTRAN compiler to implement the PSO and 
SA algorithms for optimization. We utilized FDTD as a cost 
function in this procedure.

Particle swarm optimization algorithm

In 1995, an article on PSO was presented at the evolutionary 
calculations Congress for the first time [24]. In a PSO algo-
rithm, atoms, called particles, fly or swim through supermas-
sive space. Each particle searches for the best position over 
time in a multidimensional space when flying or swimming. 
Then, it modifies its position according to its own experi-
ence, including present velocity and position and the best 
previous position experienced by itself and its neighbors 
[25].

The PSO algorithm is set up with a group of random par-
ticle combinations with a definite answer and then searches 
for optima by updating generations. Each particle flies at a 
velocity of vi through the search space Rd, which is adjusted 
according to its best previous answer,  pBesti, and its best 
previous answer, gBest. In other words, PSO uses  pBesti and 

gBest to change the current search point to prevent particles 
from “flying” in one direction. The velocity is updated as 
a linear combination of position and velocity vectors. The 
particle i is represented as

The previous best position (the position that gives the 
best fit value) is recorded for the i particle and is represented 
as  pBesti =  (pi1, …,  piD). The best particle index among all 
population particles is indicated by the symbol gBest, which 
indicates the best overall. The rate of change of position 
(velocity) for particle i is shown as vi by the following equa-
tion: vi = (vi1, …, viD). Particles are manipulated according 
to the following equations:

where w is the inertia weight decreases along with iterations, 
 xid is the current position for the particle, vid is the current 
velocity for particle i, c1 and c2 are the acceleration con-
stants, rand() is a random number,  pBesti is the best value 
for particle i, and gBest is the best particle achieved over all 
iterations.

The algorithm can be summarized as follows:

(1) Randomly initialize the position and the velocity of all 
particles in the search space.

(2) Evaluate the fit value of each particle.
(3) Determine the best individual value function.  pBesti 

compares each particle with its current fit value. If the 
current fit value is acceptable, the current fit value is 
assigned to  pBesti.

(4) Determine the best current value function in the whole 
population. If the best current fit value is better than 
gBest, the best current fit value is assigned to gBest.

(5) For each particle, the particle velocity is updated 
(Eq. 2),

(1)�i =
(

�i1, ...,�iD

)

.

(2)
�id =w × �id + c1 × rand1() ×

(

pBesti − �id
)

+ c2 × rand2() ×
(

gBesti − �id
)

(3)�id = �id + �id

Fig. 1  The solar cell structure 
[22]
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(6) Update the particle position (Eq. 3).
(7) Repeat steps 2–6 until a stop criterion is met or a pre-

defined number of iterations is completed [20, 21].

Simulated annealing algorithm

SA was introduced in 1983 by Kirk Patrick, Glatt, and 
Wake. One of the most significant benefits of SA is its 
ability to optimize problems independent of specialized 
knowledge or overall structure in calculations [26]. This 
algorithm is a solution-based meta-heuristic optimization 
technique inspired by the metallurgical annealing process 
[27–29]. By changing the solution gradually (like the cool-
ing process of metal), SA pursues new solutions by add-
ing a small perturbation to the old solution via the search 
space and reducing the temperature parameter T over time. 
The algorithm explores a stochastic acceptance criterion 
if the cost value of the new solution is not adequate before 
accepting it. Thus, a probability inspired by the Boltzmann 
probability distribution [26] is used to select the uphill 
moves that may help the optimization procedure escape 
from local minima.

where k is Boltzmann’s constant (It is equal to 1 for SA), E 
energy and T temperature.

This probability is a decreasing function of both the 
order of magnitude of the cost value reduction and the 
temperature parameter. As the temperature decreases, the 
probability of its acceptance decreases, and eventually, SA 
turns into a classical local search.

(4)w ∝ exp (−E∕(KT))

The general procedure for the SA algorithm can be sum-
marized as follows:

 (1) Guess an initial solution C and select an initial tem-
perature T.

 (2) Find another solution, namely Cnext, by modifying C's 
last answer..

 (3) Calculate the energy difference of ΔE = f(Cnext)-f(C).
 (4) If ΔE < 0, go to Step 9.
 (5) Generate a random number, namely R, between 0 and 

1.0.
 (6) If R < exp (-ΔE/T), go to Step 9.
 (7) Repeat Steps 2 ~ 6 for the number of predetermined 

steps for the given temperature.
 (8) If no new configuration Cnext is accepted, go to Step 

10.
 (9) Decrease the temperature T, replace C with Cnext, and 

go to Step 2.
 (10) Cool the environment by setting T to a lower value.
 (11) Repeat Steps 1–10 until no further improvement is 

obtained [26].

Results and discussion

Single‑layer optimization

ZnO optical spacer layer

The first optimization step was performed by considering the 
thickness constant of the MoOx layer at 10 nm and chang-
ing the ZnO layer as the optical separator layer from 0 to 
80 nm. Then the optimization was carried out using the 
PSO and SA algorithms by considering that the obtained 

Table 1  The results of all three 
GA, PSO and SA algorithms to 
optimize the ZnO layer

Comparison results for ZnO single-layer optimization

Optimized ZnO Thickness = 30 nm

This work, PSO Parameter Selected method
Population 5
Mean (simulations) 33.1 ± 23.16

This work, SA Parameter Single-based Population-based
Population 1 2
Mean (simulations) 29.98 ± 18.2 38.29 ± 26.08

Ref. GA [22] Parameter Selected method
Random Roulette Tournament Breeder

Population 20 80 70 60
Generation 40 10 30 10
Mutation prob (%) 80 15 60 75
Mean (simulations) 78.42 ± 1.82 80.47 ± 0.50 78.16 ± 1.65 79.17 ± 1.37

Ref. Brute-force 
method [22]

Number of Simulations 81
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optimum thickness by the genetic algorithm for the ZnO 
layer was 30 nm which presented the maximum value of 
Jsc current of 116.67 A/m2 [22]. Table 1 reports the results 
from the PSO and SA algorithms, as well as the genetic 
algorithm and Brute-Force method from Reference [22]. 
According to the results, the PSO algorithm with a popula-
tion of 5 could reach optimum thickness by 33.1 ± 23.16 
NFEs, comparable with 78.16 ± 1.65 for the genetic algo-
rithm (Tournament selection method with 70 population) 
and 81 NFEs for the Brute-Force. The required number of 
function evaluations related to SA algorithms with popu-
lations 1 and 2 are 29.98 ± 18.2 and 38.29 ± 26.08 NFEs, 
respectively. As can be seen, both PSO and SA algorithms 
with smaller population sizes require fewer simulations com-
parable with the results presented in Ref. [22]. However, 

as observed for SA optimization, the number of function 
evaluations in the population-based method is higher than 
in single-based method optimization. It is due to the essence 
of the SA method, which presents acceptable results for 
complicated problems. Figures 2 and 3 show the number 
of iterations (NI) and the number of function evaluations 
(NFEs) as a function of the population size for optimizing 
the ZnO layer with the PSO and SA algorithm, respectively. 
As seen in these figures, although the number of function 
evaluations (NFEs) increases with the population size, the 
number of iterations (NI) decreases, which compensates the 
increase of NFEs. In all simulations, the NFEs for SA and 
PSO algorithms are lower than reported in Ref. [22]. Com-
paring the PSO and SA results shows that the required NFEs 
obtained through the single-based SA method (29.98 ± 18.2) 

Fig. 2  The number of iterations and number of function evaluations as a function of the population size for optimizing ZnO layer with PSO algo-
rithm

Fig. 3  The number of iterations and number of function evaluations as a function of the population size for optimizing ZnO layer with SA algo-
rithm
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are lower than the PSO (33.1 ± 23.16). However, the PSO 
method performs significantly better than the population-
based SA (38.29 ± 26.08).

MoOx optical spacer layer

The MoOx layer was the next layer that required optimi-
zation. Similar to the previous step, the thickness of the 
ZnO layer was held constant at 30 nm, and the MoOx 
layer's thickness was varied from 0 to 30 nm to get the 
best Jsc current value of 116.67 A/m2 [22]. The obtained 
results of optimizing this layer through the PSO and SA 
algorithm have presented in Table 2, compared with the 
presented results by genetic algorithm and Brute-Force 
method obtained in Ref. [22]. The best results obtained 

by GA were for the Roulette wheel selection model, which 
shows the least 13.05 ± 3.24 NFEs by a population size 
of 20 to reach the best Jsc, while the NFEs required for 
the PSO algorithm with a population of 5 is 19.6 ± 11.7 
and for the SA algorithm is 18.26 ± 12.12 with a popula-
tion of 1 in single-based. In this case, due to the nature of 
the problem and small search space, the number of func-
tion evaluations for population-based SA optimization is 
higher than the Brute-Force method (31 simulations), so 
the only single-based method was considered in this step. 
Figures 4 and 5 show the number of iterations and the 
number of function evaluations as a function of the popu-
lation size for optimizing the MoOx layer with the PSO 
and SA algorithm. As seen in these figures, same as the 
ZnO layer, the number of function evaluations increases 

Table 2  The results of all three GA, PSO and SA algorithms to optimize the MoOx layer

Comparison results for MoOx single-layer optimization

Optimized MoOx Thickness = 8 nm

This work, PSO Parameter Selected method
Population 5
Mean (simulations) 19.6 ± 11.7

This work, SA Parameter Single-based Population-based
Population 1 –
Mean (simulations) 18.26 ± 12.12 –

Ref. GA Parameter Selected method
Random Roulette Tournament Breeder

Population 15 5 15 15
Generation 20 100 30 80
Mutation prob (%) 80 75 75 80
Mean (simulations) 30.91 ± 0.31 13.05 ± 3.24 30.97 ± 0.16 30.97 ± 0.18

Ref. Brute-force method Number of simulations 31

Fig. 4  The number of iterations and number of function evaluations as a function of the population for optimizing MoOx layer with PSO algo-
rithm
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with the population size, and the number of iterations per 
simulation decreases. As a comparison of the PSO and 
SA results, it is observed that the required NFEs obtained 
through the single-based SA method (18.26 ± 12.12) are 
lower than the PSO (19.6 ± 11.7). However, the popula-
tion-based is not applicable for optimizing the layer with 
small search space.

Multi‑layer optimization (ZnO + MoOx)

Multi-layer optimization of the solar cell requires a large 
number of simulations, resulting in a considerable increase 
in the computational costs required to perform these sim-
ulations. Optimization algorithms are very effective in 
shrinking the number of simulations and maintaining the 

same level of accuracy in cases where multiple layers have 
to be optimized simultaneously. In the last section, the 
thickness of two layers of ZnO and MoOx were optimized 
simultaneously. In this regard, ZnO and MoOx layer thick-
nesses varied from 0 to 80 nm and 0 to 30 nm, respec-
tively. According to the reported results in reference [22], 
the optimized thicknesses of the ZnO layer (24 nm) and 
MoOx layer (8 nm) were achieved by 2511 function evalu-
ations with the brute-force method and 1758.77 ± 39.75 
function evaluations by the GA algorithm (in the best case 
of using roulette wheel method). The population size was 
considered 5 to implement the PSO. As seen in Table 3, 
the required number of function evaluations for two-layer 
optimization using PSO amounts to 111.27 ± 60.1, which 
is considerably lower than GA. Even with the highest SD 

Fig. 5  The number of iterations and number of function evaluations as a function of the population for optimizing MoOx layer with SA algo-
rithm

Table 3  Comparison of results for multi-layer optimization by GA, PSO and SA

Comparison results for multi-layer optimization

Optimized ZnO Thickness = 24 nm, Optimized MoOx Thickness = 8 nm

This work, PSO Parameter Selected method
Population 5
Mean (simulations) 111.27 ± 60.1

This work, SA Parameter Single-based Population-based
Population 1 (success rate: 80.2%) 15
Mean (simulations) 65.63 ± 21.11 575.76 ± 301.64

Ref. GA Parameter Selected method
Random Roulette Tournament Breeder

Population 500 1000 500 500
Generation 90 90 80 90
Mutation prob (%) 10 90 20 50
Mean (simulations) 2391.34 ± 38.13 1758.77 ± 39.75 2428.84 ± 34.57 2256.80 ± 70.15

Ref. Brute-force method Number of Simulations 2511
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value, this value is much lower than the corresponding 
value from the brute-force method and GA algorithm [22]. 
Two optimization methods performed by SA, single-based 
and population-based (The population size was consid-
ered 15) show the required number of simulations for two-
layer optimization was 65.63 ± 21.11 and 575.76 ± 301.64, 
respectively. The single-based method presents the lower 
required number of simulations; however, this method has 
an 80% success rate, and 20% of simulations could not find 
the optimum result. The population-based method presents 
575.76 ± 301.64 number of simulations with a 100% suc-
cess rate, which is significantly lower than the GA.

Figures 6 and 7 illustrate the NFE and NI as a function 
of population size for simultaneous optimization of ZnO 
and MoOx layers. As a result, the PSO can be considered 

the best optimization method with a 100% success rate in 
multi-layer optimization while same as in previous sec-
tions, single-based SA exhibits the lowest required NFEs 
(65.63 ± 21.11), and population-based SA shows the high-
est required NFEs (575.76 ± 301.64).

Conclusion

The layer thicknesses of a solar cell structure were opti-
mized using two PSO and SA optimization algorithms. 
The ideal short-circuit current density was considered to 
be both algorithms’ cost function (objective function). 
ZnO and MoOx layer thicknesses were separately and 
simultaneously optimized. The optimization processes 

Fig. 6  The number of iterations and number of function evaluations as a function of the population for optimizing Multi-Layer: ZnO and MoOx 
layers with PSO algorithm

Fig. 7  The number of iterations and number of function evaluations as a function of the population for optimizing Multi-Layer: ZnO and MoOx 
layers with SA algorithm
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were carried out by considering the varying thickness of 
ZnO between 0 and 80 nm, while constant MoOx thickness 
at 10 nm and the varying thickness of MoOx between 0 
and 30 nm with constant ZnO thickness at 30 nm to reach 
the best Jsc at 116.62 A/m2. The obtained results by PSO 
indicated that the maximum number of required function 
evaluations for optimizing ZnO was 33.1 ± 23.16 com-
pared to 81 for the brute-force method and 78.16 ± 1.65 for 
the genetic algorithm. This method required 19.6 ± 11.7 
number of function evaluations to optimize the MoOx 
layer, whereas the best optimization achieved by GA using 
the Roulette wheel method was 13.05 ± 3.24. The required 
number of function evaluations for two-layer optimization 
using PSO amounts to 111.27 ± 60.1, which is consider-
ably lower than the 1758.77 ± 39.75 of GA. Even with 
the highest SD value, this value is much lower than the 
corresponding value from the brute-force method and GA 
algorithm. The SA algorithm was also implemented by 
two single-based and population-based approaches. For 
ZnO optimization by SA, the maximum required function 
evaluations were estimated 29.98 ± 18.2 and 38.29 ± 26.08 
by single-based (1 population) and population-based (2 
populations), respectively. The obtained results indicated 
that the number of function evaluations in the population-
based method is higher than those in the single-based 
method. This phenomenon was also observed in MoOx 
optimization. The number of function evaluations required 
for the SA algorithm was 18.26 ± 12.12 with a population 
of 1 in single-based. In this case, due to the small search 
space, the higher population resulted in more the num-
ber of function evaluations than the Brute-Force method. 
The required number of function evaluations for two-layer 
optimization was obtained 65.63 ± 21.11 for single-based 
and 575.76 ± 301.64 for population-based with a popula-
tion size of 15. The results indicated that the population-
based method presented 575.76 ± 301.64, the number of 
function evaluations with a 100% success rate significantly 
lower than the GA. They also showed that the single-based 
method demonstrated a lower required number of simula-
tions with an 80% success rate. The 20% of simulations in 
the single-based method could not find the optimum result 
due to the many locally optimal solutions of the objec-
tive function. Also, a comparison between the obtained 
results by PSO and SA shows that the required NFEs 
obtained through the single-based SA are always lower 
than the PSO in all cases. However, the PSO method per-
forms significantly better than the population-based SA. 
For example, for multi-layer optimization, the number of 
required NFEs in single-based SA is 65.63 ± 21.11, sig-
nificantly lower than PSO, 111.27 ± 60.1. In this case, the 
highest required NFEs is for population-based SA, which 
is 575.76 ± 301.64. The use of optimization algorithms in 
more advanced and complicated solar cell systems with 

more layers, like quantum well-based solar cells, and by 
taking into account additional parameters such as materi-
als and doping concentration of each layer under study, 
can minimize a computational cost, thereby minimizing 
the required laboratory capacity in this area as much as 
possible.
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Abstract
The world has witnessed a global surge in energy consumption and carbon footprint since the industrial revolution. Data 
centers are claimed to be the second most significant contributor of the havoc greenhouse gasses. This paper deals with 
modeling carbon footprint of green data centers. Initially, we use a panel dataset of a green data center that mostly relies on 
green energy resources for power. Our study reveals that in spite of massive renewable energy usage, the carbon footprint 
trend of this data center is quite significant. Alongside, due to massive nuclear energy usage in this data center, a hefty amount 
of nuclear waste is generated causing a global threat to sustainability. This is a novel paper that pinpoints that though green 
data centers claim they are zero-carbon data centers but the reality is different. We prove that green data centers also emit 
significant amount of greenhouse gasses and cause danger to sustainability. Alongside, we provide a nuclear footprint esti-
mator that effectively calculates the nuclear emission and carbon footprint from the data center each hour. We also provide 
a remedy to this entire situation and provide a carbon footprint model in this paper that optimizes the total carbon emission 
from this green data center.

Keywords Energy modeling · Power management · Green energy · Brown energy · Carbon footprint · Nuclear estimator

Introduction

Starting with the aviation industry to car manufacturers, and 
from electrical industries to agricultural plants [1], the globe 
is trying to manage carbon emission smartly. Data centers 
are not exceptions; capping carbon footprint has become a 

prime focus for developing large-scale data centers. Data 
centers consume a massive amount of energy to fulfill its 
daily energy demands. Unsurprisingly, powering and cooling 
a data center are expensive in terms of energy demand [2]. 
This enormous power demand results in emitting a signifi-
cant amount of carbon into the air [3]. This carbon emission 
causes a threat to global sustainability [4]. Nowadays, data 
centers are responsible for almost 2 percent of global carbon 
emission [5], which is causing global warming along with 
ice melt at the poles [6]. In what follows, we describe our 
motivation behind the study of global carbon footprint.

Massive brown energy usage

Electric grids burn mostly coal energy to meet the ever-
increasing power demand of the data centers throughout the 
globe. A report of the Lawrence Berkeley National Labo-
ratory claims that the US data centers consume up to 70 
billion Kilowatt-hours of energy which costs around dollar 
7 billion [7]. Another report states that these data centers 
consume over 1000 W/m2 of power—more than 10 times 
that required by a commercial office space [8]. Scientists 
estimate that a large-scale data center uses the energy of 
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almost 25,000 households [9]. One of the most crucial fac-
tors that add to the expense of powering a data center is 
cooling. For a standard data center, the cost of cooling can 
be significantly high [10]. Reports assert that an efficient 
cooling system of a data center consumes 24% of the total 
energy consumption, whereas a least efficient cooling system 
can consume up to 61% of total energy. On average, a cool-
ing system consumes 40% of the total data center energy 
[11]. Today IT sector uses 7% of the global electricity; it is 
expected to consume 13% of the global electricity no sooner 
[12]

Power management and energy-saving techniques have 
been deployed to build energy-efficient data centers [13]. 
All these cutting-edge technologies come at the cost of 
huge expenditure, intensive labor, and excellent infra-
structure. Most of the existing schemes overlook modeling 
clean energy resources (e.g., solar and wind). Renewable 
energy resources [14] can bring a panacea in this situation. 
Researchers claim that photovoltaic cells can produce up 
to 1.5 MW power [15]. Brown energy resources give the 
way to green energy resources, which further boost energy 
efficiency of future data centers.

Global carbon footprint

Carbon dioxide is one of the principal greenhouse gasses 
that causes the rise in the earth’s average temperature [16]. 
To mitigate excessive carbon emission, engineers ought 
to cap the carbon emission of the data centers. Data cent-
ers are estimated to produce the fastest-growing carbon 
footprint [17]. Data centers are responsible for 2% of the 
global carbon footprint [18], and the growth is expanding. 
Reports claim that data centers can produce carbon dioxide 
of 171,630 kg [19]. Now the question arises, how do data 
centers produce such a hefty amount of  co2. Electric grids 
burn a hefty amount of brown energy resources to meet the 
never-ending power needs of the data centers [20]. This tre-
mendous power consumption leads to increased emission 
of greenhouse gasses, especially Carbon Di Oxide causing 
an increase in the earth’s average temperature by1.5 to 2 
degrees [21].

Although a carbon tax has been imposed on the data cent-
ers to cap the carbon footprint [3], such a tax does not help 
the overall situation. The curve in the rapid growth of carbon 
dioxide ever since the industrial revolution has been steep 
[21]. Today parallel and cloud computing powered by vir-
tualization has proved to be effective in capping the carbon 
footprint of data centers [22]. Using green energy to curb 
the carbon footprint is an optimum solution. It is evident that 
green slots reduce carbon footprint by 39% [23]. Alongside, 
smart grids are furnishing a green revolution for the future 
data centers managing their carbon footprint [24]. Therefore, 

green computing is expected to bring forth much-needed 
positive environmental changes.

Global sustainability

Fastest-growing data centers and IT industry causes impose 
a financial burden accompanied by environmental degra-
dation [25]. Today the total energy cost of operating data 
centers is approaching $14 billion a year; such a high cost 
is going to be $50 billion per year in the recent future by 
2020 [26]. Total cooling cost is estimated to be around $7 
billion according to the reports [27]. An array of models 
predicts that data centers would swallow 10 percent more 
energy every year, thereby generating massive e-waste and 
greenhouse gasses. Energy resources of data centers are 
significantly dependent on brown energy resources such as 
coal and natural gas. Therefore, it is evident that by 2030, 
the natural resources for non-renewable energy will deplete 
causing an environmental dis-balance [28]. Now coming 
to heat dissipation, data centers are the cause of massive 
heat emission [29]. Apart from wasting billions of dollars 
in meeting the energy demand, data centers are one of the 
true factors behind climate change [30]. Due to the increase 
in atmospheric greenhouse gasses, the global temperature 
has increased 1.5 to 2.5 degrees [31]. This global warming 
results in ice melting at the poles leading to devastation.

To battle with this evil, google and yahoo have incor-
porated evaporative cooling techniques [32]. Governments 
are focusing on green energy deals to save the climate. We 
are shifting our focus from traditional data centers to zero-
carbon data centers. Companies like Google are trying to 
make 100% carbon–neutral arrangements [33]. It is prudent 
to adopt clean energy to fulfill the energy demand of data 
centers. These clean energy resources intend to mitigate 
financial burden, to cut back carbon footprint, and most 
importantly, to ensure sustainability of the earth.

Our contributions

It is evident that world needs to focus on reducing the carbon 
emission to prevent the damage in sustainability. Extensive 
technologies such as workload consolidation and virtual 
machines (VM) migration, geographical load balancing 
are capable of mitigating the carbon emission issue of data 
centers at high cost. Leading-edge solutions like workload 
scheduling and power management lack efficiency standards 
and quality of services [34]. The globe needs easy, simple, 
reliable, and affordable solutions to handle the surge in car-
bon footprint and energy consumption. To deal with this 
challenging situation, we come up with a carbon footprint 
model to curtail carbon emission from data centers by pre-
dicting carbon footprint.
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The primary contribution of the paper is detecting the 
flaws in the current green data center and providing the 
solution to overcome this situation. To execute our plan, 
we initially investigate the power consumption and carbon 
footprint of a green data center. We deliberately show that 
though green data centers claim they are zero-carbon data 
centers, eventually that is a myth. We also assert that though 
this data center mostly relies on green energy resources, the 
carbon footprint from the brown energy resources is sig-
nificantly high. During peak hours, these data centers still 
use a massive amount of brown energy resources to meet 
their never-ending power demand. Also, this data center 
uses nuclear energy as a significant energy resource; but 
the nuclear waste from this data center can cause a severe 
threat to sustainability. Therefore, it is prudent to optimize 
the energy resources to cap the carbon footprint from this 
data center. Our model serves this purpose by effectively 
reducing the carbon emission from the data center while 
meeting its power demand. We summarize the overall con-
tributions in this paper as follows.

We investigate and detect the flaws in green data cent-
ers.
We extend our carbon footprint calculator (see sec3.3) 
of the data center powered by heterogeneous energy 
resources to measure carbon footprint and nuclear 
footprint of the data center.
We display the yearly and daily energy usage trend 
and carbon footprint graph for the data center. We 
also specify the diversity of heterogeneous energy 
resources used in this data center.
We optimize the energy resources and their usage to 
limit the CO2 emission from the green data center. 
Through series of evaluations, we prove the efficiency 
and accuracy of our model in terms of capping carbon 
emission from the data center.

Background of carbon capping

To maintain the ecological balance, engineers and research-
ers have come up with several power consumption and CO2 
production models customized for data centers. This section 
presents the background of energy-efficient computing that 
brings solidarity and uniqueness to our research.

Capping carbon footprints from data centers

To control power usage effectiveness or PUE, the IBM 
management and management technology (MMT) is very 
effective in scanning the power usage of a data center [35]. 
Once we aim toward energy efficiency, we set a step ahead 
in reducing the carbon footprint. Today, green computing 

has opened a new horizon for the energy-efficient comput-
ing community to cap carbon dioxide elimination from data 
centers. Researchers delve into the development of novel 
technologies like virtualization, live VM migration, geo-
graphical load balancing, scheduling policies, and to name 
just a few. Virtualization by consuming less energy and 
creating negligible e-waste contributes toward reducing the 
carbon footprint from data centers [36]. Renewable energy-
aware workload allocation algorithm to cap carbon footprint 
of the data center is claimed to be efficient [37]. Unlike the 
above techniques, our solution has its root in power mod-
eling in a way to reduce the carbon emission from data cent-
ers by efficiently substituting green energy for brown energy 
resources while meeting data centers’ energy requirements.

Power consumption of data center

Electric grids are a significant power resource of data cent-
ers. These electric grids are a huge consumer of brown 
energy (e.g., coal, hard coal, and petroleum). The data center 
architecture is very difficult decipher [38]. Power engineers 
use feature extraction, a very common technique to model 
the energy optimization of data centers [39]. Measuring the 
raw power consumption through hardware and software 
has been intrinsic research toward power optimization [40]. 
Current data centers depend on PDUs to optimize energy 
efficiency because these techniques are less portable [41]. 
Although PDUs are extremely efficient, the expensiveness 
and scalability issue of PDUs prevent the wide adoption of 
this approach. Hardware performance counters (HPC) today 
are ubiquitous in data centers for measuring power consump-
tion as well as predicting energy consumption [42]. Along 
with these, CPU power dissipation with free cooling, clock 
gating or using split plane power, scientists are dealing up 
with the massive energy consumption of the data centers 
[43]. Energy-efficient cloud management and energy-effi-
cient resource allocation have also grabbed eyes in terms of 
energy conservation in a data center [44]. Prior efforts have 
put forward several models derived from data gleaned by 
HPCs, but in some cases, such data are misleading and the 
error rate shows flaws in HPCs [45]

Power modeling

Data centers comprise a variety of components, the energy 
consumption models of which are summarized in this sub-
section. Servers are very an essential piece in a data center 
as the servers correspond to significant load requirements. 
Hence, constructing a power model for servers is crucial 
in reducing the total energy consumption of data centers. 
Server power models depend on other collaborating compo-
nents. Roy et al. devised a simple yet elegant server power 
model, which is a summation of the load consumption of 
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CPU and memory [46]. Lewis et al. developed a server 
power-consumption model as a function of the total energy 
consumed by processor, memory, DD-RAM, SD-RAM, 
the semiconductor chips, and hard disks [47]. Apart from 
that, Orangerie et al. orchestrated server energy as a func-
tion of the energy consumption of system boot and system 
halt [48]; Li et al. constructed a power model as a function 
of energy consumed by active virtual machines running on 
servers [49].

Cooling is crucial in data centers to dispose of heat gen-
erated by the high power consumption in the server [50]. 
Cooling consumes approximately 50% energy of a standard 
data center; hence, it is imperative to model cooling energy 
consumption as well as maintain the quality of service or 
QoS [51]. Starting from the cooling fans, over the position-
ing of cool air into the system causes power inefficiencies 
[13]. To address this issue, a simple cooling power model 
came up to express fan power consumption as a function of 
the temperature of the air outside a data center and hot air 
exhaled by IT racks in the data center [52]. Other models 
capture cooling power consumption as a function of the fan 
speed of CRAH systems and the idle and dynamic power 
usage of CRAH units of data centers [53].

Machine learning techniques compel the researchers have 
investigated supervised and unsupervised learning models 
for power consumption in the data center. For instance, Ber-
ral et al. demonstrated a way of modeling expected processor 
and disk usage based on the M5P algorithm [54]. Khargharia 
et al. applied a decision tree to map a power-consumption 
model with current system behavior [55]. Dhiman et al. 
piloted a GMM-based approach for power prediction fol-
lowing an unsupervised learning method with an error below 
10% [56]. Reinforcement learning enables power managers 
to dynamically create new power control policies during the 
run-time from information gathered via RL [57]. Moreno 
et al. developed a MLP-based neural network to predict 
power from clients’ historical data [58]. Recently, iOver-
book—an autonomous, online, and intelligent overbooking 
strategy—has drawn attention in the field of power mod-
eling [59]. After analyzing the time and space complexities, 
Li et al. proposed an embedded software power model by 
the virtue of the backpropagation artificial neural network 
(B-ANN) [60]. Recent technology development has given 
birth to Data Center Energy-Efficient Resource Scheduling 
(DCEERS), Green Cloud, Elastic Tree, and DENS [61]. 
Intelligent Transportation Cloud Data Center [62], VM 
allocation algorithms for IoT platforms [63], auto-scaling 
energy-efficient VM migration [64] or dynamic workload 
placement [65] are current trends in capping the surge in 
energy consumption of the data centers.

All the aforementioned models have significantly contrib-
uted to reducing the power consumption of data centers from 
the perspectives of cooling and server power consumption. 

But no technology is a complete solution to the overall prob-
lem. Each of these models, technological developments have 
their flaws. Therefore, it is very complex to do a combi-
nation and permutation of all these energy-efficient tech-
nologies while running a complex data center. Therefore, it 
remains an open issue to the model power consumption of 
data centers powered by a diversity of energy resources. To 
fill this technological gap, we propose a power-consumption 
model for modern data centers that are powered by a mixture 
of green and brown energy to reduce the cost and carbon 
footprint.

System overview

In the beginning, we design a data center framework to 
understand the underpinning architecture of a data center. 
Section 3.1 defines the overall structure of a data center.

In what follows, we outline the system architecture in 
Sect. 3.1. In Sect. 3.2, we discuss the methodology applied 
to the development of the model.

System architecture

Figure 1 describes the framework of a medium-scale green 
data center, which compromises a large number of compo-
nents like physical nodes, UPS, Battery, chillers, and other 
heterogeneous energy resources. We elaborate on each of 
these components below.

• Nodes: Computational resources draw significant energy 
from data centers to provide high-performance comput-
ing and storage capacity.

• UPS: UPS offers an uninterrupted power supply.

Fig. 1  The framework orchestrates a diversity of green and brown 
energy sources to maximize the energy efficiency of data centers
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• Air Conditioner: Air conditioning systems are 
deployed to cool down the data centers.

• Chillers: Chillers are also used to cool down data cent-
ers with chilled water.

• Cooling Tower: Cooling towers work as a great source 
of cooling for data centers.

• Generator: Generators produce power from green and 
brown energies.

• Battery: Batteries facilitate energy storage for data 
centers.

More often than not, data centers consume a massive 
amount of energy from brown energy resources (see, for 
example, Coal and Petroleum at the left of Fig. 1), thereby 
releasing an enormous amount of heat and greenhouse 
gasses in the air to cause a major adverse impact on the 
environment. Recent evidence confirms that data centers 
consume energy as large as that of 25,000 households 
and 100 to 200 times of electricity consumed by standard 
office space[66]. This high brown energy consumption 
threatens the sustainability due to a massive carbon emis-
sion from this data center. The high energy cost can be 
curtailed by deploying green energy like solar and wind 
(see the green energy box at the right of Fig. 1). On the 
other hand, green energy causes no significant threat to 
the environment. Plus, green energy can be cost-effec-
tive as well while ensuring the energy supply for the data 
centers.

Instead of using massive coal, petroleum and fossil fuel 
energy, we advocate for green-energy-enabled data cent-
ers powered by solar, nuclear, wind, and hydro-energy 
to optimize the hefty energy demand and diminish the 
operational cost of the data centers. Clean energy not 
only reduces energy costs but also fulfills the UN sus-
tainability goals by lowering greenhouse gas emissions 
in the air thus ensuring sustainability of the world [67]. 
Our dataset shows that solar, wind, nuclear and hydro-
energies are notable sources of energy to eliminate brown 
energy usage. The data center in our system architecture 
makes use of the plenty of solar energy available during 
day time as a source of power while charging the UPS to 
use batteries during nighttime. Also, the energy from the 
turbine and wind can supply power demand to the data 
centers at night, thereby meeting the energy demand of 
the data center at night. Nuclear energy is employed as 
a backup plan. Though nuclear energy produces signifi-
cantly less carbon dioxide (0.0264555 lb co2 from 12gm/
kWh nuclear energy) but comes up with high amount of 
radioactive rays causing severity to the eco-system and 
mankind [68]. It is arguably true that the usage of green 
energy leads to the sustainability of future data centers.

Methodology

While designing a model to cap carbon emission from 
the data center, our second initiative is defining a creative 
methodology to experiment. To initialize in a methodical 
approach, we investigate the popular modeling approaches 
to obtain a rich dataset of energy usage per hour. We decided 
that we are not going to make a prediction with our model. 
Instead, we try to design a model that will prove to reduce 
the carbon dioxide emission from the data center in future. 
After harnessing the dataset, we portray the energy usage 
in graphical forms to come up with a clear picture of a data 
center’s energy consumption and carbon footprint at any 
particular time of the day. This analysis strategy helps us in 
building a theoretical underpinning of our model. In what 
follows, we articulate our research methodology.

• A pilot study. Initially, we graphically plot the energy, 
power consumption and carbon emission trend from the 
data center. We categorically portray these graphical 
trends to illustrate the difference of energy and power 
usage along with carbon emission during each month, 
weekday and weekend, and each day.

• Regression. After a thorough analysis, we decide to 
implement linear, polynomial and lasso regression to pre-
dict a model for reducing the carbon footprint from the 
data center. We also determine to evaluate the efficiency 
and efficacy of our model in terms of their comparative 
study.

• Other models Finally, we would propose how can we 
bring panacea in this scenario and design the energy 
equation that will lower the carbon footprint for the 
future data centers.

Nuclear estimator

To deal with the carbon footprint of the data centers, we 
need to know the carbon emission from the data center per 
hour. Since, we did not have the data of carbon footprint 
from this data center, we design our own carbon footprint 
calculator. This calculator determines the carbon footprint 
of a data center if we can plug in the energy values in this 
calculator as an input. Therefore, we initially searched for 
the amount of carbon emission from the brown and green 
energy resources per hour. Once we get the values, we tune 
them in the calculator to find the total carbon footprint gen-
erated by burning the brown and green energy resources per 
hour. We have mentioned the heterogeneous resources and 
their symbols used to determine the carbon footprint of the 
data center in Table 1.

Let t = {α,β} denote a set of energy types, in which α and 
β represent green energy and brown energy, respectively. 



632 International Journal of Energy and Environmental Engineering (2023) 14:627–641

1 3

The calculator presented in Algorithm 1 measures carbon 
footprint according to a given energy type in set t.

Algorithm 1: Carbon Footprint Calculator 
Input : α, β (KWh) 

δ
α α3

α3

t == α
γ1 α1 α2

α3 α4

t == β
γ2 β1 β2 β3
β4

δ γ1 γ2

Carbon footprint Calculator 1 detects the carbon foot-
print from both green and brown energy resources in a data 
center. Also, to modify the pre-existing carbon footprint 
calculators, we decide to add nuclear emission calculator. 
The data for carbon footprint for the brown energy resources 
are available at [69]. The amount of carbon footprint and 
nuclear emission(only for nuclear energy) generated from 
the green energy resources can be obtained from [70–73]. 
We do our little bit of calculations and play with these value 
and brought to a specific unit pound-per-hour(lbph). The 
nuclear emission is calculated in millirem per year. Then, 
we used simple arithmetic operations to find the amount of 
lbph of CO2 emissions per KWh burning of the different 
fuels. Though we include nuclear energy in this algorithm, 
one may opt for pruning the nuclear energy usage from the 
model. Nuclear energy resources contribute a very less 

carbon footprint, but such resources are highly radioactive. 
It is evident that nuclear energy’s radioactivity causes cell 
damage, impotency, and cancer [74]. Because we are focus-
ing on sustainability, we ensure that nuclear energy only 
plays a supporting role in our model. Also, it was initially 
considered that biomass is a zero-carbon energy resource 
[75]. Recent studies, however, indicate that burning biomass 
produces a carbon footprint double the amount of that pro-
duced by coal energy. For this reason, we treat biomass as 
brown energy in the model though it is traditionally classi-
fied as renewable energy [73].

Results and discussion

Data collection and data handling

Data collection for this research has been crucial in terms of 
reliability, authenticity and scalability. Although we explore 
a lot of information on energy efficiency, renewable energy 
usage, and power modeling of data centers, we could not 
accumulate a data center’s public data on energy resources 
and energy usage. Fortunately, we have the detailed configu-
ration of a data small-scale data center managed by Auburn 
University. We make use of the Auburn data center’s config-
uration fed into the energy-consumption model [76] to esti-
mate energy usage and energy resources. We opt for apply-
ing this model to project the energy usage of the Auburn 
data center because the model has been well validated in 
the literature. Thanks to our carbon footprint calculator, we 
could calculate the carbon emission from this data center per 
hour. After obtaining the panel dataset, we perform multiple 
machine-learning algorithms to exploit the entire scenario. 
We segmented the dataset into yearly, weekday- weekend 
and heterogeneous energy usage and carbon emission of 
the data center to proceed with the different aspects of our 
experiment.

Yearly energy consumption

Figure 2 orchestrates the brown and green energy usage of 
a data center per hour over one year. Figure 3 plots the car-
bon footprint of a data center per hour powered by brown 
and green energy resources. Figure 2 reveals that this data 
center uses a significant amount of green energy resources 
in this case(which is quite an exception). Though brown 
energy resource usage is quite elevated in Fig. 2, still we 
observe this data center uses more green energy in meeting 
the energy requirement. On a contrary, Fig. 3 indicates that 
even the less amount of brown energy usage in this data 
center produces much more carbon dioxide than that by the 
leading green energy resources. This reveals that the data 
center power usage needs an energy-intensive model to cap 

Table 1  Symbol and annotation

Symbol Annotation

α1 Hydro-pump energy
α2 Solar energy
α3 Nuclear energy
α4 Wind energy
β5 Coal energy
β6 Biomass energy
β7 Fossil gas
β8 Oil energy
γ1 Carbon footprint of green energy
γ2 Carbon footprint of brown energy
δ Total carbon footprint
δ Green energy
δ Brown energy
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its carbon footprint. To reduce the carbon emission from this 
data center, the energy resources must be carefully investi-
gated and designed.

Figure 4 depicts the energy consumption cost of a data 
center per hour over a year. Figures 5 and 6 orchestrate the 
brown energy and green energy consumption of the data 
center per hour over a year. Figures 4 and 5 have a strong 
correlation. These two figures are related proportionally to 
each other. We notice, whenever there is a surge in energy 
demand and brown energy consumption increases, the cost 

Fig. 2  This line chart defines the brown and green energy consump-
tion of a data center per hour over a period of one year. The x-axis 
determines time in hour, where the y-axis denotes the energy usage in 
kwh. The maximum and minimum usage of brown energy resources 
in this figure is 22000 KWh and 3500 KWh, respectively, whereas the 
maximum and minimum green energy usage in this figure is 30000 
KWh and 9500 KWh, respectively

Fig. 3  This line chart defines the carbon footprint from a data center 
due to brown and green energy usage per hour over a period of one 
year. The x-axis determines time in hour, where the y-axis denotes 
the carbon footprint in pound per hour (lbph). The maximum and 
minimum carbon dioxide emission from brown energy resources in 
this figure is 32000 lbph and 5000 lbph, respectively, whereas the 
maximum and minimum carbon footprint from green energy usage in 
this fig is around 100 lbph and 26 lbph, respectively. Here, Cbrown 
and Cgreen represent carbon footprint of brown and green energy 
resources, respectively

Fig. 4  The scatter plot defines the relationship between time and 
price of the energy consumption. The x-axis determines time in hour, 
where the y-axis denotes the cost of the energy usage per hour in dol-
lar. The maximum cost in this figure is around dollar 100 per hour, 
whereas the minimum cost is around dollar 19 per hour

Fig. 5  This scatter plot defines the brown energy usage per hour in a 
data center over a period of one year. The x-axis determines time in 
hour, where the y-axis denotes the energy usage in kwh

Fig. 6  This image defines the brown energy usage per hour in a data 
center over a period of one year. The x axis determines time in hour, 
where the y axis denotes the energy usage in kwh.
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of energy consumption per hour also increases. For example, 
during the peak hours, from 10 AM to 8 PM, the cost and 
the brown energy usage are at their peak. Since, renewable 
energy resources (solar, wind, hydro-energy, etc.) are gifts 
of nature, they do not cost any significant amount(except 
nuclear energy). Therefore, we can conclude that excessive 
usage of brown energy solemnly increases the cost as well 
as the carbon footprint of the data center significantly. To 
deal with this situation, one needs to build a carbon footprint 
model comprising significant green energy resources and 
minimalist brown energy resources. This model can reduce 
power usage, increase cost efficiency and most importantly 
cap the

In this section, we portray the energy consumption and 
carbon footprint of the data center over the weekdays and 
weekends.

Figures 7, 8, 9 detail the energy consumption of the data 
center over the weekend. This scatter plot portrays that the 
data center uses significantly more green energy resources 
to meet the never energy demand. Since the total energy 
consumption on weekends is less, the data center uses less 
brown energy resources to reduce the carbon footprint. Fig-
ure 9 orchestrates the carbon footprint of the data center over 
the weekend. This scatterplot signifies that even less brown 
energy usage on the weekends could not impact the carbon 
emission much.

Figure 8 details the energy consumption of the data 
center on the weekdays. This scatter plot portrays that the 
data center uses significantly more brown energy resources 
to meet the ever-surging energy demand. Since the total 

energy consumption on the weekdays is more, the data 
center uses more brown energy resources and less green 
energy resources to fulfill the energy requirement of the data 
center. This massive brown energy usage due to peak data 
traffic leads to an increase in carbon footprint significantly. 
Figure 10 portrays the surge in carbon emission due to the 
huge consumption of brown energy resources.

In terms of energy cost, the data center ends up paying 
more dollars on weekdays than weekends. Figure 11 portrays 
that weekend energy consumption cost is far less than that 
on the weekdays. On the same note, we observe that the 
amount of brown energy usage is significantly high to meet 
the power requirement of the data center. This indicates that 
the massive carbon footprint from the data center is not only 

Fig. 7  The scatter plot defines the carbon footprint from brown and 
green energy usage over the weekend. The x-axis determines time in 
hour, where the y-axis denotes the carbon footprint in lbph. The max-
imum and minimum usage of carbon footprint from brown energy 
resources in this figure is 23000 lbh and 4000 lbph, respectively, 
whereas the maximum and minimum carbon footprint from green 
energy usage in this figure is 200 lbph and 11 lbph, respectively. 
Here, Cbrown and Cgreen represent carbon footprint of brown and 
green energy resources, respectively

Fig. 8  The scatter plot defines the brown and green energy usage 
over the weekends. The x-axis determines time in hour, where the 
y-axis denotes the energy usage in kwh. The maximum and minimum 
usage of brown energy resources in this figure is 15000 KWh and 
4000 KWh, respectively, whereas the maximum and minimum green 
energy usage in this fig is 18000 KWh and 9000 KWh, respectively

Fig. 9  The scatter plot defines the brown and green energy usage 
over the weekdays. The x-axis determines time in hour, where the 
y-axis denotes the energy usage in kwh. The maximum and minimum 
usage of brown energy resources in this figure is 23000 KWh and 
8000 KWh, respectively, whereas the maximum and minimum green 
energy usage in this fig is 15000 KWh and 400 KWh, respectively
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significant damage due to brown energy usage, but ends up 
spending billions of dollars to buy those energy resources. 
Therefore, it is evident that this data center needs an efficient 
carbon footprint model that will cut down brown energy 
resources significantly while using more clean energy.

Heterogeneous energy resources

Figures 12 and 13 show the histogram of brown and green 
energy consumption of our data center. This histograms plot 
the frequency of brown and green energy usage. Figures 12 
and 13 advocate that the frequency of high green energy 
consumption is evident in this data center.

Figure 14 depicts the details of various brown energy 
resources used to meet the power requirement of the data 
center. This image describes that hard coal and oil are signif-
icant sources of powering the data center, whereas biomass 
and coal also contribute to the carbon footprint of the data 
center. We describe, how hard coal and oil produce massive 
carbon footprint with regard to other brown energy resources 
like coal, biomass, etc. (see Sect. 3.3).

Figure 15 depicts the details of various green energy 
resources used to meet the power requirement of the 
data center. This image describes that wind, nuclear, and 
water reservoirs are the significant green energy resources 
to power the data center. Whereas solar, hydro-pumps, 
waste, and rivers also contribute to the energy supply of 
the data center. We describe, how nuclear energy produces 

Fig. 10  The scatter plot defines the carbon footprint from brown and 
green energy usage over the weekend. The x-axis determines time in 
hour, where the y-axis denotes the carbon footprint in lbph. The max-
imum and minimum usage of carbon footprint from brown energy 
resources in this figure is 32000 lbph and 11,000 lbph, respectively, 
whereas the maximum and minimum carbon footprint from green 
energy usage in this figure is 167 lbph and 98 lbph, respectively. 
Here, Cbrown and Cgreen represent carbon footprint of brown and 
green energy resources, respectively

Fig. 11  The scatter plot defines the energy cost over the weekend and 
weekdays. The maximum energy cost on a weekday is dollar 110 dur-
ing 10 AM to 3 PM and that during a weekend is dollar 75

Fig. 12  The histogram details the brown energy consumption of 
our data center. The x-axis represents the amount of energy usage 
in KWh, and the y-axis represents the frequency of the energy con-
sumption. The highest frequency (120) of brown energy lies between 
12,984 and 14,484 KWh

Fig. 13  The histogram details the green energy consumption of our 
data center. The x-axis represents the amount of energy usage in 
KWh, and the y-axis represents the frequency of the energy con-
sumption. The highest frequency (120) of green energy lies between 
19,673 and 23,373 KWh
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radioactive emissions causing damage to mankind and ani-
mals (see Sect. 3.3). This signifies that the power source of 
brown energy needs to be designed properly to reduce the 
carbon emission and nuclear emissions from the data center.

Figure 16 represents the carbon footprint of the data 
center intrinsically. This line chart depicts that the rise in 
the total carbon footprint of the data center is solely due to 
the carbon footprint of brown energy resources over time. If 
we carefully investigate Fig. 16, we will find that the carbon 
footprint of the green energy resource is significantly less 
than that of the brown energy resources. Despite focusing 
on more green energy usage, this data center fails to cap 
the carbon dioxide emission from it. Therefore, this gives 

us a strong motivation to build an efficient carbon footprint 
model that will lower the carbon emission intensity from 
this data center.

Modeling energy usage

In our prior study reported in [5], we developed a power 
model to predict the power usage of a data center. This paper 
focused on the prediction accuracy of the algorithm in deter-
mining the future power consumption of the data center. 
But our current paper centers around capping the carbon 
footprint from a data center.

The aim of this paper is to build a model using maxi-
mum green energy resources. Also, our model should cap 
maximum carbon footprint from this data center. To provide 
a model for capping carbon footprint, we apply three dif-
ferent regression models, i.e., linear regression, polynomial 
regression, and lasso regression. These three models predict 
the carbon footprint of the green data center using the same 
energy resources but based on different statistical param-
eters. Turns out, all these three statistical models work fine 
to predict the carbon footprint of the data center. But here, 
we do not focus on prediction accuracy and efficacy. Rather 
our goal here is to determine the model that caps maximum 
carbon footprint from this data center. We plot the graph of 
actual and predicted carbon footprint from these models to 
determine the best model for capping carbon footprint for 
the green data centers. The best model from this graph (see 
17) will provide an important measure for the network and 

Fig. 14  This 2D chart depicts the various brown energy resource 
usage in a data center. Among all the other energy resources, hard 
coal and oil contribute to the maximum energy supply for the data 
center. Here, y-axis represents energy usage in KWh for various 
brown energy resources

Fig. 15  This 2D chart depicts the various brown energy resource 
usage in a data center. Among all the other energy resources, hard 
coal and oil contribute to the maximum energy supply for the data 
center. Here, y-axis represents energy usage in KWh for various 
brown energy resources

Fig. 16  The line chart plots the carbon footprint trend from brown 
and green energy along with the total carbon footprint. The Y-axis 
represents the carbon emission per hour in lbh. This chart signi-
fies that though the overall brown energy usage is lesser than green 
energy resources, the carbon footprint of brown energy exceeds the 
carbon footprint of green energy. Thus, total carbon footprint also 
increases significantly. Here, Cbrown and Cgreen represent the car-
bon footprint of brown and green energy; whereas total CF represents 
the total carbon footprint of the data center
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power engineers in reducing carbon dioxide emissions by 
just plugging in the energy values.

To do a pilot study, we initialized our experiment by 
checking the flaws of the data. After a quick reshaping and 
removing the skewness of the data, we start our experiment. 
We decide to proceed further in the following way:

• Initially, we decide to plot the dataset and find the rela-
tionship among each of the attributes. This gave us an 
idea of selecting the modeling strategy.

• Next, we split the dataset into random training and testing 
dataset. We finalize linear, polynomial, and lasso regres-
sion strategies to create the carbon footprint model for 
the data centers.

• Later, we decide to evaluate these models based on R 
squared value, p value, and other decision parameters.

• To understand the importance of each model, we came 
up with model plotting and thus decide the best model 
for capping the carbon footprint.

• Once figuring out the best possible modeling strategy, we 
design the carbon footprint reduction model of the data 
center.

The model evaluation is done based on p value, R squared 
value, mean squared error adjusted R squared values. Also, 
we plot the relationship between each attributes of the panel 
dataset to provide readers with a detailed graphical view. 
Also, once we plot the actual vs predicted carbon footprint 
for each model. We provide the details on how and why 
we claim that the particular model is great for capping the 
carbon emission from the data center.

Initially, we decide to use three candidate modeling tech-
niques: linear regression, polynomial regression and lasso 
regression to predict the carbon footprint for future. In this 
case, we try to incorporate as much green energy as pos-
sible. The reason behind incorporating more green energy 
is to reduce the energy price as well as the carbon emis-
sion from the data center. But to meet the power hunger 
during the peak hours the data center requires some brown 
energy resources. Therefore, we decide to include fossil gas 
as one of the brown energy resources for the carbon footprint 
model. Though fossil gas is a traditional energy resource, 
but it causes less carbon emission and provides high power 
with lesser amount. Once we build the models with linear, 
polynomial and lasso regression, we intend to evaluate our 
model efficiency in predicting the future carbon footprint 
for future. We decide to define the efficiency parameters of 
these three models via Table 2.

Table 2 denotes the evaluation parameters of three mod-
eling techniques. In terms of significance (denoted by the p 
value), all the models reject null hypothesis and prove to be 
significant. The standard R squared value suggests that these 
models have goodness of fit.

Error and mean squared error (MSE) suggest that lasso 
regression predicts the carbon footprint quite accurately, 
whereas linear regression and polynomial regression mod-
els have significant MSE. There lies the conflict. We can 
say that though lasso regression does a phenomenal job in 
predicting the carbon footprint accurately, the linear and 
polynomial model actually caps the carbon footprint of the 
data center. These two models of carbon footprint produce 
less carbon footprint and thus point toward sustainability. In 
other words, polynomial regression turns out to cap maxi-
mum carbon footprint from the data center than lasso regres-
sion and linear regression model. We have to always remem-
ber, here our aim is to build such a model that will reduce the 
current carbon footprint of this green data center for a better 
sustainable approach. Though in Fig. 17, the lasso regression 
has a high prediction accuracy, here we are more eager to 
see a model that will deplete the current carbon emission of 
this data center.

Figure 17 suggests that the polynomial regression is 
doing a phenomenal job in reducing the carbon footprint. 
The figure advocates that lasso regression is doing a phe-
nomenal job in terms of prediction accuracy. But to cap the 
carbon footprint, we need to rely on linear and polynomial 

Table 2  The residual standard evaluation parameters

Parameter Linear Polynomial Lasso

P value  < 2.2e–16  < 2.2e−16  < 2.2e−16
R2 0.8957 0.8964 0.8257
Adjusted  R2 0.8956 0.8962 0.8981
Residual SE 1927 1920 2032
Mean squared error 4887 5016 3971

Fig. 17  This plot determines the relation between actual carbon foot-
print from the data center with predicted carbon footprint of the data 
center based on linear, polynomial and lasso regression model. The 
x-axis determines time, while the y-axis denotes the carbon footprint 
per hour



638 International Journal of Energy and Environmental Engineering (2023) 14:627–641

1 3

regression. Now the question comes why we are saying both 
the linear and polynomial models are effective in terms of 
capping the carbon footprint. When we were modeling the 
carbon footprint of the data center, we introduced some lin-
ear parameters in the polynomial equation along with their 
second degree. This helped us in tuning the polynomial 
model to cap the carbon emission from the data center.

In Eq. 1, we have used mostly green energy resources. It 
is worth noting that, to reduce wastage and balancing sus-
tainability, we incorporate waste energy in our equation. 
Including waste energy and eliminating nuclear energy in 
out carbon footprint equation makes the model efficient, 
sustainable and green. Also, Eq. 1 is incorporated only 
one brown energy resource which is fossil gas. It is worth 
depicting that burning small amount of fossil gas produces 
significantly large amount of energy while contributing to 
less carbon footprint; hence, adding a single brown energy 
resource in our research equation has produced a better, 
stable and efficient model to reduce carbon emission. Our 
experiment gives rise to two case studies. The case studies 
are mentioned in Sect. 6.

Case studies

While experimenting with carbon footprint capping from 
data centers we come across two significant case studies. 
These case studies are mentioned below:

• Weekend carbon footprint capping(see 6.1)
• Carbon capping during peak hours(see 6.2)

These two case studies are described in the following 
subsections.

Weekend carbon footprint capping

While experimenting with the data, we decide to evalu-
ate our model on the weekday weekend data. Though for 
weekdays, the model fits perfectly and there is no exception, 
model evaluation for weekends depicts a different scenario. 

(1)

CarbonFootprint = − 2.291e + 03 × solar + 4.746e
+ 03 × solar2 + −1.069e + 04 × wind
+ 2.2369e + 01 × waste + −2.581e
+ 04 × waterreservoir + −3.247e
+ 04 × river + −2.763e + 04 × river2

+ −2.753e + 00 × hydropump
+ .240e + 00 × fossilgas

Therefore, we feed the weekend data into three regression 
models and it turns out that the linear regression model caps 
maximum carbon footprint.

Figure 18 depicts the actual vs predicted carbon footprint 
over the weekends. Figure 18 reveals that the linear model 
works best in capping the carbon footprint of the data center 
over the weekends. This is probably because the data center 
power load over the weekends is significantly less. Limited 
brown energy usage over the weekends probably contributed 
to determining the best model to reduce carbon emission 
over the weekends. This result compels us to determine that 
along with our general carbon footprint model to limit the 
carbon footprint from the data center, we will look into more 
specific models in future research.

Carbon capping during peak hours

While analyzing the energy trend and carbon emission from 
the data center during peak hours, we realize, data centers 
burn massive brown energy resources during peak hours(see 
Sect. 4). Therefore, to meet the power demand during peak 
hours, we propose to store maximum green energy during 
non-peak hours. To store green energy resources, we may 
use various technical products like UPS(for solar energy), 
large above-ground tanks or in underground caverns (for 
wind energy), or pumped hydroelectric storage(for hydro-
energy), etc. Modern technology today allows us to effi-
ciently manage waste. We may think to use the waste energy 
efficiently to supply power during the peak hours for this 
data center.

Fig. 18  This plot determines the relation between actual carbon foot-
print from the data center with predicted carbon footprint of the data 
center based on linear, polynomial and lasso regression model over 
the weekends. The x-axis determines time, while the y- axis denotes 
the carbon footprint per hour
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Conclusion

In this study, we aim to construct a carbon footprint model to 
optimize the energy efficiency of green data centers. Thanks 
to the various modeling strategies, we propose a model to 
cap the carbon footprint of a green data center. More spe-
cifically, we updated our carbon footprint calculator with an 
effective algorithm to detect nuclear emissions from nuclear 
energy resources. Our intensive experiments demonstrate 
that our model is conducive to capping the carbon footprint 
of the data centers powered by brown and green energy. 
Our experimental results confirm that our model consistently 
declines carbon and nuclear emission from the data center.

As mentioned in the objectives(see Sect. 1), the main aim 
of this project was to limit massive brown energy usage of 
the data centers, capping the global carbon footprint, and 
make the data centers more sustainable. Our paper has pro-
duced a significant model that relies massively on clean 
energy resources that cause minimum carbon emission. 
Also, we focus on sustainability by not including nuclear 
energy as a power resource of this data center as it is still 
difficult to manage nuclear waste. Our nuclear and carbon 
footprint calculator is strong evidence that we are extremely 
dedicated to ensuring our mission and our objectives are 
properly maintained. Summarizing as a whole, we can claim 
that our paper ensures traditional energy usage reduction 
along with sustainability and carbon emission reduction.

As a future research direction, we intend to design statisti-
cal models at a micro-level. We want to develop an individ-
ual carbon footprint model for peak–non-peak hours of the 
day, weekend–weekdays, etc. In a second future direction, 
we want to explore the horizon of geographical load balanc-
ing strategy in capping power demand and carbon emission. 
Combining our carbon footprint model and the geographical 
load balancing will achieve superior efficiency, sustainabil-
ity, and novelty in our research.
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Abstract
Trying to understand to what extent active methods (the angle of placement chamber + the change of temperature of the 
barrier included inside the chamber) and passive methods (the application of MF + HAP) can be used in controlling and 
managing EP regarding to HT of non-Newtonian FF has been one of the goals of this numerical study. Since in this study, 
in addition to convection process, heat conduction in the solid is also considered, in addition to Ha, PL index, Ra, HAPC, 
TMF, the barrier temperature and the chamber inclination angle, TCR is presumed as the controller variable. The utmost 
momentous obtained outcomes are as follows: (A) On average, a decrease of up to 38% in the flow power and a decrease of 
up to 45% in HT amount are the result of an augmentation of in the value of Ha and PL index. (B) The impact of exerting 
MF becomes more noticeable with diminish in PL index. Augmentation of Ha to the highest value causes decline in the 
mean Nu by about 52% and 18% for n = 0.75 and n = 1.25, respectively. (C) To achieve a flow with higher power and higher 
the mean Nu, MF can be used non-uniformly, especially TMF1. The more noticeable influence of changing TMF is the 
result of augmentation of the amount of Ha. The influence of the change in TMF to the shear thickening fluid is lowest. (D) 
As TCR increases, the maximum mean Nu is acquired, in which case the impact of increasing Ha and the HAPC becomes 
more pronounced. (E) The minimum amount of HT, current power and MF influence is obtained when the chamber is at an 
angle of + 90°, in which case the mean Nu is up to about 75% less than the zero angle. (F) Although enhancement of HAPC 
reduces the mean Nu, it nevertheless increases the flow power and influence of MF on EP. In the case of heat production, 
the increment of in EP is the result of the enhancement of in Ha, unlike in other cases. (G) EP and current vigor increase by 
placing the barrier at hot temperature while the mean Nu diminishes. The contribution of MF in EP increases with enhance-
ment of block temperature. (H) Be value increases with increment of HAPC, augmentation of Ha and decrement of TCR, 
and maximum Be value is obtained at an angle of + 90°.

Keywords Conjugate heat transfer · Power-law fluid · Heat absorption/production · Non-uniform magnetic field · Entropy 
production · Lattice Boltzmann method · Variable barrier thermal boundary condition · Inclination angle of chamber

List of symbols
B  MF vigor
Be  Number of Bejan
c  Discrete lattice velocity
F  Exterior force
f  Function of the density distribution
g  Energy distribution function

feq  Equilibrium density distribution function
geq  Equilibrium energy distribution function
g  Gravity vector
h  MF distribution function
heq  Equilibrium MF distribution function
H  Chamber height and length
Ha  Hartmann number
HAPC  Coefficient of HAP
k  Coefficient of thermal conductivity
n  Power-law index
Nu  Number of Nusselt
p  Pressure
Pr  Number of Prandtl
Q  Volumetric HAP
Ra  Number of Rayleigh
S  Entropy value in total mode
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SF  EP arising from fluid friction
SM  EP arising from MF
SH  EP arising from HT
T  Temperature
TCR   Ratio of thermal conductivity 

(
ks

kf

)

TMF  Type of magnetic field applied
u (u, v)  Macroscopic velocities
x (x, y)  Lattice coordinates

Greek symbols
α  Coefficient of thermal diffusivity
β  Coefficient of thermal expansion
τ*  Relaxation time associated with flow field
τ**  Relaxation time associated with temperature 

field
τ***  Relaxation time associated with MF
υ  Kinematic viscosity
θ  Dimensionless temperature
ρ  Density
φ  Enclosure placement angle
µ  Dynamic viscosity
Ψ  Dimensionless stream function
ω  Weighting coefficient

Subscripts
c  Cold
f  Fluid
h  Hot
s  Solid

Introduction

One of the methods for controlling heat transfer (HT) caused 
by convection processes, including natural convection HT 
(NCHT), is to use the impact of magnetic field (MF) on fluid 
flow (FF). The analysis of FF subjected to MF is known as 
magnetohydrodynamics. This new medium can be used in an 
alternating MF for estimating and measuring X-ray experi-
ments or for heating cellular tissues that have magnetic prop-
erties. The motivation that has led to make a detailed study of 
the behavior of magnetohydrodynamics in different conditions 
attractive and mandatory is the wide application of this physi-
cal branch, including applications in foundry, health and food 
industries [1–4]. It is necessary to check FF under non-uniform 
MF from two aspects: (1) FF is not always under uniform MF. 
Sometimes, depending on the conditions, the variable MF 
affects the flow. (2) To achieve a specific goal, there is a need 
to apply non-uniform MF in different ways. In addition to the 
fact that the characteristics of the current are controlled by 
the presence of MF, and the direction of applying this param-
eter also has special effects in such a way that it is possible to 
achieve different currents by using this parameter [5–8].

The main characteristic of fluids with non-Newtonian 
behavior is existence of nonlinear communication between 
tensors of stress and shear rate. This characteristic leads to 
different fluid behavior in different conditions. Unlike New-
tonian fluid, where viscosity is a constant coefficient relat-
ing stress and shear rate, such a fixed parameter cannot be 
defined in non-Newtonian fluids. One of the most widely 
used models of this category of fluids is the power-law (PL) 
model, which has the ability to model extensive range of 
fluids. Most of the fluids in nature and used in industries 
reveal their non-Newtonian behavior, among which it can 
refer to the blood flow in the veins [9–12].

Since sometimes it is necessary to build a device for HT 
in electronic equipment that has a special shape, so it is very 
vital to investigate the design of chambers with different 
shapes in which HT occurs. Simplicity in the simulation of 
square and rectangular enclosures is the most obvious reason 
for the lack of research related to non-square enclosures. The 
placement of the chamber with special shapes in unwanted 
positions makes it important to check the shaped chambers 
[13–16].

One of the influencing parameters on FF fields is the pres-
ence of heat absorption/production (HAP), which sometimes 
has an impact in a desired and sometimes undesired way. 
In order to achieve a specific goal, researchers simultane-
ously examine HAP and MF on FF, which these activities 
has increased in recent years, because this phenomenon hap-
pens in momentous cases such as the nuclear industry and 
chambers where combustion occurs [17–20].

The concept of conjugate HT refers to that, in addition 
to the process of convection the fluid inside the industrial 
equipment, sometimes it is impossible not to consider HT 
inside the solid wall [21–23]. In this process, a part of HT 
occurs inside the solid wall and then the fluid is involved 
and the overall HT occurs. Investigating this phenomenon is 
due to its frequent use in different industries. As an example, 
the heat transferred in the wall of the combustion chamber 
cannot be ignored [24–26].

Respect to the outstanding capabilities of Lattice Boltz-
mann method (LBM) in the numerical analysis of complex 
flows, including multiphase flows, flows under the effect of 
MF, and combustion simulation, in the last three decades, 
it has received a lot of attention from engineering experts. 
The two main stages that are the basis of this method are 
as follows: the collision stage and the streaming stage. The 
most famous model for performing the collision phase is the 
LBGK model. In this model, single relaxation time (SRT) 
is used [27–30]. It is possible to understand some salient 
features of LBM in Fig. 1.

The study of entropy production (EP) as a measure of 
the destruction of workability is a very momentous issue 
to achieve an optimal design in energy systems. The basis 
of the science of EP goes back to the studies of Kelvin and 
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Clausius on the irreversible aspects of the second law of 
thermodynamics. After the studies of Kelvin and Clausius, 
theories based on preliminary principles raised by them, it 
was developed. However, the study of EP caused by tem-
perature difference by classical thermodynamics remained 
untested, which motivated many researchers to analyze 
applied engineering problems based on the second law of 
thermodynamics. Among the different sources of EP, we can 
mention HT caused by limited temperature difference, fluid 
viscosity and mass transfer [31–34].

Since LBM has been used in the existing simulation and 
considering the multiplicity of keywords related to the sub-
ject of the available perusal, a review of past studies with 
emphasis on priority over recent years is presented below. 
The most considerable achievements are stated so that the 
innovation and necessity of the available research can be 
clearly identified.

• Numerical study using SIMPLE algorithm on simulation 
of nanofluid NCHT inside an inclined square chamber 
contains thermogenic fins under uniform MF (Khetib 
et al. [35]): (1) It is possible to use the shape and place-
ment of the fin embedded inside the chamber as a passive 
method to control the flow and HT characteristics. (2) 
The reduction of EP and the mean Nu results with the 
augmentation of MF power. These effects are controlled 
by changing the tilt angle of the chamber.

• Numerical study using control volume method to simu-
late nanofluid NCHT inside a rectangular chamber con-
taining two hot triangular obstacles (Alqaed et al. [36]): 
(1) The decrease in Be and increase in mean Nu and EP 
are the result of augmentation of the strength of buoy-
ancy forces (augmentation of Ra). (2) If the Ra is low 
(conduction prevails over convection), the amount of HT 

and EP does not change noteworthy due to the augmenta-
tion of Ha. (3) To manage FF, the inclination angle of the 
chamber can be used in such a way that the maximum 
amount of mean Nu is obtained in inclination angle of 30 
degrees.

• Numerical study by LBM in the analysis of PL fluids 
HT under uniform MF (Aghakhani et al. [37]): (1) For 
flow management and control, it is possible to benefit 
from the variable aspect ratio of the chamber, so that the 
convection effects are significantly reduced with an aug-
mentation of in the aspect ratio. (2) To reduce the effect 
of MF, it is enough to augmentation of the cavity aspect 
ratio and the fluid PL index.

• NCHT study in a square enclosure with considering the 
heat conduction effects in the conductor wall (Ferhi et al. 
[38]): (1) Although sometimes MF may unintentionally 
affect FF, its effects can be controlled by changing the 
angle of the chamber (or by changing the angle of appli-
cation of the MF). (2) The irreversibility amount and the 
share of HT in EP are strongly dependent on the values of 
Ra, Ha and ratio of thermal conductivity (TCR), so that 
the lowest EP is the result for the lowest value of TCR.

So far, many methods have been proposed to control of 
HT in enclosures and heat exchangers, which are divided 
into active methods (with energy consumption) and passive 
methods (without energy consumption). In active methods, 
an external factor such as a MF or an oscillator causes a 
change in FF and increases the convection coefficient. But 
in passive methods, without using an external source and 
only with measures such as changing the geometry of the 
chamber such as making the walls wavy or changing the 
angle of chamber placement along with adding materials 
such as nanoparticles to the fluid, the rate of HT can be 
increased [39–45].

Taking into consideration the researches reviewed above, 
it is clear that the influence of HAP and non-uniform MF 
on NCHT in a novel inclined irregular hexagonal chamber 
involving a square block in different temperatures with LBM 
not reviewed. This numerical study, which has been ana-
lyzed considering the first and second laws of thermody-
namics, reveals to what extent it is possible to influence the 
amount of HT and EP by using passive and active methods. 
The reason for using LBM in this simulation is the ease 
of applying the boundary conditions between the solid 
and fluid surfaces, which is the reason why this method is 
superior to other methods of proportional fluid dynamics 
in fluid flow modeling. The most great goal in carrying out 
this simulation is to try controlling and managing FF with 
various methods in order to achieve the desired flow char-
acteristics in the face of desired or unwanted phenomena. 
This simulation can be helpful and effective for modeling 

Fig. 1  Some features of LBM
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in high-efficiency design of equipment such as electronic 
coolers and thermal insulators.

After reading of this article, it is possible to understand 
how it is possible to influence the characteristics of the 
flow (Including the amount of HT, the flow power and the 
amount of EP) with low-cost or even simple method. Also, 
this numerical study can give a suitable perspective to those 
interested in the field of heat transfer, which can be done 
with tools such as LBM to accurately analyze fluid flow 
problems in order to obtain the best state to have a favora-
ble flow. This study, which contains an extension of LBM, 
showed that this method is a powerful tool in CFD that can 
model complex flows problems more easily.

Methodology

A view of the geometry of the problem under investigation 
is depicted in Fig. 2a. Regarding to φ symbol, the chamber is 
placed at different angles while a square-shaped impediment 
with dimensions 0.3H × 0.3H in the position (0.3H, 0.35H) 
at the variable temperature embedded inside the chamber. 
Based on φ = 0, the main factor of NCHT is the temperature 
difference of the vertical wall (hot) and the walls on the right 
side of the chamber (cold), while the horizontal walls is 
assumed to be adiabatic. 0.1H is considered as the thickness 
of the conductive wall, which is placed in the neighborhood 
of the vertical wall, and through this, the heat of the wall is 
transferred to the fluid. The uniform HAP with a vigor of Q 
affects on FF. Three different shapes are chosen to exert MF 
to affect FF. The assumptions made in this simulation are 
presented in Fig. 3 while the correspond values for existing 
simulation   are presented in Fig. 4.

Fig. 2  a A view of the studied geometry. b A sketch of computational domain along with  D2Q9 lattice arrangement

Fig. 3  Assumptions used for 
numerical solution in present 
simulation
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Considering the dimensionless variables in solving the 
equations and analyzing the outcomes according to Eq. (1) 
and according to the assumptions included in Fig. 3, the 
dimensionless basic equations in the analysis of PL fluid 
on FF and HT are declared according to Eqs. (2) to (10) 
[46–48]. In PL model for fluid, dynamic viscosity (μ), kin-
ematic viscosity (υ) and shear rate tensor (γ) are determined 
according to Eqs. (11) to (13) [49–51]. The relationship that 
reveals the thermal interaction between the conductive wall 
and the fluid is proposed according to Eq. (14) [52]. The 
stream function ( Ψ ) is determined according to Eq. (15).
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Fig. 4  The values range of the investigated variables
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Unlike the conventional CFD methods, LBM is based on 
the mesoscopic kinetic equation, which uses the set of behavior 
of particles in a system to simulate the continuous mechanics 
of a system. Due to the local nature of calculations, common 
hardware has the ability to parallelize. The main advantage of 
this model is its simplicity. This method is rapidly expanding 
and progressing, and many physical phenomena have not yet 
been investigated by this method. Considering all the mentioned 
cases and according to the characteristics shown in Fig. 1, LBM 
is used for this simulation. To augmentation of the precision of 
calculations, instead of using two distribution functions (for tem-
perature and flow fields), three distribution functions are used in 
the existing work. That is, a separate function is considered for 
MF, and in this way, the impact of MF is not considered only as 
a term source. The equations related to this numerical solution 
method are shown in Eqs. (16) to (30) [53].
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Achieving the correct outcomes from the simula-
tion requires the accuracy and correctness of applying 
the boundary conditions. Since all flow boundaries are 
smooth or diagonal, the bounce back model is used in 
LBM. Regarding to this model and taking into account 
Fig. 2b, the distribution functions outside the boundary 
assumed known (Specified in the streaming step) while 
the input functions to the solution domain are unknown 
[27–29]. An example of how to apply these boundary con-
ditions (velocity and temperature) is provided in Eqs. (31) 
to (34) for φ = 0.
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(31)Boundary conditions on hot wall:

⎧⎪⎨⎪⎩

f1(0, j) = f3(0, j), f5(0, j) = f7(0, j), f8(0, j) = f6(0, j)

g1(0, j) = Th[�(1) + �(3)] − g3(0, j), g5(0, j) = Th[�(5) + �(7)] − g7(0, j),

g8(0, j) = Th[�(6) + �(8)] − g6(0, j)

(32)Boundary conditions on upper cold wall:

{
f8(i, j) = f6(i, j), f4(i, j) = f2(i, j), f7(i, j) = f5(i, j), f3(i, j) = f1(i, j)

g8(i, j) = −g6(i, j), g4(i, j) = −g2(i, j), g7(i, j) = −g5(i, j), g3(i, j) = −g1(i, j)

(33)
Boundary conditions for interaction of fluid and conductive wall:{

f1(0.1H, j) = f3(0.1H, j), f5(0.1H, j) = f7(0.1H, j), f8(0.1H, j) = f6(0.1H, j)
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The algorithm used to perform the numerical solution 
using LBM is in accordance with Fig. 5.

The amount of irreversibility created due to the rotation of 
the fluid inside the chamber is measured by a parameter called 
entropy, which is alluded according to Eq. (35). The share of 
HT in EP is measured by a parameter called number of Bejan 
(Be), and this parameter is according to Eq. (36). The predomi-
nance of HT share in EP is determined by Be > 0.5. The dimen-
sionless quantity that is used as a scale to measure HT in this 
study is mean Nu, which expresses the ratio of convection HT 
to conduction HT and is exhibited according to Eq. (37) [53].

(34)Boundary conditions on upper adiabatic wall:

⎧⎪⎨⎪⎩

f4(H, j) = f2(H, j), f6(H, j) = f8(H, j), f7(H, j) = f5(H, j)

g0(H, j) = g0(H, j), g4(H, j) = g4(H, j), g7(H, j) = g7(H, j),

g1(H, j) = g1(H, j), g2(H, j) = g2(H, j), g3(H, j) = g3(H, j),

g6(H, j) = g6(H, j), g5(H, j) = g5(H, j), g8(H, j) = g8(H, j)

In order to have accurate outcomes and to make sure that the 
outcomes are not dependent on the size of the selected mesh, 
the independent check of the selected mesh size is presented 
in Table 1. Since the solution domain is considered square and 
H × H according to Fig. 2, regarding to Table 1, by choosing a 
100 × 100 grid size, it can be sure that the outcomes are inde-
pendent of the selected grid because a noticeable change is not 
observed for the larger dimensions of the network. The Fortran 
code written to compare with the conducted studies is shown 
in Figs. 6, 7 and 8. By observing the small difference between 
the outcomes, it can be sure of the high efficiency of the code 
and easily present and analyze the results.

Results and discussion

Displays Fig. 9 parts (a)–(c) isotherms in exchange for varia-
tions of Ha, TCR and φ. There are two important points that 
need to be explained: (1) The linear temperature distribution 
inside the wall is the result of the high thermal resistance 
of the wall, which is caused by the low TCR. Observation 

(35)S =
∫ STOTd�V

�V
, Ṽ∶ Volume

(36)Be =
SH

SF + SH + SM

(37)Nu =
1

H

1

∫
0

−
(
��

�X

)
X=W

dY

Fig. 5  The process of simulation in LBM

Table 1  Mean Nu for 
different mesh sizes at 
TCR = 10, HAPC = 0, TMF2,

� = −90◦, �B = 0.5

Mesh size 60 × 60 80 × 80 100 × 100 120 × 120 140 × 140

Ha = 0 n = 0.75 Nu 2.96 3.09 3.18 3.22 3.24
Error (%) – 4.11 2.65 1.25 0.65
||Ψmax

|| 0.091 0.101 0.108 0.113 0.117
n = 1.25 Nu 2.44 2.49 2.52 2.538 2.549

Error (%) – 1.81 1.15 0.75 0.45
||Ψmax

|| 0.046 0.048 0.051 0.0525 0.054
Ha = 60 n = 0.75 Nu 1.454 1.495 1.52 1.533 1.541

Error (%) – 2.75 1.21 0.91 0.51
||Ψmax

|| 0.023 0.0246 0.027 0.0288 0.0295
n = 1.25 Nu 2.29 2.32 2.34 2.35 2.35

Error (%) – 1.08 0.79 0.41 0
||Ψmax

|| 0.0365 0.0371 0.039 0.039 0.039
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of nonlinear behavior for temperature distribution occurs 
while TCR value grows. Based on Fourier's conduction law, 
the nonlinear temperature distribution inside the conductor 
wall increases dramatically. The expansion of the isotherms 
becomes possible with the augmentation of the TCR value, 
especially at the angles of 0 and − 90°. This phenomenon is 
not seen in φ = + 90°. Because at φ = + 90°, since the heat 
source is at the top and the cold source is at the bottom, the 
lowest convection performance occurs. (2) Respect to the 

dominance of conduction over the convection at φ = + 90°, 
in all values of TCR, there is no remarkable variation in 
streamlines with augmentation of MF strength. However, 
in the other two φ values, the decline in the distortion of 
the isotherms is the result of the augmentation of in the 
Ha value. A substantial decline in the compactness of iso-
therms can be seen with the augmentation of Ha, especially 
around the cold walls and conductive wall. This phenom-
enon reveals that the convection effects are reduced. It can 

Fig. 6  Comparison of the present code and reference [55] based on EP

Fig. 7  Comparing the outcomes of the present code (solid lines) with 
references [54] (square symbol) for Ra = 10.5

Fig. 8  Comparing the outcomes of the present code with references 
[56] and [57]
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Fig. 9  Isotherms for different values of Ha and TCR in a HAPC = 0, TMF3, �B = 1, n = 0.75, � = − 90◦ , b HAPC = 0, TMF3, �
B
= 1, n = 0.75, � = 0 , c 

HAPC = 0, TMF3, �
B
= 1, n = 0.75, � = +90◦ and d Streamlines and entropy lines for different values of Ha and λ in HAPC = 0, TMF3, �

B
= 1, n = 0.75, TCR = 10
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be inferred from Fig. 9 part (d): (1) The pattern of stream-
lines changes with changing φ. In φ = 0, the fluid rotates 
around the hurdle, creating a clockwise vortex, while at the 
other two angles, two symmetrical vortices form on either 
side of the hurdle while rotating in opposite directions. The 
flow vigor formed inside the chamber can be changed by 
changing φ so that the current vigor at φ = 0 is about twice 

as much and 4.3 times higher than angles of φ = − 90° 
and φ = + 90°, respectively. (2) Increment of Ha leads to a 
noticeable decrease in flow vigor because MF exerts a resist-
ing force on FF, contrary to the gravitational force according 
to Eq. (3). Enhancement of Ha from zero to 60 reduces the 
flow vigor by about 72%, 59%, and 51% for φ = 0, φ = − 90°, 
and φ =  + 90°, respectively. (3) As Ha values increases, the 

Fig. 9  (continued)
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amount of EP decreases with respect to the entropy lines. 
Because based on Eqs. (7) to (10) in addition to reducing 
the speed and temperature gradients, the velocity value also 
decreases. (4) It may be assumed that the augmentation of in 
EP results from an increase in the amount of Ha according 
to Eq. (14), but it should be noted that increment of Ha also 
decreases velocity value and velocity gradient. The sum of 
these factors leads to a reduction in the amount of irrevers-
ible inside the chamber. The lower impact of MF on the 
reduction of EP for φ =  + 90° is evident, as well as the least 
amount of irreversibility belongs to this angle. At all three 
angles of inclination, there is the highest amount of EP in the 
vicinity of the impediment is due to HT. Also near the cold 
walls and the conductor wall there is a high density of lines, 
where there are the most velocity variations.

Regarding to Fig. 9, it can be observed explicitly that by 
variation the chamber placement position, the amount of HT 
and FF power can be controlled.

Based on Fig. 10, which presents the mean Nu, several 
momentous points can be stated: (1) For φ =  + 90°, the low-
est mean Nu value results. Because in this situation, hot and 
cold walls are placed at the top and bottom of the chamber, 
respectively. Based on the Rayleigh–Benard phenomenon, 
this situation is the worst case for the convection process 
to occur. In comparison of φ = 0 and φ = − 90°, the highest 
the mean Nu value is related to φ = 0, because in this situ-
ation, the chamber is heated from the side wall. Because 
in the chambers that are heated from the side surfaces, by 
creating a small temperature difference, the phenomenon of 
convection occurs. However, cavities heated from the upper 

Fig. 9  (continued)
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Fig. 10  Mean Nusselt number for different values of Ha, λ and TCR in HAPC = 0, TMF3, �B = 1, n = 0.75

Table 2  Values of EP for the 
different Ha, TCR and λ in 
HAPC = 0, TMF3, �

B
= 1, n = 0.75

TCR = 0.5 TCR = 1 TCR = 10

φ = − 90° φ = 0 φ = + 90° φ = − 90° φ = 0 φ =  + 90° φ = − 90° φ = 0 φ = + 90°

Ha = 0 29.15 32.75 31.85 38.05 41.55 40.57 38.15 44.25 42.05
Ha = 20 28.65 31.74 31.21 37.25 40.54 39.35 37.55 42.11 39.93
Ha = 40 27.95 30.45 29.95 36.15 38.65 37.32 36.24 38.94 38.15
Ha = 60 27.91 29.15 28.98 35.19 36.15 35.31 35.45 36.72 36.71

Fig. 11  The contribution of each entropy-generating factor in creating the total entropy for λ changes in 
HAPC = 0, TMF3, �B = 1, n = 0.75, Ha = 20, TCR = 10

and lower surfaces must reach a critical value in order for 
the convection effects to be observed. (2) Increment of TCR 
leads to enhancement of the value of the mean Nu, which 
is much less for φ =  + 90° than the other two angles. For 
example, increasing the TCR from 0.5 to 10 results in an 
increase of about 3.5, 3.2, and 2 times of mean Nu for 0, 
− 90, and + 90 angles, respectively. (3) Enhancement of Ha 
reduces the mean Nu due to decreasing the flow vigor and 
temperature gradient near the walls. There is only one excep-
tion, and that is at φ =  + 90° for TCR = 0.5, in which MF has 
no effect on the mean Nu. Because in this situation, thermal 
conduction is the most dominant type of HT. (4) The higher 

TCR, the more obvious the impact of the MF. In general, 
the least influence of MF is when the heat source is at the 
top of cavity.

According to Table 2, several points can be stated: (1) 
Increment of Ha leads to decreasing the amount of EP. For 
specimen, in TCR = 1, augmentation of Ha from zero to 60 
reduces the entropy by about 66, 66, and 88 percent for the 
angle 0f 0, − 90°, and + 90°, respectively. (2) The maxi-
mum amount of entropy produced and the impact of MF 
are related to the state in which the chamber is heated from 
the side wall. (3) With augmentation of TCR value, due to 
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Fig. 12  Streamlines, isotherms and entropy lines for different values of HAPC and PL index in a TCR = 10, TMF3, �B = 0, � = 0, Ha = 0 and 
b TCR = 10, TMF3, �B = 0, � = 0, Ha = 60
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Fig. 12  (continued)
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increasing the share of HT and convection effects in EP, the 
total EP increases to about 32%.

As shown in Fig. 11, the share of HT in EP for φ =  + 90° 
is greater than the other two angles, while the highest share 
of fluid friction in EP belongs to φ = 0. It is momentous to 
note that the share of the MF in EP varies according to the 
angle of the chamber, so that the largest share is related to 
the state where φ = 0. For φ =  + 90°, the percentage of MF 
in EP is less than 1%.

It is necessary to make a few points about Fig. 12: (1) In 
all modes, increment of HAPC increases the current vigor, 
which is more pronounced in n = 0.75. In the absence of 
MF, this impact for n = 1.25 and n = 0.75 is about 15% and 
34%, respectively, while for Ha = 60, it is about 73% and 
45%. Because augmentation of the fluid velocity of rota-
tion is the result of augmentation of HAPC, which results 
in more convection effects. The pattern of streamlines for 
n = 1.25 is almost the same in all cases, but in n = 0.75, 
in the heat generated state, the shape of the streamlines 
changes and a vortex counterclockwise begins to form 
at the top left. (2) Because the barrier is located at cold 
temperature, the compactness of isotherms the near to the 
conductor wall is high and the scattering and extent of the 
lines across the chamber is significantly reduced compared 
to Fig. 9. The interspersing and obliquity of the isotherms 
increase remarkably throughout the chamber with augmen-
tation of HAPC. As HAPC increases, the gradient of tem-
perature around the conductor wall diminishes, indicating 
a decrease in HT from the wall to the fluid. In the mode 
of heat production, the temperature of the fluid reaches 
more than 1 because in this case, the fluid temperature 
increases remarkably. In Ha = 60, except for HAPC =  + 10 
in n = 0.75, isotherms are generally a function of X, and 
the lines are parallel to the vertical wall and have a slight 
curvature, indicating that conduction is the predominant 
HT process in these cases. (3) In addition to a very consid-
erable decrease in entropy with increasing Ha, an increase 
in HAPC dramatically increases the concentration of the 
entropy lines, especially at n = 0.75. Because augmenta-
tion of HAPC, in addition to enhancement of the share of 
HT, also increases the share of other entropy factors. The 
further scattering of entropy lines across the chamber is 
particularly interesting in Ha = 60 and n = 0.75 heat gen-
eration modes, especially in the vicinity of the hindrance. 
The insignificancy of the impact of MF with the power of 
Ha = 60 on the reduction of entropy in n = 1.25 is quite 
obvious.

Temperature in dimensionless mode is depicted in Fig. 13 
for changes in PL index, HAPC and Ha. Explainable points 
are as follows: (1) The temperature decreases near the con-
ductive wall to reach the cold barrier temperature around 
X = 0.3. After this area, the temperature of the fluid increases 
and then, in interaction with the cold wall, the temperature 

of the fluid decreases. The augmentation of in the fluid tem-
perature inside the chamber is the result of the augmentation 
of in HAPC value and the highest temperature is seen in 
HAPC > 0. As the PL index increases, the difference in tem-
perature profiles due to the HAPC changes decreases. This 
indicates that the least impact of HAPC is obtained when the 
fluid is considered to be shear thickening. (3) Applying MF 
with power of Ha = 60 reduces the difference in tempera-
ture profiles, especially at n = 1.25, which is very clear. The 
smoothness of fluid movement is the result of enhancement 
of viscosity because there is a direct relationship between PL 
index and viscosity. An augmentation of in PL index leads 
to an augmentation of in viscosity. This factor leads to the 
reduction of convection effects, and as a result, the reduction 
of MF effect is evident. In Ha = 60, due to the lineariza-
tion of temperature profiles, the dominance of conductivity 
over convection is well defined. A very momentous point in 
n = 0.75 and Ha = 60 is that the temperature reaches more 
than 1.2, which discloses that the fluid temperature is much 
higher than the wall and there must be reverse HT.

Given Fig. 14, which exposes the mean Nu in exchange 
for Ha, HAPC, and PL index changes, it is important to men-
tion a few points: (1) To have less HT, using MF can be 
effective. In all values of PL index and HAPC, the applica-
tion of MF leads to decrement of in the mean Nu, which 
is intensified by decrement of PL index and increasing 
HAPC. At n = 0.75, growth of Ha from zero to 60 reduces 
the mean Nu number by 21% and 144% for HAPC =  + 10 
and HAPC = − 10, respectively. This impact for the n = 1.25 
is about 15% and 65%, respectively. Respect to Fig. 9 in 
HAPC =  + 10, the fluid temperature inside the chamber 
reaches more than unit, in HAPC =  + 10, the lowest mean 
Nu is seen, to the extent that in n = 0.75 and Ha = 60, the 
mean Nu is negative. This reveals that not only is heat not 
transferred from the wall to the fluid, but there is also HT 
from the fluid to the wall (see Fig. 13).

The important points about Table 3 that depict the EP 
for changes in HAPC, Ha and PL index: (1) For HAPC ≤ 0 , 
augmentation of Ha always leads to decreasing the entropy 
value, but for HAPC > 0 , increasing MF vigor increases 
the entropy. (2) Increasing PL index decreases entropy 
value and reduces the impact of MF in this decrease. (3) In 
HAPC = − 10, the least effect of MF is seen.

The contribution of HT to the formation of total entropy 
increases dramatically with increasing HAPC. Be in 
HAPC =  + 10 is about 29% higher than HAPC = 0 and 44% 
higher than HAPC = − 10, respectively. The important point 
is that the contribution of MF to the production of entropy 
increases with increasing HAPC. These cases are presented 
in Fig. 15.

The impact of changing the temperature boundary condi-
tion of the barrier embedded inside the chamber is investi-
gated in Fig. 16. The important contents are as follows: (1) 
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Fig. 13  Dimensionless temperature for different values of HAPC, Ha and PL index in TCR = 10, TMF3, �B = 0, � = 0

Fig. 14  Mean Nusselt number for different values of Ha, HAPC and PL index in TCR = 10, TMF3, �B = 0, � = 0

Table 3  The amount of 
entropy generated for the 
different values of Ha, 
HAPC and PL index in 
TCR = 10, TMF3, �B = 0, � = 0

HAPC = − 10 HAPC = 0 HAPC = + 10

n = 0.75 n = 1 n = 1.25 n = 0.75 n = 1 n = 1.25 n = 0.75 n = 1 n = 1.25

Ha = 0 38.55 31.15 26.84 44.55 34.81 27.85 94.05 50.05 33.15
Ha = 20 34.75 28.65 25.49 39.55 32.25 26.75 99.25 52.35 33.95
Ha = 40 30.51 26.78 24.96 35.05 29.02 25.62 105.17 54.09 34.31
Ha = 60 28.15 26.19 24.85 30.85 27.85 25.05 113.15 56.65 35.09
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According to Eqs. (24) and (25), the obstacle temperature 
boundary conditions strongly affect the formed flow. As the 
barrier temperature increases, the vigor and shape of the 
flow change visibly, so that the current vigor in θB = 1 is 

about 59% and 31% higher than θB = 0 and θB = 0.5, respec-
tively. As the barrier temperature increases, the symmetrical 
streamlines formed around the barrier expands upwards. (2) 
Pure conduction is visible when barrier temperature is equal 

Fig. 15  The contribution of each entropy-generating factor in creating the total entropy for HAPC changes in 
TCR = 10, TMF3, �B = 0, � = 0, Ha = 20, n = 0.75

Fig. 16  Streamlines, isotherms and entropy lines for different values of θB in TCR = 10, TMF2, � = −90
◦
, Ha = 20, HAPC = 0, n = 1
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to 0.5. This can be understood when the isotherms are paral-
lel to the conductor wall. Increasing the barrier temperature 
leads to the expansion of isotherms at the surface of the 
chamber and due to the curvature of the lines, the increase 
of convection effects is visible. (3) Like the symmetrical 
shape of vortices, the shape of entropy lines is symmetrical. 
It is well known that entropy increases with enhancement of 
the barrier temperature, especially in the near of diagonal 
walls, because there is an increase in speed and temperature 
gradients. In θB = 1, the highest concentration of lines is seen 

in the vicinity of the barrier, which indicates a high irrevers-
ibility in this area.

The synchronic impact of Ha, fluid type and barrier tem-
perature on the mean Nu in Fig. 17 is exhibited: (1) The 
mean Nu decreases with enhancement of the barrier tem-
perature. As shown in Fig. 15, the reduction and augmenta-
tion of in the concentration of isotherms in the proximity of 
the conductor wall and the cold walls, respectively, are the 
result of the augmentation of in the block temperature. (2) 
The influence of barrier temperature change increases with 

Fig. 17  Mean Nusselt number for different values of Ha, θB and PL index in TCR = 10, TMF1, HAPC = 0, � = −90
◦

Table 4  The amount of 
entropy generated for different 
values of Ha, θB and PL 
index in TCR = 10, TMF1,

HAPC = 0, � = −90◦

n = 0.75 n = 1 n = 1.25

θB = 0 θB = 0.5 θB = 1 θB = 0 θB = 0.5 θB = 1 θB = 0 θB = 0.5 θB = 1

Ha = 0 37.51 40.25 45.03 33.75 36.25 38.45 27.59 28.64 29.74
Ha = 20 34.51 36.95 39.99 31.15 33.75 34.99 27.03 27.75 28.49
Ha = 40 31.75 33.01 34.15 29.15 30.81 31.35 26.41 27.05 27.41
Ha = 60 29.25 29.35 29.78 28.01 28.65 29.22 26.21 26.35 26.71

Fig. 18  The contribution of each entropy-generating factor in creating the total entropy for θB changes in TCR = 10, TMF2, n = 1, � = −90
◦
, Ha = 20, HAPC = 0
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decreasing PL index. The augmentation of in convection 
effects caused by the augmentation of in obstacle tempera-
ture leads to an augmentation of in the effectiveness of MF. 
For specimen, in the absence of MF, augmentation of θB 
from 0 to 1 reduces the mean Nu by 25%, 19% and 8.5% for 
n = 0.75 and n = 1.25, respectively. The trivial of the impact 
of MF applied on n = 1.25 in θB = 0 is remarkable regarding 
to the domination of thermal conductivity.

The increase in EP can be seen clearly in Table 4 by 
enhancement of the barrier temperature. The trend of 
changes in EP value similar to the mean Nu is reportaged.

The insignificance of the impact of MF on EP at θB = 0 
is significant according to Fig. 18. Another important point 
is the augmentation of in the share of HT in EP with the 
augmentation of the block temperature, which is very 
substantial.

In order to depict the impact of the kind of MF applied, 
the vertical velocity for Ha changes for n = 0.75 and n = 1.25 
is expressed in Fig. 19. It should be explained that: (1) The 
fluid velocity decreases with increment of Ha, which has 
a greater impact on n < 1 than on n > 1. (2) Via MF apply-
ing non-uniformly, less volumetric force (Lorentz resistive 
force) is applied to the fluid in the opposite direction to 

gravity (According to the kind of application according to 
Fig. 2a) This factor causes the fluid velocity to be higher 
than the uniform mode and the fluid to circulate more easily 
inside the chamber and the convection effects to be stronger. 
(3) The higher velocity of the fluid for n = 0.75 compared to 
the n = 1.25 indicates that an augmentation of in PL index 
leads to an increase in the viscosity of the fluid according 
to Eq. (6).

The impact of change in TMF applied on the maximum 
values of flow and the mean Nu is expressed in Table 5. (1) 
The change in the kind of application of MF changes the 
amount of HT and the flow vigor so that the application in 
the form of TMF3 has the lowest mean Nu and the vigor of 
the flow. (2) The least influence of changing TMF belongs to 
n = 1.25, because in this situation there are the least effects 
of convection. (3) The larger Ha, the more vivid the impact 
of changing TMF.

Figure 20 exhibits that the share of MF in the total EP 
varies with the change in the rheological behavior of the 
fluid, so that with increasing PL index this share decreases 
remarkably. Also, due to the augmentation of in the viscosity 
of fluid with augmentation of PL index regarding to Eq. (9), 

Fig. 19  Vertical velocity for different values of Ha, TMF and PL index in TCR = 10, HAPC = 0, � = −90
◦
, �B = 1
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the share of fluid friction in EP decreases and the share of 
HT in EP increases.

Conclusions

The following points can be summarized about the simula-
tion of NCHT of PL fluids under the impact of uniform HAP. 
The inclined irregular hexagonal chamber involving a square 
hurdle in different temperatures under study is exposed to 
three different shapes of MF. The correctness of the obtained 
outcomes by LBM corroborated qualitatively and quantita-
tively with reliable references.

• The reduction of the velocity of fluid movement, the 
power of fluid rotation and the mean Nu is the result of 
the augmentation of Ha, so that on average these effects 
are up to 41% more for n = 0.75 compared to n = 0.125.

• TMF can be used to control flow characteristics. By using 
this momentous variable, it is possible to achieve desired 
flow and HT easily. A more obvious reduction of HT and 
fluid rotation power is possible via MF applying in the 

form of TMF3 (uniform). To make the change of TMF 
more visible, it is necessary to use a fluid with low vis-
cosity.

• The reduction of convection effects and the predomi-
nance of thermal conductivity as the main mechanism 
of HT results from the augmentation of in PL index. The 
mean Nu value up to about 45% for n = 0.125 is less than 
n = 0.75. For MF control, changing the value of PL index 
can be a suitable choice so that the lowest MF influence 
is obtained in n = 0.125.

• One of the tools to control HT is to place a barrier in the 
path of FF. By changing the barrier temperature, it can 
be managed the flow strength, EP and HT. Although the 
lowest value of the mean Nu is obtained for the highest 
value of the obstacle temperature, however, the effective-
ness of the MF is more obvious. To lower the EP value, 
it is enough to keep the obstacle at a low temperature.

• By designing the chamber in such a way that it is posi-
tioned at an angle of + 90 degrees, the MF effect can be 
minimized and less mean Nu and EP can be achieved. 
Reducing the influence of MF, changing the type of fluid, 
and changing TMF are all possible by reducing TCR.

Fig. 20  The contribution of each entropy-generating factor in creating the total entropy for PL index changes in TCR = 1, TMF2, �
B
= 0.5,

� = −90
◦
, Ha = 20, HAPC = 0

Table 5  The mean Nu for 
different values of Ha, 
TMF and PL index in 
TCR = 10, HAPC = 0, � = −90◦,

�
B
= 0.5

TMF1 TMF2 TMF3

n = 0.75 n = 1 n = 1.25 n = 0.75 n = 1 n = 1.25 n = 0.75 n = 1 n = 1.25

||Ψmax
||

Ha = 0 0.108 0.091 0.051 0.108 0.087 0.051 0.108 0.091 0.051
Ha = 20 0.089 0.081 0.048 0.085 0.074 0.046 0.073 0.071 0.043
Ha = 40 0.062 0.065 0.043 0.045 0.051 0.042 0.031 0.037 0.035
Ha = 60 0.053 0.055 0.041 0.027 0.038 0.039 0.018 0.028 0.033
Nu
Ha = 0 3.18 2.75 2.52 3.18 2.75 2.52 3.18 2.75 2.52
Ha = 20 2.65 2.51 2.45 2.54 2.48 2.44 2.38 2.45 2.41
Ha = 40 2.06 2.15 2.41 1.91 2.05 2.38 1.78 1.85 2.28
Ha = 60 1.71 1.95 2.39 1.52 1.75 2.34 1.41 1.55 2.21
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• In order to achieve a higher Be value, augmentation of 
Ha and HAPC, using a fluid with high viscosity, and 
reducing TCR are suitable solutions. To augmentation 
of the share of MF in EP, it is enough to design in such 
a way that n = 0.75, φ = 0, HAPC =  + 10 and Ha = 0 are 
selected.

• Based on the obtained outcomes, for HAPC =  + 10, the 
total EP increases with enhancement of Ha, and in return, 
in HAPC ≤ 0 , increment of Ha leads to a decrease in the 
amount of EP.

• To develop the existing work and in order to gain a 
deeper understanding of fluid behavior in different con-
ditions and to better manage the amount of HT, it is sug-
gested to simulate the present work in the porous medium 
by considering the effects of thermal radiation.
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Abstract
The transport sector produces one-third of the world’s greenhouse gasses. World consumption of nonrenewable energy 
through vehicles increases the interest in studies of different nanoparticle biodiesel blend behavior in a diesel engine. In 
this research, a comprehensive approach is taken using a wide variety of appraised nanoparticles to make blends. The CI 
diesel engine's engine performance and emission characteristics are studied with Malaysian commercial fuel using various 
nanoparticles  (TiO2,  Al2O3, CuO,  CeO2, CNT, and GNP) blend to discover the best one. 100 ppm of each nanoparticle is 
used to make a blend via the ultrasonic technique. Mechanical and emission performance is tested in diesel engines (Yan-
mar TF 120 M) with 100% engine load at variable engine speed (2100-900 rpm). Graphical presentation and comparison 
of each fuel blend are discussed in this paper. All the ternary blends have shown improved engine performance.  Al2O3 has 
shown a 3.68% reduction in BSFC when compared to neat B10. The average highest BTE recorded is a 14.59% increase 
when the B10 +  TiO2 blend is used, followed by CNT and  CeO2.  Al2O3 has shown a 21.84% and 86.20% reduction in CO 
and HC when compared to B10, while CNT and GNP have shown a 6.03% and 2.06% of reduction in NOx emission when 
compared with B10.

Keywords Diesel engine · Nanoparticles · Engine performance · And emissions

Abbreviations
ASTM  American Standard for Testing Materials
UN  United Nations
DI  Direct injection
CI  Compression ignition
B10  10% Biodiesel + 90% diesel
ppm  Parts per million
Mr  Molar mass
CNT  Carbon nanotubes
TiO2  Titanium dioxide
Al2O3  Aluminum oxide
CuO  Copper oxide

CeO2  Caesium oxide
GNP  Graphene nanoparticles
BP  Brake power
BT  Brake torque
BTE  Brake thermal efficiency
BSFC  Brake-specific fuel consumption
CO  Carbon monoxide
CO2  Carbon dioxide
HC  Hydrocarbons

Introduction

Energy conservation is one of the biggest concerns in the 
field of engineering. The world population is gradually 
increasing, requiring more energy every day. Asia is the 
most populated continent around the globe and consumes 
41% of the earth's energy produced [1]. Vehicles play a very 
big role in consuming the energy of the world via using fos-
sil fuels. An alternative is approached to fulfill the world's 
demand for energy and reduce environmental pollution 
by using renewable biofuels. 50% of the greenhouse gas-
ses produced will be from the transport sector by 2030 [2]. 
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According to UN 17 global sustainable development goals, 
we will be focusing on two goals. No.11: sustainable cit-
ies and communities and No. 13: climate change [3]. The 
transport sector plays the biggest role in global warming by 
emitting greenhouse gases [4]. Scientists believe that fossil 
fuel production is declining in its production, and alterna-
tive is required to replace it. Biofuels have less emission of 
greenhouse gases as compared with diesel fuels. Production 
of biodiesel was started with the high production of palm 
oil in Indonesia to reduce dependency on diesel fuel. Palm 
biodiesel is biodegradable and renewable and is used as an 
alternative fuel [5].

When compared to diesel fuel, biodiesel has superior 
properties in oxygen content, flash point, cetane number, 
etc. Thus, biodiesel shows a reduction in harmful exhaust 
emissions like CO, HC, and NOx [6]. Because of its lower 
calorific values, pure biodiesel has a low brake thermal effi-
ciency (BTE), which can be improved by mixing it with 
diesel [7]. Biodiesel has some drawbacks when compared 
to pure diesel, like higher emission of NOx, lower calorific 
value, and poor oxidation stability, which can be improved 
by adding different nanoparticles. [8, 9] In Asia, biodiesel 
is produced using palm oil in Indonesia and Malaysia. By 
2021, B30 will be commercialized in Indonesia and B20 in 
Malaysia, while B10 and B20 are currently being used cur-
rently in Malaysia and Indonesia [10, 11].

Overall, biodiesel decreases the engine's mechanical per-
formance while having a positive effect on engine exhaust 
gasses instead of NOx. The mechanical performance of the 
engine could be improved by using fuel additives (nanoparti-
cles), and it has been proven by various researchers [12–15]. 
Nanoparticles have shown a reduction in NOx and carbon 
emission while enhancing engine performance such as brake 
thermal efficiency (BTE), brake-specific fuel consumption 
(BSFC), and brake power (BP) [14].

Sathiyamoorthi et  al. [16] conducted an experiment 
where they used  CeO2 in lemongrass oil biodiesel to evalu-
ate the performance, combustion, and emission of a diesel 
engine. HC and CO emission was both reduced by 18.18 
and 33.31%, while BSFC and BTE increased by 10.8 and 
2.87%. There was a significant increase in cylinder pres-
sure and heat release as well. These findings match with the 
[17] that oxygen in  CeO2 particles provided extra oxygen 
that eases the combustion. Janakiraman et al. [18] report 
has shown that CeO and  TiO2 have shown an increase in 
Engine performance.  Al2O3 has shown a very positive emis-
sion of gasses from diesel engines when compared to base 
fuel. CO and HC emissions decreased as complete combus-
tion was eased due to oxygen being more in ppm that aid 
combustion [13, 19–21]. Higher concentrations of nanopar-
ticles are more effective with engine efficiency. Kumar et al. 
[22] used 50 and 100 ppm of  TiO2 and found that 100 ppm 
in biodiesel gives 114% more increase when compared 

to 50 ppm. Sandeep et al. [23] found that adding CNT to 
biodiesel improves BTE by 2.24% and reduces BSFC by 
20.68% because nonmetallic nanoparticles possess excellent 
thermal conductivity and surface deficits. [24] No study has 
been conducted where various nanoparticles (at least 6) are 
tested at the same standards and compared [12].

The literature review has always shown significant 
improvement in the efficiency of the engine and a positive 
influence on the emission of gasses when a small amount 
of different nanoparticles is added to fuel [12, 15, 20, 23, 
25, 26]. It can be seen from the literature review that no 
technical review has been done with various nanoparticles 
in the same standard fuel to compare different ternary blends 
in engine testing. Malaysian B10 is widely available and 
is the best base oil that could be used for comparison, so 
that country could get benefit from this paper as well. Many 
experiments have been done using not more than three nano-
particles. A comprehensive comparison between nanopar-
ticle biodiesel blends could not be achieved for a particu-
lar fuel since different fuels are used in each paper. Some 
nanoparticles have oxygen atoms, which promote complete 
combustion inside the engine [27, 28]. 100 ppm of each 
nanoparticle is added in B10 to make different samples. 
Then, a comprehensive investigation is carried out using 
one cylinder diesel engine. BP, BT, BSFC, and engine effi-
ciency are compared accordingly. Emissions such as  CO2, 
CO, and HC were compared, and the result can be used in 
future research to choose the mixture of nanoparticles that 
could give maximum performance and less harmful gaseous 
emissions. Though no experimental investigations have been 
carried out using these many nanoparticles as an additive 
in biodiesel on the same standard biodiesel, engine perfor-
mance and emission characteristics for various nanoparticles 
as additives in biodiesel blends were limited.

Materials and method

Commercial diesel B10 (diesel with 10% palm biodiesel 
blend) fuel was bought from Shell, Malaysia, and used as the 
base fuel. Sigma-Aldrich, Malaysia, provided nanoparticles 
 (TiO2,  Al2O3, CuO,  CeO2, CNT, GNP).

Samples preparation

The molar mass of each nanoparticle was taken into consid-
eration to make the concentration 100 ppm. Different masses 
of each nanoparticle were taken to make 100 ppm as the 
molar mass of each nanoparticle is different. Sodium dode-
cyl sulfate is used as a surfactant to increase the concentra-
tion of dispersant, and nanoparticles are well dispersed [29].

A magnetic stirrer was used for basic physical mixing 
of nanoparticle additives and B10 at 60 °C, 700 rpm speed 
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for 1 h, followed by ultrasonication with 20 kHz frequency, 
pulse ratio of 2 s, and maximum rated power of 500 W for 
30 min as shown in Fig. 1a, b. Ultrasonicator was used as an 
extra tool that is used to vibrate the particles in the liquid for 
better satisfactory mixing [30]. Table 1 describes the con-
centrations and other specifications of nanoparticles used for 
making ternary blends (fuel samples) for the diesel engine’s 
performance and emission analysis.

The size of all nanoparticles was < 100 nm, as specifica-
tions were mentioned on the container.

Physicochemical properties of fuel samples

The viscosity index (VI), density, and kinematic viscosities 
at 100 and 40 °C were estimated by using Anton Paar, Graz 
Austria branded automatic Stabinger viscometer SVM 3000 
according to ASTM D7042 standard. While calorific val-
ues were measured by using IKA, UK branded C2000 basic 
calorimeter according to ASTM D4809 standard.

Experimental setup of engine

For this study, the University of Malaya provided a diesel 
engine test setup [Model: Yanmar (TF 120 M)] to evaluate 

the engine performance and emission characteristics of vari-
ous fuel samples. A schematic diagram of the experimental 
test setup is shown in Fig. 1. The diesel engine specifications 
are provided in Table 2.

Initially, B10 (commercial diesel) was utilized to 
investigate the performance and exhaust emission charac-
teristics of a CI engine. The graduated measuring cylinder 

Fig. 1  Schematic diagram of the experimental setup

Table 1  Concentration and other specifications of nanoparticles used

B10 is commercialized Malaysian fuel that is used as base oil

No Fuels samples Additive 
concentra-
tion

Size of 
nanoparticle 
(nm)

Color of nano-
particle

1 B10 – –
2 B10 +  TiO2 100 ppm < 25 White/offwhite
3 B10 +  Al2O3 100 ppm < 50 White
4 B10 + CuO 100 ppm < 50 Black
5 B10 +  CeO2 100 ppm < 80 Offwhite
6 B10 + CNT 100 ppm < 100 Black
7 B10 + GNP 100 ppm < 100 Black
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is used as a fuel container to measure the fuel flow rate as 
the fuel decrease in volume and timing be noted manually. 
During the single test run, three readings were taken for 
every 10 ml by clicking the stopwatch for the respective 
engine speed, and the results were averaged. Brake torque 
and brake power were taken from (DASTEP8). BSFC is 
calculated using Eq. (1), while time is time taken for 1 kg 
of fuel to burn. BTE is calculated using Eq. (2), while 
Cv is the calorific value and m is the mass flow of fuel. 
Engine exhaust gasses (CO, HC, and NOx) were meas-
ured via a BOSCH gas analyzer, and the specification is 
mentioned in Table 3.

At first, the setup was running with B10 (commercial 
diesel) to know the steady operational conditions and 
engine characteristics, followed by ternary fuel blends 
(B10, B10 +  TiO2, B10 +  Al2O3, B10 + CuO, B10 +  CeO2, 
B10 + CNT, and B10 + GNP). The diesel engine was 
flushed with B10 after every successful test to remove 
any traces left in the engine of the previous blend. Experi-
mental results were obtained at full (100%) engine load 
with varying engine speeds (2100–900) rpm. All the test 
samples were conducted on the same day to obtain more 
accurate comparative results.

(1)BSFC =
0.01

Bp × Time

(2)BTE =

Bp

m × Cv

Result and discussion

Physicochemical properties of fuel samples

The physicochemical properties of all fuel samples are 
described in Table 4. In most cases, the calorific value is pro-
portional to the engine's thermal efficiency. Calorific value 
depends on the element type, the bond between atoms, and 
the Mr of the molecule. B10 + GNP has shown the highest 
calorific value due to the long chain of carton and hydrogen 
atoms, making its molecular mass the highest. In most cases, 
engine combustion does not burn the fuel completely as time 
and oxygen supply are limited between strokes. A viscosity 
factor requires the eligibility of the oil while entering the 
inlet valve. The viscosity factor could be neglected as the 
inlet value used is efficient in providing a good flow. All the 
blends have shown almost the same value for density, and 
each nanoparticle's concentration is low in the blends.

Performance analysis

Performance parameters like Torque, brake power, BTE, and 
BSFC were evaluated for all ternary blends of fuel samples 
at 100% load with varying engine speeds and are deliber-
ated below.

Brake Torque (BT) and Brake Power (Bp)

Brake torque and power were produced at 100% engine 
load while engine speed was running from high to low. 
Maximum brake power values for all the samples were 
recorded at 2100 engine speeds 6.86894, 6.92218, 
6.81793, 6.85626, 6.89914, 6.91473, and 6.89057 for 
B10, B10 +  TiO2, B10 +  Al2O3, B10 + CuO, B10 +  CeO2, 
B10 + CNT, and B10 + GNP, respectively. As the engine 
speed decreases, the break power produced for all the 
samples decreases dramatically. [31] The average Bp 
for the engine speed from 2100 to 900 rpm is 4.97668, 
5.05844, 5.04415, 5.02306, 5.05328, 5.10219, and 
5.08782 for B10, B10 +  TiO2, B10 +  Al2O3, B10 + CuO, 
B10 +  CeO2, B10 + CNT and B10 + GNP, respectively. 
There is an increase in Bp for all the nanoparticles used 
as a blend. CNT and GNP have shown the highest value 
of BP followed by  TiO2,  CeO2,  Al2O3, and CuO. CNT and 
GNP have carbon atoms in them. They provide further 
combustion in the cylinder. Fuel is denser in the solid 

Table 2  Diesel engine specifications

Engine description Specification

Number of cylinders 1
Induction Radiator cooling
Stroke × cylinder bore × (mm) 96 × 92
Displacement 0.638
Ratio of compression 17.70
Engine speed at Max (rpm) 2400
Power at Max (kW) 7.70
Time of injecting (°) 17°BTDC
The pressure of injection (kg/cm2) 200
Power take-off position Flywheel side
Connecting rod length (mm) 149.50

Table 3  Specifications for gas 
analyzers

Apparatus Technique Evaluate Evaluated Range Precision

BOSCH BEA 350 Flame ionization detector (FID) HC 0–9999 ppm ± 1 ppm
Nondispersive infrared CO 0–10% vol ± 0.001% vol
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state. Thus, more carbon atoms are there to burn in a 
small volume of fuel [32].  Al2O3 had better Bp than CuO 
[20]

The average brake torque has a direct relation with 
the average brake power. In this experiment, maximum 
brake torque occurs between 1500 and 1800  rpm and 
the average values are 32.173545, 32.783675, 32.743, 
32.526075, 32.723495, 32.878585, and 32.973495 for 
B10, B10 +  TiO2, B10 +  Al2O3, B10 + CuO, B10 +  CeO2, 
B10 + CNT, and B10 + GNP, respectively. Compared 
to B10, all the ternary fuel blends have shown great 
improvement and the average increase are 1.67, 1.64, 
1.16, 1.69, 2.58, and 2.50% for B10 +  TiO2, B10 +  Al2O3, 
B10 + CuO, B10 +  CeO2, B10 + CNT, and B10 + GNP, 
respectively. Because of the occurrence of complete 
combustion, the value of BT is enhanced for ternary fuel 
blends compared to B30 fuel. Thus, more work is pro-
duced, and the mean pressure in the engine cylinder is 
higher, resulting in an increase in BT and force by the 
piston [33] (Figs. 2, 3).

Brake‑specific fuel consumption

BSFC was calculated while the engine was running at 
100% load with speed increasing from 2100 to 900 rpm, 
as illustrated in Fig. 4. Generally, BSFC increases as the 
engine speed decrease with time. Minimum BSFC was 
recorded at 2100 rpm with the values of 0.5241, 0.51903, 
0.50869, 0.49639, 0.4895, 0.52063, and 0.48657 for 
B10, B10 +  TiO2, B10 +  Al2O3, B10 + CuO, B10 +  CeO2, 
B10 + CNT, and B10 + GNP. Average BSFC values for all 
the tested fuels were 0.58021 (B10), 0.57185(B10 +  TiO2), 
0.55882(B10 +  Al2O3), 0.57795(B10 + CuO), 0.57799 
(B10 +  CeO2), 0.56514 B10 + CNT), and 0.56682 
(B10 + GNP). All the nanoparticle’s ternary fuel sam-
ples have shown reduced fuel consumption as the value 
of BSFC is lower. Compared to B10, all the ternary fuel 
blends (B10 +  TiO2, B10 +  Al2O3, B10 + CuO, B10 +  CeO2, 
B10 + CNT and B10 + GNP) have shown an average of 1.44, 
3.68, 0.3895, 0.3826, 2.597, and 2.307% fall in BSFC. Ter-
nary fuel blends caused volumetric efficiency to increase 
and a lower amount of work is needed for the compression 
stroke, thus causing improvement in BSFC values [34, 35].

Table 4  Physicochemical 
properties of all fuel samples

Blend (100 ppm) Calorific value 
(MJ/Kg)

Viscosity index Viscosity  (mm2/s) Density 
(g/cm3) at 
15 °CAt 40 °C At 100 °C

B10 44.9453 + 219.5 2.7997 1.1802 0.8280
B10 + CuO 44.2737 + 98.2 2.9713 1.1895 0.8290
B10 + GNP 45.3969 + 339.5 2.7715 1.2008 0.8288
B10 + CNT 44.1505 + 71.8 2.9134 1.1289 0.8287
B10 +  TiO2 43.7040 + 149.2 2.9237 1.1991 0.8289
B10 +  CeO2 43.2207 + 116.7 2.9464 1.1929 0.8286
B10 +  Al2O3 44.1703 + 99.5 3.0396 1.2109 0.8289

Fig. 2  a BT reported from engine testing with variable engine speed. b Mean BT of all the fuel samples
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Nanoparticles act as an acting catalyst for better and more 
vigorous combustion causing better heat release and higher 
cylinder pressure [36]. In addition, nanoparticles in ternary 
fuel blends act as microfuel droplets, causing an extra explo-
sion in the cylinder. Thus, better and more vigorous fuel 
combustion results in better BSFC and engine performance 
[37].

Brake thermal efficiency

BTE was calculated when the engine was running at full 
load and with the variable engine speed of 2100–900 rpm, as 
shown in Fig. 5. BTE increases as the engine speed increases 
due to more work done with a lower fuel intake [38]. The 
maximum value of BTE in percentage occurs at 2100 rpm 

when the engine was running in this speed range and the val-
ues are 15.28, 15.87, 16.02, 16.38, 17.26, 15.66, and 16.29% 
for B10, B10 +  TiO2, B10 +  Al2O3, B10 + CuO, B10 +  CeO2, 
B10 + CNT, and B10 + GNP, respectively. The average 
value of brake thermal efficiency of the engine at different 
engine speeds is 13.98, 14.59, 14.19, 14.21, 14.57, 14.59, 
and 14.18% for B10, B10 +  TiO2, B10 +  Al2O3, B10 + CuO, 
B10 +  CeO2, B10 + CNT, and B10 + GNP, respectively. All 
the nanoparticle’s ternary fuel blend has shown an increase 
in overall engine efficiency. Some nanoparticles act as an 
oxidizing agent causing better thermal efficiency, thus 
increasing engine efficiency due to the extra oxygen pro-
vided in it. Mujtaba et al. [14] reported as well that  TiO2 has 
shown the greatest improvement in engine efficiency com-
pared to the rest of the nano additives. Titanium and cesium 

Fig. 3  a BP reported from engine testing with variable engine speed. b Mean Bp of all the fuel samples

Fig. 4  a BSFC evaluated for all the fuel blends at different engine speeds. b Mean BSFC of all the fuel samples
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nanoparticles have a weaker bond, and the outer shell of the 
electron is bigger, so it can easily lose the oxygen atoms 
causing better combustion, thus on top of the efficiency 
count. [39] Engine performance increases because of the 
combustion of the nanoparticle ternary fuel blends droplet 
that causes microexplosion inside the cylinder, enhancing 
the overall combustion. [37]

Emission analysis

Carbon oxides

Carbon monoxide is one of the most harmful gas in the air 
that causes cancer, tuberculosis, and chest infections [40]. 
Diesel engines excrete CO gas according to the type of fuel 
burned in them. The fuel–air mixture ratio in the cylinder 
before combustion plays a big role in the count of CO emis-
sions [41]. In this experiment, CO emission is counted when 
the engine was running at full load from 2100 to 900 rpm. 
The average value for three engine runs is illustrated in the 
graph. The percentage volume of CO emission increases as 
the engine speed decreases over time. The highest percent-
age emission of CO occurs at an engine speed of 900 rpm, 
and the values are 8.39, 7.504, 6.35667, 7.699, 7.91633, 
8.104, and 7.93333 for B10, B10 +  TiO2, B10 +  Al2O3, 
B10 + CuO, B10 +  CeO2, B10 + CNT, and B10 + GNP, 
respectively. The average percentage decrease of CO emis-
sions when compared to B10 are 9.78, 21.84, 17.10, 6.38, 
4.26, and 5.61% for B10 +  TiO2, B10 +  Al2O3, B10 + CuO, 
B10 +  CeO2, B10 + CNT, and B10 + GNP, respectively. All 
the oxygenated nanoparticle’s ternary fuel bends have shown 
a great reduction in CO emission due to the extra oxygen 
atom they carry, causing vigorous and complete combus-
tion of fuel. [25]  Al2O3 and CuO are the most approachable 

nanoparticles when the goal is to reduce the CO emission 
due to their lower reactivity, causing the oxygen atom to be 
released with a small amount of heat during the reaction 
[42] (Fig. 6).

CO2 is the second most abandoned gas emitted from 
diesel engines after nitrogen [27].  CO2 is a greenhouse 
gas affecting the ozone layer, but it has poor health effects 
compared to CO. CO affects the ozone layer and the health 
of humans more than  CO2 [43], 44.  CO2 emission was 
recorded when the engine was running at full load with a 
variety of speeds from 2100 to 900 rpm.  CO2 emissions 
reduce gradually as the engine speed decreases from 2100 to 
900 with an interval of 300 rpm. Maximum release of  CO2 
occurs at an engine speed of 2100 rpm, and the values are 
10.56333, 10.99, 10.26, 10.29, 10.5, 10.75667, 10.40667 
for B10, B10 +  TiO2, B10 +  Al2O3, B10 + CuO, B10 +  CeO2, 
B10 + CNT, and B10 + GNP, respectively. The average value 
of CO2 released in percent by total volume by each ter-
nary fuel blend is 8.39667, 8.67267, 8.97067, 8.848, 8.392, 
8.73867, and 8.364 for B10, B10 +  TiO2, B10 +  Al2O3, 
B10 + CuO, B10 +  CeO2, B10 + CNT, and B10 + GNP, 
respectively. All of the nanoparticles have shown higher 
release of  CO2 because nanoparticle ternary fuel blends aid 
complete combustion, thus causing more release of  CO2 
compared to B10 (Malaysian commercialized Fuel) [12] 
(Fig. 7).

Hydrocarbons

HC is released from the diesel engine's exhaust due to the 
incomplete combustion of the hydrocarbons in the fuel [31]. 
Lower the emission of HC means better and full combus-
tion is occurring, thus releasing more heat and pressure. 
HC was recorded when the engine was running at full load 

Fig. 5  a BTE (%) evaluated for all the fuel blends individually at different engine speeds. b Average BTE (%) of all the fuel samples
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with a variety of engine speeds (2100–900) rpm. Maximum 
emission of HC occurs at the engine speed of 900 rpm, 
and the values are 137.33333, 112, 76.66667, 109.66667, 
112.66667, 120.33333, and 122 for B10, B10 +  TiO2, 
B10 +  Al2O3, B10 + CuO, B10 +  CeO2, B10 + CNT, and 
B10 + GNP, respectively. Nanoparticles ternary fuel blends 
have shown a promising reduction in the emission of HC 
with average percentages compared to B10 that are 41.12, 
86.20, 63.76, 32.38, 29.22, and 27.93% for B10 +  TiO2, 
B10 +  Al2O3, B10 + CuO, B10 +  CeO2, B10 + CNT, and 
B10 + GNP. Ghanbari et al. [45] and Najafi [37] have even 
reported that HC emission decreases when the nanoparti-
cle’s ternary fuel blends are used. The oxidation reaction of 
unburned HC is initiated due to the high temperature in the 
cylinder [46, 47] (Fig. 8).

Nitrogen oxides

NOx is one of the most harmful gasses released from engine 
combustions. NOx is produced mainly by the transport sec-
tor and causes health hazards, ozone formation, and acid 
rain [48]. Most nanoparticle blends increment the NOx 
in the environment [12, 14, 26, 49, 50]. NOx emission is 
evaluated at the full engine load with engine speed varying 
from 2100 to 900 rpm. Figure 9 states the NOx emission 
of all seven blends, the average value of 0.16564, 0.1867, 
0.21964, 0.20824, 0.19944, 0.15566, and 0.16164  g/
kWh of NOx released by B10, B10 +  TiO2, B10 +  Al2O3, 
B10 + CuO, B10 +  CeO2, B10 + CNT, and B10 + GNP. 
Throughout the testing, as engine speed decreases, NOx 
production decreases as well because at lower engine speed 

Fig. 6  a CO emission recorded from a diesel engine with variable engine speed. b Mean emission of CO for all the fuel blends

Fig. 7  a  CO2 emission recorded from a diesel engine with variable engine speed. b Mean emission of  CO2 for all the fuel blends
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combustion occurs at a lower rate, thus lower heat produc-
tion. NOx increment depends on the internal cylinder pres-
sure and temperature [51]. Compared to B10, the CNT and 
GNP blends have decreased the average emission of NOx by 
6.03 and 2.06%, while other blends have shown an increase 
in NOx average emission by 32.7, 26.1, 20.6%, and 13.2% 
for B10 +  Al2O3, B10 + CuO, B10 +  CeO2, and B10 +  TiO2, 
respectively. CNT and GNP have caused a delay in ignition 
timing and better-premixed combustion, triggering lower 
emissions of NOx [52]. Gad et al. [50] have also shown 
lower NOx emissions when CNT is used as a fuel additive. 
Oxygen-carrying nanoparticles have shown an increment in 
released NOx; this extra oxygen creates better combustion, 
thus causing cylindrical temperature and pressure to elevate, 
which promotes NOx production also explained by Örs et 
al. [49].

Future recommendation
Metal-based and carbon-based nanoparticles ternary fuel 

blends have shown different levels of improvements in die-
sel engine performance and emissions. For example,  Al2O3 
reduces the emission of HC and CO while having poor 
mechanical performance. On the other hand, CNT and GNP 
show good mechanical performance while having higher 
emissions of CO and HC. In future studies,  Al2O3 + CNT 
and  TiO2 + CNT could be used for positive gas emissions 
and better engine performance.

Fig. 8  a HC emission recorded from a diesel engine with variable engine speed. b Mean emission of HC for all the fuel blends

Fig. 9  a NOx emission recorded from a diesel engine with variable engine speed. b Mean emission of NOx for all the fuel blends
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Conclusion

In this research, B10 (Malaysian commercial diesel) was 
used as base oil. Seven samples were made with different 
nanoparticles. An additional, ultrasonic technique was uti-
lized for the complete and proper mixing of nanoparticles in 
B10. The physicochemical properties of samples were meas-
ured under the consideration of ASTMD6751 standards. 
Then, these seven samples were tested in a single-cylinder 
diesel engine for further comparison. Mechanical and emis-
sion performance is concluded below accordingly at variable 
engine speed (2100–900 rpm) with 100% engine load. There 
is an increase in BT and BP with all the nanoparticles used 
when compared to pure B10. CNT and GNP have shown the 
highest value, followed by  TiO2.All the ternary fuel blends 
have shown a reduction in BSFC.  Al2O3 + B10 has a 3.68% 
reduction compared to B10, followed by CNT and GNP. An 
increase in BTE could be distinguished with all the ternary 
fuel blends. The average highest BTE recorded is 14.59% 

when the B10 +  TiO2 blend is used, followed by CNT and 
 CeO2.  (Al2O3, CuO,  TiO2, and  CeO2) from lowest to high-
est have shown a great reduction in CO emission.  Al2O3 has 
an average percentage reduction of 21.84% in CO emission 
compared to B10. Higher emission of  CO2 means that better 
combustion is occurring in the engine. B10 emits the lowest 
 CO2 when compared to other ternary fuel blends. All the 
ternary fuel blend has shown a reduction in HC emission. 
 Al2O3 followed by CuO and  TiO2 has shown the greatest 
reduction by a percentage of 86.20, 63.76, and 41.12% when 
compared to B10. All the oxygen-carrying nanoparticles 
have shown an increment in  NOx emission, while CNT and 
GNP have reduced it by 6.03 and 2.06%.  TiO2, followed by 
CNT, has shown the best engine performance. All nanoparti-
cles have reduced CO emissions. CNT and GNP are the only 
nanoparticles that reduce  NOx. Therefore, for better engine 
performance,  TiO2 is recommended.

Appendix

Uncertainty of the result when the engine is running at different speeds at full load using B10 (commercial diesel).

Uncertainty for BT(Nm) when using B10

Engine 
speed 
(rpm)

Three test runs Min–Max value Accuracy of the sys-
tem ± 0.2 Nm

Average 
value

Percentage uncertainty 
(%)

Test 1 Test 2 Test 3 Min Max Min – 0.2 Max + 0.2 Min
−

Max
+

2100 31.18386 31.18386 31.18386 31.18386 31.18386 30.98386 31.38386 31.18386 0.641357 0.641357
1800 32.4041 31.99735 32.26852 31.99735 32.4041 31.79735 32.6041 32.22332 1.252683 1.252683
1500 32.26852 32.13293 32.13293 32.13293 32.26852 31.93293 32.46852 32.17813 0.83163 0.83163
1200 31.99735 31.99735 31.99735 31.99735 31.99735 31.79735 32.19735 31.99735 0.625052 0.625052
900 30.37037 30.50595 30.50595 30.37037 30.50595 30.17037 30.70595 30.46076 0.879787 0.879787
Percentage uncertainty in the value of BT 0.846102% 0.846102%
Other Percentage uncertainties of different values when using B10:
Percentage uncertainty in the value of BSFC 1.6128% 1.6129%
Percentage uncertainty in the value of BTE 1.8345% 1.8346%
Percentage uncertainty in the value of  CO2 emission 0.71% 0.71%
Percentage uncertainty in the value of CO emission 0.83% 0.83%

Uncertainty for BT(Nm) when using B10

Engine 
speed 
(rpm)

Three test runs Min–Max value Accuracy of the sys-
tem ± 0.2 Nm

Average 
value

Percentage uncertainty 
(%)

Test 1 Test 2 Test 3 Min Max Min – 0.2 Max + 0.2 Min
−

Max
+

Percentage uncertainty in the value of HC emission 0.83% 0.83%
Percentage uncertainty in the value of  NOx emission 1.14% 1.14%
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Abstract
There are non-stop efforts being put into enhancing the performance of the available maximum power point tracking methods 
and proposing new tracking methods. In this paper, a novel maximum power point tracking method based on a physics-
inspired metaheuristic algorithm called Electromagnetic Field Optimization algorithm is proposed. The methodology of 
applying the Electromagnetic Field Optimization method on the maximum power point tracking problem is explained. 
The proposed method is applied to control the duty cycle of a DC–DC converter in a standalone photovoltaic system. 
The performance of the proposed method is evaluated against the Cuckoo Search Algorithm method, the Particle Swarm 
Optimization method, the Perturb and Observe method, and the Incremental Conductance method. A simulation test using 
MATLAB/Simulink software was conducted for varied sun irradiance levels under fixed temperature and load conditions. An 
experimental test was also conducted under fixed load and fixed weather conditions. The proposed method achieved track-
ing efficiencies of 100% and 80.14% in the simulation and experimental tests, accordingly. The superiority of the proposed 
method over the other applied metaheuristic-based methods is highlighted as the proposed method achieved short tracking 
times, no steady-state oscillations, and no duty cycle oscillations in both tests. The easiness of tuning the proposed method’s 
parameters is also an advantage of it.

Keywords Photovoltaic system · MPPT · SEPIC · EFO · P&O · CSA
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Introduction

The escalation of environmental problems and the limitation 
of natural resources impose the need to take serious steps 
toward the usage of renewable energies. Many countries 
all over the world have already started to not only depend 
on limited natural energy sources (coal, gas, and oil) but 
also on renewable sources to satisfy their energy demands. 
According to the International Energy Agency (IEA), the 
highest increase in  CO2 emissions in 2021 was from the 
electricity and heat production sectors [1].  CO2 emissions 
in 2021 rose above the pre-pandemic level of 2019 [1]. The 
use of fossil fuels increased as well to meet the electricity 
demand growth [1]. Although there was an increase in coal 
use in 2021, renewable energy sources and nuclear power 
provided a higher share of global electricity generation than 
coal [1]. In 2020, twenty countries added at least 1 GW of 
new solar photovoltaics (PV) to become a competitive option 
for electricity generation since it is a clean, safe, and acces-
sible energy source [2]. Nevertheless, maximum power point 
tracking (MPPT) is still a concern to extract the maximum 
available power by a PV module.

The main idea of MPPT relies on the fact that a PV 
module needs to operate at one unique point in the power-
voltage curve of the PV module to transfer the maximum 

possible power from a PV module to a load. This point is 
called the maximum power point (MPP). However, the 
MPP changes when the weather conditions (sun irradi-
ance and surrounding temperature) change. In addition, 
since the load itself may not be fixed, connecting the load 
directly to the PV module usually results in operating at a 
point that is not the MPP. This leads to not extracting the 
maximum available power. Accordingly, a tracking system 
should be used to track the MPP and force the PV module 
to operate at it regardless of the weather conditions and 
the load values.

Maximum power point tracking is achieved by con-
necting a DC–DC converter between the PV module and 
the load. The DC–DC converter matches the input resist-
ance of the DC–DC converter ( Ri ) to the optimal internal 
resistance of the PV module ( Ropt ). Resistance matching is 
accomplished by varying the duty cycle ( D ) of the control 
pulse of the transistor switch of the DC–DC converter. 
Finding the optimal duty cycle can be achieved by using 
several tracking methods. Figure 1 depicts a block diagram 
of a standalone PV system.

In this paper, a novel tracking method based on a 
physics-inspired metaheuristic algorithm called Elec-
tromagnetic Field Optimization (EFO) algorithm is pro-
posed. The proposed method was not applied before in the 
literature to address the MPPT problem. Since tracking 
efficiency, tracking time, and steady-state oscillations are 
the main aspects concerned with the performance of a 
tracking method, the proposed method is developed to 
find an MPP with high tracking efficiency, short tracking 
time, and no steady-state oscillations. All of that with the 
simplicity of tuning the method’s parameters on a trial-
and-error basis. The performance of the proposed method 
is assessed against the performances of four well-studied 
MPPT methods in the literature, namely: the Cuckoo 
Search Algorithm (CSA) method, the Particle Swarm 
Optimization (PSO) method, the Perturb and Observe 
(P&O) method, and the Incremental Conductance (INC) 
method. A brief overview of some tracking methods is 
presented next.

PV 

Source

DC – DC 

Converter 
Load

MPPT 

Controller

Fig. 1  A block diagram of a standalone PV system connected to a 
load
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Maximum power point tracking methods

MPPT is a well-known and well-studied topic and there 
are several MPPT tracking methods proposed in the lit-
erature. The reader can refer to Refs. [3–13] for a good 
review of MPPT methods. Nevertheless, some of the track-
ing methods can be classified as metaheuristic-based con-
trol methods, direct control methods, and indirect control 
methods.

Metaheuristic-based control methods are based on sto-
chastic search algorithms that attempt to find the solu-
tions of optimization problems by randomly exploring the 
search spaces with the use of intelligent heuristics to guide 
the search [14]. The search process is directed by certain 
strategies adopted from nature, biology, or the laws of phys-
ics [14]. Several metaheuristic algorithms were applied to 
solve the MPPT problem. For example, the Cuckoo Search 
Algorithm (CSA), the Particle Swarm Optimization (PSO) 
algorithm, the Fruit Fly Optimization Algorithm (FFOA), 
the Dragonfly Optimization (DFO) algorithm, the Artificial 
Bee Colony (ABC) algorithm, the Grey Wolf Optimization 
(GWO), the Genetic Algorithm (GA), and the Bat Algorithm 
(BA) are some of the algorithms that were applied to solve 
the MPPT problem [9, 10].

On the other hand, direct MPPT methods are based on 
simple searching algorithms that find an MPP by using 
control strategies based on modulation [11, 13]. They are 
commonly applied MPPT methods due to their simplic-
ity and ease of implementation. The Perturb and Observe 
(P&O) method, the Incremental Conductance (INC) 
method, the Parasitic Capacitance (CP) method, the Pho-
tovoltaic Array Combination (PAC) method, the Power 
Feedback (PF) method, and the Actual Measurement (AM) 
method are some of the direct control methods that were 
applied to MPPT problem [8, 11]. The methodology of 
applying the proposed metaheuristic-based EFO method 
on the MPPT problem is discussed next.

The methodology of applying 
and evaluating the EFO method

The EFO algorithm is a physics-inspired metaheuristic 
algorithm that was proposed by Abedinpourshotorban in 
2016. The algorithm is inspired by two phenomena: attrac-
tion repulsion forces among electromagnets with different 
polarities, and the golden ratio which is a nature-inspired 
ratio. The EFO algorithm is a population-based algorithm 
in which the population consists of electromagnetic parti-
cles which are made of electromagnets [15].

Applying the EFO algorithm to the MPPT problem 
requires having the electromagnetic particles consisting 
of one electromagnet which represents the duty cycle. 
Therefore, a total number of N_emp electromagnetic par-
ticles representing duty cycles need to be defined first as 
D

i
 (where i = 1, 2,… , N_emp).
The generated duty cycles are then applied to the con-

verter connected to the PV module, and the fitness of each 
duty cycle is evaluated. The fitness is evaluated by finding 
the resulting PV power which is calculated by multiplying 
the sensed PV voltage by the sensed PV current.

The electromagnetic particles are then sorted according to 
their fitness, and they are divided into three fields based on 
two parameters. One parameter is the P_f ield which deter-
mines a portion of the population assigned to the positive 
field (highest fitness) and it ranges between 0.05 and 0.1 
[15]. Another parameter is the N_f ield which determines 
a portion of the population assigned to the negative field 
(lowest fitness) and it ranges between 0.4 and 0.5 [15]. The 
remaining electromagnetic particles are assigned to the neu-
tral field.

Next, three electromagnetic particles are randomly 
selected from the three fields to generate a new electromag-
netic particle by using the algorithm’s equation (Eq. 1).

where K is a random index from the neutral field, P is a ran-
dom index from the positive field, and N is a random index 
from the negative field; D

K
 , D

P
 , and D

N
 are the duty cycles 

at K , P , and N , respectively. � is the golden ratio, and r is a 
random number between [0, 1].

After generating a new electromagnetic particle, the par-
ticle is evaluated. If the new electromagnetic particle is fitter 
than the worst electromagnetic particle in the population, 
then the worst particle is eliminated, and the new particle is 
inserted in the sorted population according to its fitness and 
it obtains a polarity based on its position.

Another way of generating a new electromagnetic parti-
cle to diversify the population is by randomly choosing an 
electromagnetic particle from the positive field if a random 
number between [0, 1] is less than Ps_rate . Ps_rate is the 
probability of selecting an electromagnetic particle from the 
positive field and this probability ranges between 0.1 and 
0.4 [15].

To diversify the population more, the algorithm has a 
parameter, R_rate , which represents the probability of 
changing one electromagnet of the generated electromag-
netic particle with a randomly generated electromagnet [15]. 
However, the R_rate parameter is not used in the MPPT 
problem as the electromagnetic particles consist of only one 
electromagnet ( D ). The process of generating new electro-
magnetic particles and evaluating them continues until the 

(1)
Dnew = D

K
+
{

� ∗ r ∗
(

D
P
− D

K

)}

−
{

r ∗
(

D
N
− D

K

)}
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MPP is identified. Figure 2 depicts the flowchart of EFO 
MPPT method.

The performance of the proposed MPPT method is 
evaluated based on several criteria. The first criterion is 
the tracking efficiency (T.E.). The tracking efficiency is the 
ability of the applied method to track the MPP. The track-
ing efficiency is the ratio between the tracked maximum 
power and the theoretical maximum power under certain 
weather conditions.

The second evaluation criterion is the tracking time 
(T.T.). The tracking time is the time required to reach the 
MPP under different weather conditions. The less time 
required to reach to the MPP, the better the MPPT method is.

The third evaluation criterion is the steady-state oscilla-
tions (S.S.O.). Oscillations in steady-state result in power 
losses. Therefore, the less oscillations around the MPP, the 
better the MPPT method is.

The last evaluation criterion is complexity. The complex-
ity of an MPPT method can be determined by the number 

Fig. 2  The flowchart of the EFO 
MPPT method
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of tuning parameters of the method. In addition, how easily 
a good combination of the tuning parameters can be found 
on a trial-and-error basis to find an MPP with highest T.E., 
shortest T.T., and least S.S.O.

The performance of the proposed EFO MPPT method 
is assessed against other four well-known MPPT methods 
(CSA, PSO, P&O, and INC). The selection of the parameters 
for the five methods is completed on a trial-and-error basis 
to achieve a good compromise between the tracking effi-
ciency and the tracking time. The number of the population 
is selected to be 5 for the metaheuristic methods. Table 1 
summarizes the selected parameters for each MPPT method.

Simulation results and discussion 
of the varied sun irradiance test

The aim of the test is to evaluate the performance of the 
proposed EFO method in tracking MPPs under changing 
irradiance levels and fixed temperature and load conditions. 
The performance of the EFO method is compared to the 

performances of the CSA method, the PSO method, the 
P&O method, and the INC method under the same testing 
conditions.

The simulation test is carried out in MATLAB/Simulink 
software. The five MPPT methods use the PV module volt-
age and current to generate the optimal voltage. The optimal 
voltage is compared to a high frequency sawtooth signal (50 
kHz ) to generate a PWM signal for the MOSFET of a SEPIC 
DC–DC converter. The simulated standalone PV system is 
depicted in Fig. 3.

The test starts with a 300 W∕m2 sun irradiance level 
value. After 0.75 s, a step change is done, and the value of 
the sun irradiance level becomes 400 W∕m2 . This value is 
kept for another 0.75 s. The last step change in the sun irra-
diance level is made to obtain a value of 500 W∕m2 . The 
temperature value throughout the test is fixed at 25 ◦C and 
the load is fixed at 100 Ω . The studied sun irradiance levels 
did not exceed 500 W∕m2 and low power ratings approach is 
adopted since the hardware PV system is implemented in a 
laboratory setup. Table 2 summarizes the numerical results 
of the test, and Figs. 4, 5, 6 and 7 depict the graphical results 
of the test.

The testing results confirm the ability of all the applied 
MPPT methods in tracking the MPPs under the three irradi-
ance levels. However, the direct MPPT methods (the P&O 
and the INC methods) achieve the lowest tracking efficiency 
as compared to the tracking efficiency of the metaheuristic 
methods (the CSA, the PSO, and the EFO methods). This 
confirms the disadvantage of the direct MPPT methods dis-
cussed in [16–18]; as the PV module would be operating 
around the MPP but not exactly on it which leads to power 
losses. The metaheuristic methods achieve 100% tracking 
efficiencies for all the irradiance levels. This confirms the 

Table 1  Selected parameters for each MPPT method

MPPT method Selected parameters

EFO Ps_rate = 0.1

P_field = 0.1

N_field = 0.45

CSA K = 1.5
P

a
 = 0.25

PSO w = 0.01
c1 = 0.1
c2 = 2

P&O Perturbation step size = 0.005
INC Perturbation step size = 0.0025

Fig. 3  The simulated standalone PV system in MATLAB/Simulink
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high tracking efficiency advantage of the metaheuristic 
methods discussed in [19–21].

The tracking times of the direct MPPT methods are less 
when compared to the tracking times of the metaheuristic 
methods. This confirms the fast convergence to the MPP 
advantage of the direct MPPT methods due to perturba-
tion step size selection as discussed in [16–18]. On the 
other hand, among the metaheuristic methods, the EFO 
method achieves the shortest tracking time which demon-
strates the superiority of the EFO method over the other 

metaheuristic methods. It is also worth noting that the 
tracking times for all the methods decreased after the first 
step change in the sun irradiance level when compared to 
the initial tracking times.

The duty cycle of the P&O method suffers from large 
oscillations compared to the duty cycle of the INC method. 
This confirms the disadvantage of the P&O method as dis-
cussed in [16, 17]. The duty cycles of the metaheuristic 
methods (the CSA, the PSO, and the EFO methods) are 
constant at steady-state. This confirms the advantage of not 
having S.S.O. for the metaheuristic methods discussed in 
[19–21].

The transient behaviors of the direct MPPT methods (the 
P&O and the INC methods) are less random during search-
ing for the MPPs compared to the transient behaviors of the 
metaheuristic methods. The transient behavior of the EFO 
method demonstrates the least randomness compared to the 
transient behaviors of the other metaheuristic methods dis-
cussed in [19–21]. It is worth mentioning that for all the five 
MPPT methods, the transient behaviors while searching for 
the MPPs are less random after the first step change because 
the first MPP is kept as a reference. The fact that the tran-
sient behaviors are less random after the first step change 
results in shorter tracking times.

The simulation results show that the transfer of power 
from the PV module to the load is efficient as the efficiency 
of the designed system ranges between 86% and 88% for the 
five MPPT methods under varied load values (50–150 Ω ) as 

Table 2  Simulation results of varied sun irradiance under fixed load 
and fixed temperature conditions test

MPPT method EFO CSA PSO P&O INC

300 W∕m2 sun irradiance level
 PV power (W) 5.75 5.75 5.75 Ave. 5.73 5.75
 T.E. (%) 100 100 100 99.67 99.98
 T.T. (s) 0.22 0.48 0.49 0.05 0.08

400 W∕m2 sun irradiance level
 PV power (W) 7.75 7.75 7.75 Ave. 7.72 7.75
 T.E. (%) 100 100 100 99.64 100
 T.T. (s) 0.14 0.20 0.22 0.03 0.04

500 W∕m2 sun irradiance level
 PV power (W) 9.77 9.77 9.77 Ave. 9.74 9.75
 T.E. (%) 100 100 100 99.75 99.88
 T.T. (s) 0.13 0.23 0.26 0.02 0.05

Fig. 4  The voltage, the current, and the power of the PV module versus time when using the EFO method
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Fig. 5  The duty cycle versus time when using the EFO method

Fig. 6  The voltage, the current, and the power of the PV module versus time when using the five MPPT methods
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shown in Fig. 8. The electrical efficiency of the chosen PV 
module ranges between 15.18% and 15.47% for the tested 

sun irradiance levels (300–500 W∕m2 ). Table 3 summarizes 
the results of the applied methods.

Experimental results and discussion 
of the fixed load and fixed weather 
conditions test

A hardware setup for the standalone PV system was 
implemented to test the performance of the proposed EFO 
method and compare it to the performance of the P&O 
method. The implemented hardware setup was inspired 
from [22]. The setup consists of white LED light bulbs, a 

Fig. 7  The duty cycle versus time when using the five MPPT methods

86.5
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88.5

89

40 90 140

P&O INC CSA PSO EFO

Ef
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Fig. 8  The efficiency of the system versus the load when using the 
five MPPT methods

Table 3  A summary of the simulation results of the five MPPT meth-
ods

MPPT method EFO CSA PSO P&O INC

T.E 100% 100% 100% 99.59% 99.98%
T.T Rank 3 Rank 4 Rank 5 Rank 1 Rank 2
S.S.O No No No Yes No
Tuning parameters 3 2 3 1 1

Fig. 9  The implemented hardware setup
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20 W PV module (Newpowa NPA20S-12H), a current and 
voltage sensor (Zio INA219), a SEPIC converter, Arduino 
Mega 2560, a resistive load (150 Ω ), an oscilloscope, and 
a digital light and temperature meter. Figure 9 illustrates 
the implemented hardware setup. The experimental test 
was conducted under fixed load and fixed weather condi-
tions (sun irradiance level is 33 W∕m2 and surrounding 
temperature is 25 ◦C ). Figures 10, 11, 12 and 13 depict the 

graphical results of the test. The numerical results of the 
test are summarized in Table 4.

From the conducted test, the P&O method achieved 
higher tracking efficiency as compared to the tracking effi-
ciency of the EFO method. This contradicts the simulation 
results as the P&O method exhibits steady-state oscillations 
which should result in power losses. However, one reason 
behind the degraded tracking efficiency of the EFO method 
experimentally could be due to the tuning parameters. 
The values of the tuning parameters that were used in the 
experimental test are the same as that of the simulation test. 
Changing the values of the tuning parameters could improve 
the performance of the EFO method. Another reason for 
the degraded tracking efficiency of the EFO method could 
be the used algorithm to find the correct index to insert a 
new EMP into the sorted population. The algorithm that was 
used in the experimental test can be improved or changed to 
enhance the performance of the EFO method. In addition, 
a higher precision ratio could be used when comparing the 
worst EMP with the newly generated EMP to improve the 
tracking efficiency of the EFO method.

The tracking time of the P&O method is less than the 
tracking time of the EFO method. This confirms the simula-
tion results and the fast convergence advantage of the P&O 
method discussed in [16, 17].

Steady-state oscillations around the MPP for the P&O 
method are clear in the experimental results. However, the 

Fig. 10  The experimental voltage of the PV module versus time when 
using the EFO method

Fig. 11  The experimental PWM control signal versus time when 
using the EFO method

Fig. 12  The experimental voltage of the PV module versus time when 
using the P&O method

Fig. 13  The experimental PWM control signal versus time when 
using the P&O method

Table 4  Experimental results of fixed load and fixed weather condi-
tions test

MPPT method EFO P&O

PV power (W) 0.45 Ave. 0.56
T.E. (%) 80.14 98.58
T.T. (s) 6.60 3.20
Load power (W) 0.28 Ave. 0.35
Converter efficiency (%) 62.17 62.05



970 International Journal of Energy and Environmental Engineering (2023) 14:961–971

1 3

EFO method achieved zero S.S.O. The PWM control signal 
of the P&O method suffers from large oscillations as com-
pared to the PWM control signal of the EFO method. This 
confirms the simulation results and the S.S.O. disadvantage 
of the P&O method as discussed in [16, 17].

Conclusions

This paper proposed the methodology of applying a new 
maximum power point tracking (MPPT) method, namely 
the Electromagnetic Field Optimization (EFO) method. 
The proposed tracking method was not applied before in 
the literature. The performance of the proposed method 
was assessed against the performances of four well-studied 
MPPT methods in the literature, namely: the Cuckoo Search 
Algorithm (CSA) method, the Particle Swarm Optimization 
(PSO) method, the Perturb and Observe (P&O) method, and 
the Incremental Conductance (INC) method. The assessment 
of the performances of the methods was completed by con-
ducting simulation and experimental tests.

The simulation test was conducted to evaluate the per-
formance of the proposed EFO method in tracking the MPP 
under changing sun irradiance levels and fixed tempera-
ture and load conditions. The EFO method achieved a high 
tracking efficiency (100%), a short tracking time (0.13 s), 
no steady-state oscillations, and no duty cycle oscillations 
in the simulation test. This test highlighted the superior-
ity of the EFO method over the CSA method and the PSO 
method in terms of the short tracking time as their tracking 
times were 0.23 s and 0.26 s, accordingly. The simulation 
results also demonstrated that the transfer of power from the 
PV module to the load is efficient as the efficiencies of the 
designed system range between 86% and 88% for the five 
MPPT methods. The electrical efficiencies of the chosen PV 
module range between 15.18% and 15.47% for the tested sun 
irradiance levels (300–500 W∕m2).

On the other hand, the experimental test was under 
fixed load and fixed weather conditions. The EFO method 
achieved 80.14% tracking efficiency, 6.6 s tracking time, no 
steady-state oscillations, and no duty cycle oscillations in 
the experimental test. The experimental test highlighted a 
degraded tracking efficiency of the EFO method compared 
to the P&O method that achieved 98.58% tracking efficiency 
and 3.2 s tracking time.

As a result, modifications to the EFO method can be 
made to improve its performance in future experimental 
tests. Future experimental tests can include slow gradual 
changes in irradiance and temperature tests, rapid changes in 
irradiance and temperature tests, and worst-case irradiance 
tests. In addition, a hybrid method comprising of the EFO 
method and another MPPT method can be implemented to 
achieve an improved tracking performance. Addressing the 

dynamic partial shading problem using the EFO method can 
also be considered for future research.
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Abstract
It is vital, following the Kyoto Protocol, to find environmentally benign and energy-efficient refrigerants, consequently 
boosting the coefficient of performance (COP). Refrigeration systems are used extensively in the industrial, home, and com-
mercial sectors for cooling, heating, food preservation, and cryogenic purposes. Researchers have successfully employed the 
application of nanoparticles in cooling systems to achieve improved enhancement, reliability, and efficiency of refrigeration 
systems because of their higher heat transfer and thermophysical capabilities. The function of numerous variables, however, 
makes the experimental technique appear to be costly and time-consuming to carry out. This study was, therefore, designed 
to numerically simulate the performance assessment of a nanoparticle-enhanced Cascaded Vapor Compression Refrigera-
tion Cycle (CVCRC). The focus of this paper is on four distinct  SiO2 nanoparticle nanorefrigerants and their pure fluids: 
two HFCs as well as two fourth-generation refrigerants (HFOs), namely; R12, R134a, R1234yf, and R-1234ze (E). The 
results show that adding nanoparticles to the pure refrigerant improves COP, and the highest values were achieved with the 
R1234ze(E)/SiO2 mixture. Increasing the mass concentration of the nanoparticles leads to an increase in the refrigeration 
effect, an increase in COP, and a reduction in compressor work. Although R125 had the lowest compressor work of 47.12 kW 
when SiO2 nanoparticles are introduced, however, is not suitable for refrigeration because of its high GWP values. R1234ze 
has the second-lowest compressor work of 59.58 kW with the addition of  SiO2, it is consequently more energy efficient and 
can be used in its place as it has a GWP of 6, among other benefits.

Keywords Nanorefrigerants · COP · Refrigeration · Cascaded vapor compression refrigeration cycle · Compressor work
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ℎ  Specific enthalpy (kJ/kg)
ρ  Density
Q  Heat rate (kW)
W  Work rate (kW)
m  Mass flow rate (kg/s)
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exp  Expansion
NR  Nanorefrigerant
PR  Pure refrigerant

Introduction

The proliferation of refrigeration and air conditioning 
devices has significantly boosted global energy consump-
tion. Therefore, a small reduction in energy consumption can 
have a big impact on the global energy situation. This neces-
sitates the use of energy-efficient and high-performance 
heating, refrigeration, and air-conditioning systems.

Vapor compression cycles are the most common technol-
ogy for modifying the environment of a closed room through 
heating or cooling [1]. Due to the high compression require-
ments, a single cycle system will not be able to efficiently 
cool processes at extremely low temperatures. To attain the 
requisite low temperature, cascaded refrigeration systems 
(CRS) are typically employed. A cascaded cooling system 
is made up of two cooling cycles linked by a heat exchanger. 
The heat exchanger acts as a condenser in the low-tempera-
ture loop (LTL) and as an evaporator in the high-temperature 
loop (HTL) [2].

In comparison to a single vapor compression refrigeration 
system, a cascaded vapor compression refrigeration system 
may operate at lower evaporation temperatures and com-
pression ratios (in each loop), while yet achieving a better 
volumetric compressor efficiency [3]. The development of 
energy-efficient cooling systems is hampered by the poor 
thermal transport properties of conventional heat transfer 
fluids. To get around this constraint, a colloid has been 
developed through the suspension of nanoparticles (NP) 
into the conventional heat transfer fluids, also referred to as 
nanofluids [4]. Because of their thermal transfer capabili-
ties, nanofluids have been particularly attractive as advanced 
working fluids. Nanofluids are made up of extremely small 
particles (1–100 nm) mixed with ordinary working fluids 
like water and oil. It is called nanorefrigerant when a refrig-
erant is used as the base fluid [5].

The nanorefrigerant has a higher thermal conductivity 
than the base fluid as a result of its superior thermal con-
ductivity. Their higher heat transfer coefficient is also one of 
their most distinctive features. [6]. As a result, at the liquid, 
vapor, and the two-phase region of a refrigeration cycle, 
an increase in heat transfer takes place [7, 8]. According to 
the literature, the results of such contrary effects are often 
combined with a COP increase of about 10–20%, depending 
mainly on the NP and their mass/volume fraction [9].

Conventional refrigerants significantly contribute to 
global warming and thereby damage the ozone layer. There-
fore, the performance of the vapor compression cooling sys-
tem must be enhanced using a suitable refrigerant. Water 

was one of the first substances to be utilized as a refriger-
ant [10]. These water-based refrigeration systems, however, 
were only used in a few applications due to their numerous 
drawbacks. The vapor compression refrigeration systems, 
which used ethyl ether as the refrigerant, were first created 
by Jakob Perkins [11]. Due to its high boiling point, toxic-
ity, and flammability problems, ethyl ether first seemed to 
be an excellent refrigerant but did not catch on. Later, the 
carbon dioxide-powered vapor compression refrigeration 
system was invented. Due to its nonflammability and lack 
of hazardous properties, carbon dioxide has numerous uses, 
particularly in marine refrigeration [10].

The initial vertical ammonia compressor with single act-
ing was developed by David Boyle in 1872. The thermo-
physical properties of ammonia are excellent, it is widely 
available, and it is inexpensive[12]. But, ammonia is risky 
and has a minor flammability issue. A few common build-
ing materials, like copper, are also incompatible with it. 
However, testing on several other fluids, including isobu-
tane, ethyl chloride, methyl and ethyl amines, and methylene 
chloride, was stopped due to several limitations [10].

The introduction of second-generation refrigerants was 
necessary because virtually all first-generation refrigerants 
had safety issues, such as toxicity, flammability, and high 
operating pressures. Second-generation refrigerants, also 
referred to as ODS, have been connected to both significant 
contributions to global warming and ozone layer depletion. 
This prompted scientists to rethink their search for safer 
refrigerants. This time, the phrase "safer" refers to hazards 
to immediate personal safety as well as long-term environ-
mental safety, such as toxicity and flammability [10].

Between 1990 and 2009, the Montreal Protocol dras-
tically decreased CFC emissions. Due to the non-ozone 
depleting characteristics becoming the major criteria for 
third-generation refrigerants, two alternatives HFCs and 
HFEs have emerged. The Montreal Protocol’s primary goal 
was to protect the ozone layer, but it also had the unintended 
consequence of significantly reducing greenhouse gas emis-
sions. This is true since HFCs emit greenhouse gases at a 
lower rate than CFCs. Nevertheless, the Kyoto Protocol 
classifies HFCs as greenhouse gases [13, 14] because of 
their relatively large GWP, which is many times more than 
 CO2. Among all greenhouse gases, HFCs are growing at the 
quickest pace, at a rate of 10–15% annually. Fluorochemi-
cals were still the main topic of attention, though. Many 
non-fluorochemicals and hydrofluoroether (HFE) chemicals 
were thoroughly assessed by corporate and public research 
programs, but only a small number of them showed promise 
[10].

Several industries have been obliged to adopt a new gen-
eration of low-GWP refrigerants, such as HC (hydrocarbon) 
and HFO (hydrofluoro olefin) refrigerants, to meet regula-
tory requirements. Due to increasing international concerns 
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about the GWP of HFC refrigerants. The number of fluorine 
atoms in HFCs directly affects their atmospheric lifetime and 
GWP. As a result, HFCs have been scrutinized for their role 
in greenhouse gas emissions. The growing concern about 
humanity’s effect on global warming has prompted research-
ers to look for alternative refrigerants with a lower GWP, and 
natural refrigerants have re-sparked renewed interest [15].

HFOs which are also called fourth-generation refrigerants 
are unsaturated organic compounds made up of hydrogen, 
fluorine, and carbon. They have a carbon–carbon double 
bond, which is a key feature that contributes to their low 
global warming. These synthetic refrigerants, known as 
hydrofluoro olefins (HFOs), have a low GWP which is 0.1% 
of that of HFCs. The HFOs, besides having short atmos-
pheric lifetimes, have many useful properties, including low 
boiling points, excellent physicochemical properties, and 
strong vapor pressures at room temperature. As a result, they 
are thought to be the best HFC alternatives [10].

In this vital phase of the transition from high-GWP to 
low-GWP systems, this type of study might be tremendously 
valuable in improving knowledge regarding the applica-
tion and efficiency of environmentally friendly refriger-
ants. Although more research is needed to fully understand 
nanorefrigerants’ potential applicability in refrigeration and 
air conditioning systems, their impact on the thermodynamic 
efficiency of refrigerants and lubricants suggests they will be 
employed more frequently in the future [16]. Nanorefriger-
ant studies are, however, still in the embryonic phase but 
scientists have recently used nanoparticles in refrigeration 
systems because thermophysical and heat transfer capabili-
ties could be significantly improved by these nanoparticles. 
Nanofluid investigations are not limited to thermal conduc-
tivity only. Nevertheless, researchers have studied other ther-
mophysical properties as well as viscosity, the tension on the 
surface, specific heat capacity, etc.

Various studies on the application of nanorefrigerants in 
various systems are reviewed in this paper and are provided 
in this section. Subramani and Prakash [17] examined the 
performance of an  Al2O3 nanoparticle (size and 50 nm, 
density 0.26 g/cc) cooling system mixed with lubricating 
oil (SUNISO 3GS). The results showed that refrigerant 
cooling in the condenser decreases by 8.3 °C and cooling 
time by 27%. In addition, power consumption was reduced 
by 25%, and COP improvement of 33% was achieved. Jwo 
et al. [18] also investigated the potential of  Al2O3 nano-
particles as R12/MO additives. The results showed that a 
greater compression ratio compared to R12 is achieved by 
using the nanorefrigerant at 0.1 wt.%. Peng et al. [19] inves-
tigated the effect of mass fraction on the pressure drop of 
a boiling R113/CuO nanorefrigerant in a horizontal tube. 
They concluded that the dispersion of nanoparticles in pure 
R113 refrigerant increases the drop in pressure. The maxi-
mum pressure drop improvement was 20.8%. With a 0.5% 

mass fraction of CuO nanoparticles distributed in polyester 
oil, Kedzierski and Gong [20] observed a 275% increase 
in heat transfer with the base refrigerant R134a. Sun and 
Yang [8] have investigated nanorefrigerants such as R141b/
Cu, R141b/Al2O3 and R141b/CuO to find out the effects of 
material type and quality of vapor on the flow of boiling heat 
transfer in horizontal tubes with the use of computer-aided 
tests. The R141b/Cu nanorefrigerant has the highest heat 
transfer coefficient for the same mass fraction, and R141b/
CuO provides the lowest coefficient of heat transfer among 
the considered nanorefrigerants.

Improvements in heat transfer have been seen in recent 
studies by the use of  Al2O3 as nanoparticles in refrigerants, 
as well as in the reduction of power consumption. Because 
the heat transfer enhancement reduces the amount of energy 
required by the compressor to run the working fluid, the sys-
tem runs more efficiently. Bi et al. [21]examined the R134a/
Al2O3 nanorefrigerant in a refrigerator and discovered that a 
0.06 wt. percent blend saved 23.24% of energy and increased 
COP by 18.30 percent. Sabareesh et al. [22] studied how 
R12/TiO2/mineral oil could improve a vapor compression 
cooling system’s COP. Based on their findings, compression 
work decreased by 11% as COP increases in the vapor com-
pression cooling system when the nanorefrigerant is used 
instead of the R12/MO mixture. The use of nanorefriger-
ants in domestic refrigerators has been studied by Javadi and 
Saidur [23] to reduce energy consumption and greenhouse 
gas emissions. The nanorefrigerants  TiO2-mineral oil-R134a 
and  Al2O3-mineral oil-R134a were utilized in mass fractions 
of 0.06 percent and 0.1 percent, respectively. The nanore-
frigerant containing 0.1%  TiO2 nanoparticles showed the 
highest energy savings. Wang et al. [24] conducted one of 
the first experimental studies using nanorefrigerant, dem-
onstrating that using  TiO2 nanoparticles in an R134a-based 
system significantly improves the cooling speed and COP of 
a domestic refrigerator. Using  TiO2 nanoparticles, Li et al. 
[25] reported a major increase in the heat transfer coefficient 
of R11 refrigerant.

In a separate study, Aktas et al. [5] focused on five distinct 
nanorefrigerants,  Al2O3 nanoparticles with pure refriger-
ants; R430a, R436a, R12, R600a, and R134a. The results 
showed that COP is improved by adding nanoparticles to 
the pure refrigerants, and the highest increment of 43.93% 
of COP was obtained by utilizing the R600a/Al2O3 mixture. 
The relationship between thermal power and increased COP 
performance in some cooling systems was studied by Mah-
bubul et al. [26]. At the same temperature, the conductivity, 
dynamic viscosity, and density of the  Al2O3/R-134a nanore-
frigerant rose by 28.58%, 13.68%, and 11%, respectively, 
when compared to the base refrigerant (R-134a). A nanolu-
bricant of the 40 nm ZnO nanoparticles with PAG oil was 
prepared by Kumar et al. [27]. The mixture was prepared for 
10 h by the magnetic stirrer, then the ultrasonic homogenizer 
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vibrates the mixture for 15 h to prevent the particles from 
being clustered. The mixture was then used with R152a 
refrigerant to develop a nanorefrigerant that decreases the 
consumption of energy with 0.5% of volume concentration. 
Kumar et al. [28]evaluated the performance of VCRS with 
 ZrO2 nanoparticles with R134a and R152a to compare the 
impact of refrigerant type.  ZrO2 nanoparticles (20 nm) were 
utilized at 0.01 to 0.06 percent volume concentration. The 
compressor work for  ZrO2/R152a nanorefrigerant was lower 
than R152a but higher than R134a. Coumaressin et al. [29] 
studied the effects of aluminum oxide, copper oxide, tita-
nium oxide, and zinc oxide nanofluids in a vapor compres-
sion refrigeration device utilizing R1234yf. Nanofluids are 
injected directly into the refrigerant in the liquid line after 
the pump. Using the TK solver, the nanorefrigerant’s ther-
mophysical characteristics were assessed. The comparison 
curves show that  Al2O3 nanorefrigerant has much better per-
formance than the other nanorefrigerants at 0.55 concen-
tration. The coefficient of performance of  Al2O3 nanofluid 
is 28% greater than that of other nanofluids, while power 
consumption is reduced by 7%.

Although nanorefrigerants have been researched over 
time, their use in refrigeration is still up for debate. For 
example, it is observed there is almost no study on the use 
of nanoparticles with fourth-generation refrigerants. The 
goal of this research is to examine how nanoparticles affect 
the thermodynamic efficiency of a cascaded refrigeration 
system. An investigation into the coefficient of performance 
(COP) and compressor performance of a cascaded refrigera-
tion system utilizing four different refrigerants, two HFCs as 
well as two fourth-generation refrigerants (HFOs), namely, 
the R12, R134a, R1234yf, and R-1234ze (E), in combination 
with  SiO2 nanoparticles is the goal of this theoretical inves-
tigation. The performance of these four nanorefrigerants in 
a CVCRC is evaluated by introducing  SiO2 nanoparticles at 
a mass fraction of 0.05%. To investigate the effects of the 
refrigeration cycle, parameters such as refrigerant type and 
nanoparticle mass concentration on COP at various evapora-
tion and condensation temperatures. The utilization of  SiO2 
nanoparticles synthesized from agricultural waste from the 
barley plant, which increases sustainability, is another inno-
vative aspect of this research.

Preparation of  SiO2 nanoparticles

Materials and methods

One of the highlights of the research was to synthesize 
the nanofluid using a sustainable means. Nanosilica was 
synthesized from the agricultural waste of the barley 
plant. Barley grass straw (BGS) was collected from levent 
farm, also hydrochloric acid and sodium hydroxide were 

prepared for their various molarities, other materials used 
include furnace, miller equipment, UV reflux bottles, and 
beakers.

Experimental preparation

The waste straw made from barley was gathered and properly 
cleansed with distilled water. The barley waste was dried and 
washed with distilled water, to remove soil particles attached 
to the straws [30]. After which they were allowed to dry for 
24 h at 100 °C in the oven. The dried straw was powdered 
with the help of a miller and 50 g of the powder was used for 
preparation. To prepare the nano-enhanced refrigerant fluid, 
barley grass straw was refluxed in 250 ml of 2 M HCl for 6 h, 
then heated in a 700 °C furnace for 5 h, the process is the 
same as described in [31]. The stabilization of the nanopar-
ticle was done by dispersion in deionized water, after which 
ultra-sonication was carried out to prevent agglomeration 
and to ensure a pH value of 7.

System description

The CVCRC is divided into two cycles: HTL and LTL. Both 
cycles have a compressor, condenser, expansion valve, and 
evaporator, and they are connected by a heat exchanger, 
which serves as the evaporator in the HTL and the con-
denser in the LTL at the same time, as shown in Fig. 2. In 
this study,  CO2 is employed as the working fluid in the LTL 
loop, whereas one of the four nanorefrigerants is used in the 
HTL loop. Table 1 summarizes the thermodynamic, environ-
mental, and safety properties of the refrigerants used in this 
analysis, as obtained from the literature. [33–38]

A schematic of a typical cascaded refrigeration system 
is given in Fig. 1 and a representative T-S diagram for the 
CVCRC is presented in Fig. 2. The refrigerant is saturated 
vapor when it goes into the compressors (points 1 and 5) and 
saturated liquid when it enters the expansion valves (points 
3 and 7). The LTL condenser and the HTL evaporator serve 
as heat exchangers within the CVCRC. The refrigerant in the 
HTL cycle evaporates in this heat exchanger, whereas the 
refrigerant in the LTL cycle condenses into saturated liquid.

The four processes that make up the vapor-compression 
refrigeration cycle are as follows:

• (1–2), (5–6) isentropically compression of refrigerant in 
the compressor.

• (2–3), (6–7) constant-pressure condensation,
• (3–4), (7–8) in the expansion valve, adiabatic expansion 

occurs.
• (4–1), (8–5) constant-pressure evaporation.
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Theoretical modeling

The mass, energy and entropy balance equations are used 
to determine the CVCRC’s thermodynamic performance, 
and Table 2 contains the input data used for system analy-
sis. The thermodynamic analysis considers the following 
assumptions:

• The CVCRC works under steady-state conditions.
• Potential and kinetic energies are insignificant.
• The refrigerant valves are isenthalpic.
• In the CVCRC pipeline, the pressure drops are ignored.
• The nanoparticle distribution in the refrigerant flow is 

uniform.
• The nanoparticles are not deposited on the solid walls.

For each component of the CVCRC, the mass balance 
equation is expressed as follows:

The general energy balance equation for CVCRC is:

Work, specific enthalpy, and heat transfer rates are rep-
resented by W, h, and Q, respectively.

(1)
∑

ṁin =
∑

ṁout

(2)

∑

ṁinhin +
∑

Q̇in +
∑

Ẇin =
∑

ṁouthout +
∑

Q̇out +
∑

Ẇout

Table 1  The thermodynamic, 
environmental, and safety 
properties of the refrigerants 
used

*Global warming potential with a period of 100 years  (CO2 relative to GWP = 1)

R125 R134a R1234yf R-1234ze (E) R-744

Chemical formula C2HF5 C2H2F4 C3H2F4 C3H2F4 CO2

Critical Temperature (°C) 66.02 101.06 94.7 109.36 30.98
Critical Pressure (kPa) 3617.7 4059.28 3382.2 3634.9 7377.3
Critical density (kg/m3) 573.58 511.899 475.55 489.238 467.6
Boiling point (°C)  − 48.09  − 26.07  − 29.45  − 18.97  − 78.46
Molecular weight (kg/mol) 120.02 102.032 114.042 114.0416 44.009
GWP* 3170 1300 1 6 1
ODP 0 0 0 0 0
ASHRAE safety group A1 A1 A2L A2L A1
Atmospheric lifetime (years) 29 14 0.030116 NA 200

Fig. 1  Schematic of typical cascaded refrigeration system

Fig. 2  T-S diagram of a typical cascaded refrigeration system
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Table 3 represents the energy balance equations for the 
CVCRC components.

The CVCRC’s overall coefficient of performance for cool-
ing is:

The density of a nanorefrigerant (NR) is estimated from 
the density of nanoparticles (NP) and the density of the base 
fluid (PR) and the mixture ratio using the equation proposed 
by Xuan and Roetzel [39], it should be noted, however, that 
the original equation is modified in this work by substituting 
mass fraction ( �) for volume fraction.

Validation

We considered testing for the accuracy and validity of the 
results by making a comparison between our results and that 
of the Hussin et al. [40] experimental study as shown in 
table. Table 4 shows COP for the pure refrigerant R134a and 
R134a/SiO2 nanorefrigerant. It can be observed that the COP 
results from our theoretical analysis and that of Hussin et al. 
[40] shows same trend; a raise in the COP with the addition 

(3)COPoverall =
Q̇ev

Ẇcomp1
+ Ẇcomp2

(4)�NR = ��NP + (1 − �)�PR

of  SiO2 nanoparticles. In the study performed by Hussin 
et al. [40], a percentage increase of 23.45% in COP value 
was recorded with the addition of  SiO2, while a percentage 
increase of 10.11% was recorded in this study. The large 
deviation is due to the difference in system parameters used 
in both studies. Also, for this study, only the COP of HTL 
loop of the cascade system was considered in this validation.

Results and discussion

In this study, the thermodynamic performance of a CVCRC 
using NR is investigated. The nanosilica was synthesized 
from the agricultural waste of the barley plant. The density 
of an NR can be used as a metric to measure the enthalpy of 
a working fluid because there are no charts or correlations 
to establish the characteristics of NRs. The EES database 
may be used to calculate nanorefrigerant enthalpies that cor-
respond to the density, temperature, and pressure of pure 
refrigerants at any point in time. The density of  SiO2 was 
experimentally determined to be 2400 kg/m3. It is worth 
noting that enthalpy of state point 3 on the T-S diagram is 
calculated as follows; firstly, for this study the condensa-
tion temperature ( TPR3

 ) and corresponding pressure ( PPR3
 ) 

are set to 45 °C and 1154 kPa, respectively. The density at 
point 3 of the various pure refrigerants used in this study 
(R125, R134a, R1234yf, and R-1234ze (E)) are referred to 
from EES. Nanorefrigerant density ( �NR ) is calculated using 
Eq. (4). Based on the density of the NR, the enthalpy at 

Table 2  Input data

Low-temperature loop 
(LTL)

High-temperature loop (HTL)

Refrigerant CO2 R125, R134, R1234yf, R-1234ze (E) & R125-
SiO2, R134-  SiO2, R1234yf-  SiO2, R-1234ze 
(E)-  SiO2

Temperature of the evaporator (°C)  − 50 –
Temperature of the condenser (°C) – –
Temperature of the evaporator (°C) – –
Temperature of the condenser (°C) 45 –
Isentropic efficiency of the compressor (%) 80 80
Heat exchanger effectiveness 90

Table 3  Energy balance

Components Energy balance

Evaporator ṁ
8
h

8
+ Q̇ev = ṁ

5
h

5

Compressor I ṁ
1
h

1
+ Ẇcomp1

= ṁ
2
h

2

Compressor II ṁ
5
h

5
+ Ẇcomp2

= ṁ
6
h

6

Condenser ṁ
3
h

3
+ Q̇c = ṁ

2
h

2

Expansion valve I ṁ
3
h

3
= ṁ

4
h

4

Expansion valve II ṁ
7
h

7
= ṁ

8
h

8

Heat exchanger ṁ
4
h

4
+ ṁ

6
h

6
= ṁ

1
h

1
+ ṁ

7
h

7

Table 4  Validation of the study

Density of Nanoparticle: Hussin et al. [40]: 2200 kg/m3, This 
study:2400 kg/m3

Mass concentration: Hussin et al. [40]: 0.5%, This study:0.5%

COP COP

Pure R134a Hussin et al. [40] 3.24 This study 2.461
R134a +  SiO2 Hussin et al. [40] 4.00 This study 2.71



607International Journal of Energy and Environmental Engineering (2023) 14:601–612 

1 3

liquid saturation is determined using pure refrigerant data. 
The latter enthalpy as determined from EES is used to be 
the one for point 3. Similarly, entropy for point 3 is deter-
mined using the EES database. The enthalpy value of NR, 
determined in this way, is slightly below that of the pure 
refrigerant used as the base fluid for the NR.

For state point 1, the temperature ( TPR1
 ) and saturation 

pressure (PPR1
 ) are set to − 14 °C and 183.7 kPa, respec-

tively. Enthalpy and entropy of NR at state point 1 are deter-
mined in a similar way to that of state point 3. Enthalpy of 
NR at point 1 is found to be slightly higher than that of pure 
refrigerant.

The properties of refrigerants at points 1 and 3 are sum-
marized in Table 5.

Using parameters from points 1 and 3 of the refrigeration 
cycle, such as pressure and entropy, the enthalpy of points 
2 and 4 can be calculated. h4 at the evaporator’s inlet must 
equal h3 due to adiabatic expansion in the expansion valve. 
EES calculates h1 using s1 and saturation pressure at point 
3. Furthermore, if the compressors’ isentropic efficiency is 
equal to 1 and the refrigeration cycle is ideal, s1 and s2 at 
the compressor’s outlet must be equal. The compressor’s 
isentropic efficiency is assumed to be 0.80 in this study.

Results from nanoparticle characterization

To obtain the XRF patterns of  SiO2 nanoparticles, the sam-
ples are measured with an X-ray diffractometer (Bruker D8 
Advance model). Following that substantial peaks were 
noticed and recorded over the range of 400–4000  cm−1 uti-
lizing (IR Prestigue–21 Shimadzu, Japan) to explore the 
characteristics of nanoparticles. This analysis is critical for 
identifying the functional groups in nanoparticles. It was 
important to perform EDX analysis to determine the con-
stituent elements. In the SEM analysis, the EDX generates 
X-rays based on the principle of electrons focused primarily 

on the specimen. As a result, it is possible to provide a com-
plete depiction of the constituent elements [32].

Figure 3 shows the FTIR spectra of produced silica nano-
particles after calcination at 700 °C. The domineer peaks 
point to the occurrence of silica. Vibrations related to the 
stretching of silicon bonds (Si–O–Si) for NS synthesized 
from BGS cause the peak at 1080  cm−1. In addition, the 
vibrations have a low critical stretching peak. In the FTIR, 
NS synthesized from BGS has a transmission spectrum of 
400–4000  cm−1. A peak at 2250  cm−1 was also linked to an 
aromatic methyl group’s C=H bond stretching. The peak at 
800  cm−1 revealed siloxane linkages (Si–O–Si) framing sil-
ica from silicon, demonstrating that the findings of this study 
are consistent with previous findings. Figure 3 also shows 
SEM images in which no aggregation and less agglomera-
tion was observed in the structures. At around 2.0 keV, a 
significant silicon peak was seen, indicating that 88.6% of 
silicon was synthesized.

Some basic properties of the synthesized barley grass 
nanosilica  (SiO2) are tabulated in Table 6.

Results of the sensitivity analysis

For all refrigerant couplings at constant evaporator tempera-
ture (Tev = − 50 °C), Fig. 4 examines the effect of condenser 
temperature on overall CVCRC COP. As the condenser tem-
perature rises from 25 to 50 °C, the total COP decreases in 
all situations. Among the refrigerant couples studied, the 
R1234ze/SiO2(NR)-CO2 refrigerant pair has the highest 
overall COP value, while the R125-CO2 refrigerant couple 
has the lowest overall COP value.

The effect of the condenser temperature on the CVCRC 
evaporator’s heat transfer rate is seen in Fig. 5. The figure 
depicts a declination trend, in which the heat of evaporation 
of the refrigerants increases as the temperature increases. 
The evaporator heat rate is increased by lower condenser 
temperatures. It was also discovered that adding silicon 

Table 5  Properties of 
nanorefrigerants at points 1 
and 3

State point T
PR

(°C) �
PR

(kg/m3) h
PR

(kJ/kg) ω �SiO
2
(kg/m3) �

NR
(kg/m3) T

NR
h
NR

(kJ/kg)

R125/SiO2

1  − 15 25.54 325.67 0.0005 2400 26.73  − 13.7 326.34
3 45 1048 262.66 0.0005 2400 1049 44.93 262.55
R134a/SiO2

1  − 15 8.293 241.48 0.0005 2400 9.489  − 11.51 243.60
3 45 1125 115.80 0.0005 2400 1126 44.85 115.58
R1234yf/SiO2

1  − 15 10.5 353.39 0.0005 2400 11.69  − 12.04 355.35
3 45 1012 261.14 0.0005 2400 1013 44.82 260.88
R-1234ze (E)/SiO2

1  − 15 6.831 373.64 0.0005 2400 8.028  − 10.84 376.57
3 45 1092 263.02 0.0005 2400 1093 44.84 262.78
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oxide  (SiO2) nanoparticles to the base refrigerants enhanced 
the evaporator’s heat transfer rate.

The influence of evaporator temperature on the overall 
COP of the CVCRC is illustrated in Fig. 6, while the con-
denser temperature remains constant at 45 °C. The COP 
of the CVCRC increases as the evaporator temperature 
rises from − 55 °C to − 40 °C for all refrigerant pairs. The 
R1234ze/SiO2-CO2 refrigerant pair has the highest COP, 
with a 23.95% increase when the evaporator temperature 
is adjusted from − 55 °C to − 40 °C while the condenser 

Fig. 3  A Xrd Images of Nanosilica, B Ftir of Nanosilica, C Sem Images of Nanoparticles, D Edx images of nanoparticles

Table 6  Synthesized barley grass nanosilica  (SiO2) properties

Property

Density (kg/m3) 2400
Thermal conductivity (W/m.K) 1.380
Specific heat capacity (J/kg.K) 968.9
Particle size (nm) 100

28 35 42 49

1

1.25

1.5

1.75

43.76 43.98 44.2 44.42 44.64 44.85

1.219

1.235

1.25

1.266

Tcond (°C)

CO
P o

ve
ra
ll

R125/SiO2-CO2
R125-CO2

R134a/SiO2-CO2
R134a-CO2

R1234yf/SiO2-CO2
R1234yf-CO2

R1234ze/SiO2-CO2
R1234ze-CO2

Fig. 4  Effect of condenser temperature on overall COP at 
Tevap = − 50 °C
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temperature is kept at 45 °C. Krishnan et al. [41] reported 
a similar trend and observations in a similar investigation.

At a constant condenser temperature of 45 °C, Fig. 7 
shows the effect of evaporator temperature on compressor 
work. As predicted, the compressor consumes less energy 
at higher evaporator temperatures while the condenser tem-
perature remains constant. It was observed that compressor 
work decreased by adding silicon oxide  (SiO2) nanoparticles 
to the base refrigerants. A rise in COP was caused by an 
increase in Qe and a decrease in Wcomp, as per Eq. (4). This 
means that less energy is consumed for the same refrigera-
tion capacity. Among the refrigerants investigated, R134a-
CO2 had the highest compressor work while R125/SiO2-CO2 
had the lowest compressor work in all conditions at a con-
stant condenser temperature.

Figure 8 depicts the effect of increasing the mass con-
centration of the  SiO2 nanoparticles on the refrigeration 
effect of the CVCRC. Increasing the mass concentration 
from 0.04% to 0.1% leads to an increase in the refrigeration 

effect. This is because more nanoparticles per unit mass of 
refrigerant improve the heat transfer coefficient and thus 
the cooling effect.

Figure  9 shows the influence of nanoparticle mass 
concentration on overall compressor work and COP of 
the CVCRC employing four different nanorefrigerants. 
For the four nanorefrigerants, the work of the compres-
sor decreases as the mass concentration increases. The 
mobility of the nanoparticle within the nanorefrigerant 
contributes to the pressure of the nanorefrigerant, which 
requires the compressor to do less work to achieve the 
required condenser pressure. As a result, the quantity of 
work required by the compressor is greatly reduced. The 
COP increases as mass concentration rises. Because there 
are more nanoparticles per unit of refrigerant, the heat 
transfer coefficient and COP are greatly enhanced [42]. 
Odunfa and Oseni [42] likewise noted and documented 
this facts and pattern.
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The CVCRC COP was determined to be 1.045, 1.015, 
1.294, 1.218, 1.224, 1.156, 1.297, and 1.203 for R125/
SiO2-CO2, R125-CO2, R134a/SiO2-CO2, R134a-CO2, 
R1234yf/SiO2-CO2, R1234yf-CO2, R1234ze/SiO2-CO2, 
and R1234ze-CO2 refrigerant. The results demonstrate that 
the best performing HFC refrigerant (with and without nano-
particles) is R134a, while the best performing fourth genera-
tion refrigerant (with and without nanoparticles) is R1234ze; 
exhibiting a very close margin to the best performing HFC 
refrigerant (Fig. 10).

In Fig.  11, it was observed that compressor work 
decreases by adding silicon oxide  (SiO2) nanoparticles to 
the base refrigerants. This occurs because the nanoparticles 
enhance heat transfer performances and decrease energy 
consumption in the compressor. From Fig. 8, it is seen that 
the usage of R125 nanorefrigerant in high temperature loop 
of the CVCRC system decreases compressor work by 1.66%, 
4.1% when R134a nanorefrigerant is used, 3.27% when 

R1234yf nanorefrigerant is used and 4.56% when R1234ze 
nanorefrigerant is used.

Conclusion

Comparing the effects of adding  SiO2 nanoparticles to differ-
ent refrigerants was carried out in this study. The nanosilica 
was synthesized from the agricultural waste of the barley 
plant. One major aim of the research was to synthesize the 
nanofluid using a sustainable means. A numerical model 
is adopted for the thermodynamic analysis of the system 
and the results were based on the coefficient of performance 
(COP), compressor work, mass concentration, evaporation 
heat, and condenser heat. It was difficult to determine the 
enthalpy of the nanorefrigerant due to the fact there is a 
scarcity of correlation or experimental data in this field. As 
a result, calculations for the enthalpy of nanorefrigerants 
in the refrigerant cycle were made using a density predic-
tion method for nanorefrigerants. Findings from the study 
indicates that the thermal properties of refrigerant fluids 
are improved by adding nanoparticles, which increases the 
refrigeration system’s performance.

In the cycles using nanorefrigerants, the COP was shown 
to be greater. R1234ze/SiO2-CO2 refrigerant couple had the 
highest COP, followed by the R134a/SiO2-CO2 under all of 
the conditions investigated in the study. Increasing the evap-
orator temperature from − 55 to – 40 °C led to an increase 
in the COP for all refrigerant pairs.

The results indicate that adding 0.05% mass concentration 
of  SiO2 nanoparticles to base refrigerants improves the over-
all performance of the CVCRC over pure-base refrigerants.

Addition of  SiO2 nanoparticles resulted to a reduction 
in compressor work. Despite the fact that R125 had the 

Fig. 9  Effect of mass concentration of the nanoparticles on the over-
all compressor work and COP

Fig. 10  COP comparison of the CVCRC for all cases of refrigerant 
couples (Tevap =  − 50 °C, Tcond = 40 °C)
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lowest compressor work. In its place, R1234ze, the refrig-
erant with the second-lowest compressor work can be used, 
with the addition of  SiO2 compressor work is reduced to 
59.58kW from 61.6 kW. It also has a GWP of 6, and may 
be successfully used in newly designed systems instead of 
R134a. The use of nanoparticles therefore, improves the 
refrigeration cycle’s performance by improving heat trans-
fer in heat exchangers and lowering the compressor’s power 
consumption.

Moreover, the nanoparticle is likely dispersed in the liq-
uid rather than the gas phase. Therefore, this work brings 
together a number of approximations and gives a useful 
tool for scholars to use in their work. Analytical models for 
predicting physical properties have gotten very little atten-
tion. More work will be required to make this study popular. 
Additionally, more investigation is still needed to determine 
how other nanoparticle properties affect a vapor compres-
sion refrigeration system.
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Abstract
In constantly sunny regions of the world such as most African countries, due to the availability of sunlight, metal roofs that 
are constantly exposed to the sun offer opportunities for many solar thermal applications. This study focuses on the numeri-
cal and experimental investigation of solar drying in a ventilated attic. The constructed prototype attic has three PVC pipes 
used as chimneys, and the roof is painted black. It was modeled using the equations of heat and mass transfers occurring 
during drying. The food commodity subjected to drying was cassava. The resulting system of equations was solved using the 
classical fourth-order Runge–Kutta method. The MATLAB R2014a language is used for the simulations. The drying of 6 kg 
of cassava in the prototype took 3 days. The obtained experimental results were compared with the theoretical points. The 
mean relative error (E%) was used as a parameter for model validation. Its values of less than 14% obtained for temperatures 
and humidities are evidence that the theoretical points accurately represented the behavior of the attic during solar drying. 
The drying efficiency varied from 25% on the first day to 0.2% on the last day. The calculated payback period is 2 months. 
This method can be easily implemented and would be helpful to farmers in rural Africa.

Keywords Solar drying · Ventilated attic · Modeling · Heat transfer · Mass transfer · Cassava

List of symbols
a  Constant (4 ×  10−5), accuracy
C  Specific heat (J/kg K), difference between initial 

and final moisture contents (kg/kg db)
D  Diameter (m)
e  Thickness (m)
F  Geometrical factor
G  Solar radiation (W/m2)
G(i, �)  Global solar radiation on tilted surface (i = 10°: 

tilt angle, ( � = 0 ∶ azimuth angle) (W/m2)
Gr  Grashof number
g  Acceleration of gravity (N/kg)
Hr  Relative humidity (%)
h  Coefficient of heat exchange (W/m2 k), hour 

angle (°)
i  Angle (°), ith observations
K  Runge–Kutta parameter
KT  Daily clearness index

L  Length (m), latitude (°)
LL  Local longitude (°)
LST  Local standard time (time shown by our clocks)
Lvap , Lv  Latent heat of evaporation (J/kg)
MRE  Mean relative error (%)
Mev  Mass of water evaporated (kg)
m  Mass (kg)
ṁ  Air mass flow rate (kg/s)
N  Number of observations
Nu  Nusselt number
n  nTh iteration of Runge–Kutta, number of the 

days in the year
P  Pressure (Pa), perimeter (m)
Ps(T)  Pressure of the vapor in the saturation state 

(mmHg)
Pr  Prandtl number
RB  Beam radiation tilt factor
Ra  Rayleigh number
S  Surface  (m2)
SL  Standard longitude (°)
T   Temperature (°C, K)
t  Time step (s)
(t)  Instantaneous
U  Overall heat loss (W/m2 K)
V   Air speed (m/s), volume  (m3)
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X  Cassava moisture content (kg/kg db)
Y   Air absolute humidity (kg/kg)

Greek letters
�  Absorptivity, air thermal diffusivity  (m2/s)
�  Reverse of the average temperature  (k−1)
�G  Ground albedo
�  Efficiency (%)
�  Stefan–Boltzmann constant (5.67 ×  10−8 W/

(m2  K4))
�  Conductivity (W/m K)
�  Declination (°)
�  Dynamic viscosity (Pa s)
�  Air kinetic viscosity  (m2/s)

Subscripts
0  Anhydrous cassava, extraterrestrial
a  Air, ambient
B  Beam
D  Diffuse
b  Of the plywood
b1  Upper face of the vertical plywood on the 

shelves
b2  Lower face of the vertical plywood on the 

shelves
b1pr  From upper face of the vertical plywood on the 

shelves towards cassava slices
b2pr  From lower face of the vertical plywood on the 

shelves towards cassava slices
c  Of the roof
cab  By convection under the ceiling and outside air
cb1  From the roof towards upper face of the vertical 

plywood on the shelves
cbe  By conduction in the plywood of the ceiling
cb1f   By convection between upper face of the vertical 

plywood on the shelves and drying air
cb2f   By convection between lower face of the vertical 

plywood on the shelves and drying air
cce  By convection between the roof and outside air
ccf   By convection between the roof and drying air
cpr  Between the roof and the floor
cprf   By convection between cassava slices and drying 

air
cplf   By convection between drying air and the floor
cv  From the roof towards heaven vault
exp  Experimental
f   Of drying air
h  Hydraulic
i  iTh observation
o  Outside
pl  Of the Floor
plb2  From the floor towards lower face of the vertical 

plywood on the shelves
plpr  From the floor towards cassava slices.

po  Of polystyrene
pr  Of cassava slices
theor  Theoretical
v  Of heaven vault, of vaporization, vapor

Introduction

The sun is a real blessing for the world and in particular 
for many African countries [1]. Mastering all its appli-
cations such as drying, steam and electricity production, 
water distillation and desalination, heating, cooling and 
refrigeration would contribute to the development of the 
continent. It is free, inexhaustible and always available. If 
sufficiently exploited, many of the world's energy supply 
problems would be solved. The biggest advantage of solar 
energy over other forms of energy is that it is clean and can 
be supplied without polluting the environment [2]. On the 
other hand, for most of the world's developing countries, 
the best way to reduce hunger is to fight food loss. Cassava 
accounts for 32% of the world's production of roots and 
tubers, which are crucial foods in poor countries. It is a 
food widely consumed in sub-Saharan Africa and in Asian 
and Latin American countries. In its raw state, it is a per-
ishable and heavy product, as it has a high water content, 
which makes storage and long-distance trade complicated 
and expensive. Drying the roots is the simplest method 
of preservation. The main market for dry cassava is food, 
feed, as well as industrial food and non-food uses. Nigeria 
was by far the world's largest producer of cassava with 
more than 51 million tons per year, followed by Thailand 
with about 30 million tons per year. But today, Cambo-
dia is the leader. Côte d'Ivoire is the 10th world producer 
[3]. In rural areas of Africa, most people are not aware of 
the existence of appropriate methods for processing their 
products. Therefore, they face great losses of their crops. 
Traditional sun drying is the most common use of solar 
radiation on the continent. Due to the dust generated on 
the crops, the non-uniform drying, the attack of rodents, 
domestic animals and thieves, this method must be aban-
doned. Time must also be spent monitoring the crops 
during rainfall [4]. The poor-quality products that often 
result from this drying method are difficult to preserve 
and sell on the market. This keeps farmers poor. Con-
ventional dryers that use fossil fuels or electric power to 
heat the air are not appropriate because of their cost, and 
burning fossil fuels has bad environmental impacts. The 
less expensive method that facilitates the drying process 
increases the quality of the dried products and their market 
value is the use of solar dryers [5, 6]. As many develop-
ing countries are concerned with this problem, more and 
more researches are being done on solar dryers. Norton [7] 
presented a review on solar dryers; he demonstrated that 
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effective solar drying must take into account climatic con-
ditions, preparation and crop characteristics in the design 
of the solar dryer. Azwin et al. [8] review the work on the 
use of solar thermal energy in the drying process; they 
outlined the advantages of using solar dryers and presented 
some improvements to make them more efficient. Mal-
likarjuna et al. [9] presented a paper in which the experi-
mental results obtained from solar drying of green chili 
and okra in an indirect solar dryer were presented. They 
also calculated the yields of the solar collector and the 
drying efficiency. Cetina-Quinones et al. [10] studied the 
performance of two thermal storage materials (limestone 
and beach sand) in an indirect solar dryer; they noticed 
that limestone performs better than beach sand. Puruso-
thamana and Valarmathi [11] performed a numerical study 
of a greenhouse solar dryer; they noticed that with forced 
convection, the temperature in the dryer is higher than 
with natural convection. Tomar et al. [12] studied different 
solar dryers for tropical foods. Benaouda et al. [13] per-
formed an experimental study on a forced convection solar 
dryer. They then developed a mathematical model for their 
device. It should be noted that a new trend in the study of 
solar dryers is the use of numerical methods. The goal is to 
predict the behavior of a particular crop during solar dry-
ing or the thermal behavior of solar dryers as a function of 
climatic conditions. Several numerical models have there-
fore been developed by many researchers. Merlin Simo 
et al. [14] and other researchers [15, 16] have presented 
many works on numerical methods for solar drying of 
wood and for solar drying of foodstuffs [17–19]. Mondaca 
et al. [20] developed a numerical model for the drying 
of papaya slices; the comparison of experimental results 
with theoretical results was used for the validation of the 

model. Tieu et al. [4] used the fourth-order Runge–Kutta 
method to model the moisture growth in the drying air for 
solar drying of cassava. Many other research papers such 
as [21–24] discuss the use of established semi-empirical 
models to predict the drying kinetics of different crops. 
The sun is always present in Côte d'Ivoire as well as in 
many other African countries, and the metal roofs always 
exposed to the sun are a real source of energy. They can 
be used for drying food crops. To date, no scientific study 
dealing with the use of ventilated attics for solar drying 
has been reported elsewhere, except by this author [4, 24]. 
In this study, a numerical approach is used to predict the 
thermal behavior of a ventilated attic during solar drying 
of cassava slices. The thermal performance of the proto-
type is also evaluated. The setup is the one used in [4]. 
The heat transfer and mass transfer equations are used for 
modeling. The experimental results obtained during the 
solar drying of cassava in the device are compared to the 
predicted points for the model validation. In order to show 
its advantages over the traditional method, the prototype 
is then compared to the traditional solar drying through an 
economic study and an efficiency comparison.

Material and methods

Design of the prototype ventilated attic

The prototype used is presented in Fig. 1. It is covered with 
a blackened corrugated aluminum-zinc sheet. Three PVC 
pipes, 1.5 m high and 50 mm in diameter each, are used as 
chimneys and separated of 34.5 cm to each other. The sides 
and the ceiling are made with 10-mm-thick plywood.

Table 1  Heat transfer equations in the different parts of the prototype

Heat transfers in the roof

mcCc

dTc

dt
= �ScG(i, �) − �FcprSc

(
Tc

4 − Tpr
4
)
− �FcvSc

(
Tc

4 − Tv
4
)
− �Fcb1Sc(Tc

4 − Tb1
4) − hccf Sc

(
Tc − Tf

)
− hcceSc

(
Tc − Ta

) (1)

Heat transfers in drying air

mf Cf

dTf

dt
= ṁaca

(
Ta − Tf

)
+ m0Cvap(Tf − Tpr)

dX

dt
+ hccf Sc

(
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)
+ hcprf Spr

(
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)
+ hcplf Spl

(
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)
+ hcb1f Sb

(
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)
− m0

dX

dt
Lvap

(2)

Heat transfers in cassava slices

mprCpr
dTpr

dt = �FcprSpr

(

T4
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pr

)

+ �Fb1prSpr

(
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)
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+
�pr
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dX
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Heat transfer in the vertical parts of the drying shelves
mbCb

2
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Heat transfers in the ceiling

mplcpl

dTpl
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= �FplprSpl
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pr
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+ hcplf Spl
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)
(6)
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There are four drying shelves in the attic, made with nylon 
net fixed on a wooden frame of 44.3 cm × 84 cm dimensions. 
They are arranged like stairs along the roof and separated 
by vertical plywood to prevent moist air of the lower shelf 
from passing through the one above. Each one is charged 
with 1.5 kg of cassava slices. The ceiling is covered with an 
8-cm-thick layer of polystyrene to impede heat from crossing 
it. The space under and on the trays allows free air circula-
tion by natural convection. The prototype is 1.773 m long, 
0.86 m large. The air inlet has a surface of 84 cm × 4 cm. 
and the whole thing is mounted on a 2.5-m height support 
and tilted southward at i = 10°. We stop drying when we no 
longer see any change in the weight of cassava.

Mathematical modeling of the prototype

Simplification assumptions

• All components of the prototype are homogeneous.
• The characteristic of air is constant in the attic.
• Temperature and moisture content of the cassava are uni-

form in the attic.
• Conductive heat transfer between the cassava slices and 

the drying shelves is neglected.
• Only the temperatures of the roof, drying air, cassava and 

the floor are concerned as well as the relative humidity of 
the drying air and the moisture content of the cassava.

Fig. 1  a Overview, b inside of the prototype with cassava slices and c profile view of the prototype ventilated attic [4]
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Heat transfer equations

Heat transfer in the attic components occurs by convection, 
radiation and conduction. For the heat transfer equations, 
we use the method of Simo-Tagne et al. [18]. They are given 
in Table 1.

Mass transfers in the attic

See Table 2.

Runge–Kutta method for heat transfer equations

The Runge–Kutta algorithm for heat transfer is given as fol-
lows after giving initial conditions (the system of equations 
and functions used are defined in “Appendix” section):

(17)
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h

2
)

K43=h∗m(Tcn+
K12

2
,Tprn+

K22

2
,Tfn+

K32

2
,Tb1n+

K42

2
,Tb2n+

K52

2
,Tpln+

K62

2
,tn+

h

2
)

K53=h∗n(Tcn+
K12

2
,Tprn+

K22

2
,Tfn+

K32

2
,Tb1n+

K42

2
,Tb2n+

K52

2
,Tpln+

K62

2
,tn+

h

2
)

K63=h∗p(Tcn+
K12

2
,Tprn+

K22

2
,Tfn+

K32

2
,Tb1n+

K42

2
,Tb2n+

K52

2
,Tpln+

K62

2
,tn+

h

2
)

(20)

⎧⎪⎪⎨⎪⎪⎩

K14=h∗f (Tcn+K13,Tprn+K23,Tfn+K33,Tb1n+K43,Tb2n+K53,Tpln+K63,tn+h)

K24=h∗g(Tcn+K13,Tprn+K23,Tfn+K33,Tb1n+K43,Tb2n+K53,Tpln+K63,tn+h)
K34=h∗l(Tcn+K13,Tprn+K23,Tfn+K33,Tb1n+K43,Tb2n+K53,Tpln+K63,tn+h)

K44=h∗m(Tcn+K13,Tprn+K23,Tfn+K33,Tb1n+K43,Tb2n+K53,Tpln+K63,tn+h)
K54=h∗n(Tcn+K13,Tprn+K23,Tfn+K33,Tb1n+K43,Tb2n+K53,Tpln+K63,tn+h)

K64=h∗p(Tcn+K13,Tprn+K23,Tfn+K33,Tb1n+K43,Tb2n+K53,Tpln+K63,tn+h)

A MATLAB language in the version R2014a was used for 
generation of the results. And values calculated were saved 
in an excel sheet.

Heat transfer coefficients

See Table 3.

Other variables and constants involved in the equations

Geometrical factors

For ease of calculation, it is assumed that each horizontal 
portion of the drying shelves, the vertical plywood on the 
left and the roof portion above form a three-sided enclosure, 
and the following expression is used (b = 6.5 cm, c = 45 cm, 
p = 44.3 cm) [31] (Fig. 2).

The same assumption is made for the drying racks and the 
ceiling. We therefore have the following values.

For radiation from the roof to the sky, Fcv = 1.
Heaven vault temperature [32]:

The specific heat and thermal conductivity of cassava and 
the latent heat of evaporation [33]:

(21)

⎧
⎪⎪⎨⎪⎪⎩

Tc(n+1)=Tcn+
1

6
(K11+2K12+2K13+K14)

Tpr(n+1)=Tprn+
1

6
(K21+2K22+2K23+K24)

Tf (n+1)=Tfn+
1

6
(K31+2K32+2K33+K34)

Tb1(n+1)=Tb1n+
1

6
(K41+2K42+2K43+K44)

Tb2(n+1)=Tb2n+
1

6
(K51+2K52+2K53+K54)

Tpl(n+1)=Tcn+
1

6
(K61+2K62+2K63+K64)

(22)tn+1 = n ∗ h; n = n + 1

(35)Fcp =
c + p − b

2.c

(36)
Fcpr = Fplpr = 0.914; Fcb1 = Fplb2 = 0.08; Fb1pr = Fb2pr = 0.48

(37)Tv = 0.0552Ta1.5

(38)cpr = 837 + 33.5
X

1 + X

(39)�pr = 0.49 − 0.44exp(−0.206X)

(40)Lvap = 4186.8 ∗ (597 − 0.56Tpr)



876 International Journal of Energy and Environmental Engineering (2023) 14:871–887

1 3

The specific heat, density, conductivity, dynamic viscos-
ity and thermal diffusivity of air are given as follows [18]:

For the plywood used in the prototype, the specific heat 
and conductivity are given by:

To determine the density of each element, a piece of 
25  cm2 is weighed with an electronic balance of preci-
sion 0.01 g and the mass obtained is divided by its volume 
(Table 4).

Validation of the model and experimental setup 
uncertainties

The statistical parameter used to evaluate the quality of this 
modeling is the MRE (mean relative error). It has been used 
by many other researchers [18, 28, 36]. The measured values 
are compared to the calculated values to validate the model 
using Eq. (48).

Here are the measuring instruments we used: A Kipp & 
Zonen CMP 10 pyranometer was used for solar radiation. 
To weigh the samples, we used a Mettler PL 1200 electronic 
balance. A hot wire anemometer was used to measure the 
internal air velocity. Two FY-11 thermo-hygrometers were 
used to measure air temperature and humidity inside and 
outside the device (in the shade). Twelve Voltcraft PL-
120-T2 thermometers connected to k-type probes were used 
for the other temperatures. Since these are not suitable for 
wet surfaces, we wrapped the probe tips with thin plastic 
before placing them in contact with the cassava slices to 

(41)Ca = 1835 − 0.734Ta

(42)�a =
353

(Ta + 273.15)

(43)�a = 7.57 ∗ 10−5Ta + 0.0242

(44)�a = 1.718 ∗ 10−5 + 4.620 ∗ 10−8Ta

(45)�a = 10−50.0146Ta + 1.8343

(46)Cb = 103.1 + 3.867 ∗ Tb

(47)

�b =
0.2003 ∗ �b

−0.0038 ∗ T2
b
− 0.0505 ∗ Tb + 1002.6

+ 0.02378

(48)MRE =
100

N

N∑
i=1

|||Ti,exp − Ti,theor
|||

Ti,exp

measure their temperature. For the wind direction, we used 
a wind vane.

There are no statistical treatment data available; therefore, 
only type B uncertainty is considered. We assume that all 
measurands are uniformly distributed. The standard uncer-
tainties (u) are expressed as (a: accuracy of the measuring 
instrument) [37]:

Economic analysis of the prototype

As expressed by Simo Tagne et al. [38], the payback period 
(PBP) of a solar drying device is calculated taking into 
account the initial investment ( ii ), the money (price of elec-
tric energy) that can be saved per year using the prototype 
( SM ) and the maintenance cost for two years (20% of initial 
investment). It is expressed as:

ii is the money spent for building the device (47,300 F 
cfa/76.72$ US) (see “Appendix” section for details), SM 
is calculated by multiplying the energy received from the 
sun in a year  (Ey) by the price of a kwh of energy in Côte 
d’Ivoire (89.75 F cfa/0.14$ US). Considering 20 working 
days for each month of the year, we can write:

Based on the values of solar irradiation estimated by 
Tofighi [39], the average global solar irradiation in Côte 
d’Ivoire is 5.01 kwh/m2/day.

Results and discussion

Weather conditions and instrument measurement 
standard uncertainties

The experiments took place at the INPHB (Institut National 
Polytechnique Houphouet Boigny) in Yamoussoukro (Lati-
tude: L = 6.8206 N, longitude: l = 5.2767 W). The diurnal 
variations of relative humidity and air temperature, the 
temperatures of the components of the prototype as well 
as those of the mass and temperature of the cassava with 
solar radiation were recorded. The drying of 6 kg of cassava 
slices in the prototype lasted for 3 days, from November 8 
to 10, 2019. The overall solar radiation, ambient relative 
humidity, and ambient temperature for these days are plotted 

(49)u = a∕
√

3

(50)PBP =
1.2 ∗ ii

SM

(51)Ey =

12∑
m=1

(
20∑

d=1

Ed

)
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in Fig. 3. All morning on the first day, the sky remained 
overcast until noon when the sky cleared. The maximum 
solar radiation value was 1025 W/m2 at 12:45. The relative 
humidity was between 68 and 83%. The maximum ambient 
temperature was 34 °C. We started to measure from 9:30 am 
because of the cloudy sky. On the second day, the sky was 
a bit clear around 7:55 am, so we started the measurements 
from 8:00 am but the sky remained overcast all day with 
a few moments of clearing around 10:00 and 16:00. The 
maximum solar radiation for this day was 844 W/m2 at 10:30 
am. The temperature remained low with a maximum value 
of 32.3 °C, as for the relative humidity, its minimum value 
for this day was 74%. The last day was sunny with some 
cloudy periods between 11:45 and 14:00. The maximum 
ambient temperature was 33.7 °C, and the minimum rela-
tive humidity was 63%. Solar radiation reached a maximum 
value of 1046 W/m2 at 13:30. We started the measurements 
from 7:00 am. The standard uncertainty of measurement 
instruments used is given in Table 5.

Comparison of the points predicted by the model 
and the experimental values

The experimentally obtained values and the predicted points 
are plotted and compared. The calculated mean relative 
errors (E%) are used for model validation, as mentioned 
above.

Drying kinetics

Figure 4 shows the numerical and experimental evolution of 
cassava moisture content. The experimental drying kinetic 

curve has three parts corresponding to the 3 days of drying. 
For the 1st and 2nd days, due to the presence of free water 
in the cassava slices, we observed a rapid decrease in water 
content. For the last day, despite high solar radiation, we 
observe a small decrease in water content. Indeed, the resist-
ance to drying increases with time because of the internal 
bonds between remaining water and the material. The water 
content of the cassava decreased from 1.63 kg/kg on the 
1st day at 9:30 a.m. to 0.122 kg/kg at 2:00 p.m. on day 3. 
This final moisture content is acceptable. The value obtained 
by Koua et al. [28] was 0.13 kg/kg. The rapid decrease in 
sunlight in the afternoon of the first day of drying has an 
immediate impact on the drying kinetics. And since the sub-
sequent rapid decrease in drying rate is not accounted by 
our model, the discrepancy between the experimental and 
predicted points at the end of the first day and the beginning 
of the second day is observed. However, both curves have 
almost the same trend. The value of E% that we obtain here 
is 13.62%. It is satisfactory. Indeed, Hii et al. [36] obtained 
a value of 12.1% which is close to ours, for the modeling 
of the water content of cocoa beans, and Simo Tagne et al. 
[18] obtained 15.29% for the modeling of the drying curve 
of red chilli.

Temperature and humidity in the attic

In Fig. 5, the experimental and calculated evolutions of the 
relative humidity and temperature of the drying air are com-
pared. The maximum drying air temperatures measured were 
37.9 °C, 35 °C, and 38.2 °C for the 1st, 2nd, and 3rd days, 
respectively. For these 3 days, the relative humidity of the 
drying air measured ranged from 83 to 55%, 88% to 61%, 
and 90% to 50%, respectively. These higher internal tem-
perature and lower relative air humidity than outside allow 

Table 2  Mass transfer equations 
in the prototype The mass transfer equation [4, 18, 25]

mf

dYi

dt
= ṁ

(
Yo − Yi

)
− m0

dX

dt
(7)

Cassava drying curve [26, 27]

log
(

X−Xf

C

)
= −at (8)

x(t) = C ⋅ e−at + xf (9)

m0
dx

dt
= −a ⋅ m0 ⋅ Ce−at (10)

Equation (8) is defined as a function and written as follows:
dYi

dt
= Yi(t)

�

=
ṁ

mf

(
Yo(t) − Yi(t)

)
+

m0

mf

a ⋅ Ce−at (11)

f
(
Yi,n, tn

)
=

ṁ

mf

(
Yo

(
tn
)
− Yi,n

)
+

m0

mf

a ⋅ Ce−atn (12)

Hr1 = 83%;m1 = 6 kg and x1 = 1.63 kg/kg d.b. and T1 = 30.1 ◦C; m0 =
m1

1+x1

(13)

The Runge–Kutta Algorithm for mass transfer is given as follows [27–29]

K1 = h ∗ f
(
Yi,n, tn

)
;K2 = h ∗ f

(
Yi,n +

K1

2
, tn +

h

2

)
;K3 = h ∗ f

(
Yi,n +

K2

2
, tn +

h

2

)
(14)

K4 = h ∗ f
(
Yi,n + K3, tn + h

)
;Yi,n+1 = Yi,n +

1

6

(
K1 + 2K2 + 2K3 + K4

) (15)

tn+1 = n ∗ h; n = n + 1; (16)
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drying to take place in the attic since air drying potential 
is increased. It can also be seen that the numerical predic-
tions evolve synchronously with the experimental points. We 
obtained the values E% = 8.85% for the relative humidity and 
E% = 4.35% for the drying air temperature. The deviations 
observed on the first day may be due to the high amount 
of moisture released by the cassava into the drying air, 
which causes a decrease in temperature and an increase in 
relative humidity. In Fig. 6, the experimental and numerical 

variations of the roof temperature are compared. This figure 
shows a good correspondence between measured predicted 
points. The value of E% calculated was 4.05%.

In Fig. 7, we can see the variations of the calculated and 
measured temperatures of the floor and cassava slices. The 

Table 3  Heat transfer 
coefficients Thermal transfer by conduction occurring in the vertical parts of the drying shelves and the wooden 

part of the floor

hcbe =
�b

eb

(23)

Thermal convection between the roof and outside air [18]
hcce = 5, 67 + 3, 86Va (24)
The thermal convection coefficient is expressed as follows:

hc =
Nu�a

Dh

(�a ∶ is air conductivity); Nu (Nusselt number) and Dh (hydraulic diameter) (25)

For the roof ( hccf  ) [17]

Nuc =
0.677P

1∕2
r G

1∕4
rc

[0.95+Pr]
1∕4

(26)

Grc =
(g. cos �)�(Tc−Tf )(Lc)

3

�2
;Dhc =

4∗Sc

Pc

;� =
2

Tc+Tf

;� =
(
90

◦

− i
) (27)

For the ceiling floor ( hcplf  ) [30]

Nupl = 1 + 1.44 ∗

[ ||||1−
1708

Rapl∗cosi

||||+1−
1708

Rapl∗cosi

2

]
∗
[
1 −

1708∗(sin (1.8))1.6

Rapl∗cosi

]
+

||||
(

Rapl∗cosi

5830

)1∕3

−1
||||+

(
Rapl∗cosi

5830

)1∕3

−1

2

(28)

Rapl =
g.�(Tpl−Tf )(Dhpl)

3

a�
;Dhpl =

Lpl

cos i
;� =

2

Tpl+Tf

(29)

For the vertical surfaces of the drying shelves [31]

Nub =

⎡⎢⎢⎢⎢⎣
0, 825 +

0,387R
1
6

ab�
1+

�
0,492

Pr

� 9
16

� 8
27

⎤⎥⎥⎥⎥⎦

2 (30)

Rab =
g�(Tb−Tf )D3

hb

��
;� =

2

Tb+Tf

;Dhb = Lb
(31)

For cassava slices [17]

Nupr = 0.54
(
Grpr.Pr

)1∕4 (32)

Grpr =
g�(Tpr−Tf )D

3
hpr

�2
; � =

2

Tpr+Tf

; Dhpr =
3

√(
Vpr

6

�

)
;Vpr = 7 cm3

(33)

Global thermal loss coefficient of the floor of the prototype

Upl =
1(

hcplf +
epo

�po
+

eb

�b
+hcab

) (34)

p

b
c

Fig. 2  Approximation for geometrical factor calculation

Table 4  Parameter of plywood, polystyrene and aluminum-zinc sheet 
of the prototype

Components Aluminum-
zinc sheet

Plywood Polystyrene

Surface  (m2) 1.548 0.164 1.512
Mass (kg) 2.1 0.843 2.9
Density (kg/m3) 2707 514 16
Specific heat (J/kg °C) 875 1450 [34]
Absorptivity 0.91
Conductivity (W/m K) 0.15 [35] 0.03 [34]
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average relative errors calculated are E% = 4.7% for the cas-
sava slices and E% = 2.84% for the floor. There are certainly 
some deviations between the predicted and experimental 
points. They show that not all the mechanisms developed 
in the heat and mass transfer occurring in the prototype 
are considered by our model. However, the calculated and 
experimental curves have almost the same trend. And these 
values of E% obtained (lower than 10% as recommended 
by Rosa et al. [40]) are satisfactory; they show a good cor-
respondence between predictions and experiment. Other 
researchers have obtained higher values [18, 41]. All the 
values of the MRE obtained are gathered in Table 6.

Figure 8 shows the temperatures of all components of 
the prototype. The black roof is the hot source due to the 
energy received from the sun during the day. Its temperature 

is higher than all other components of the prototype. The 
maximum values are 69.2 °C (at 13:15), 57 °C (at 10:30), 
and 69 °C (at 11:45) for the 1st, 2nd, and 3rd day, respec-
tively. The drying air temperature is the highest internal 
temperature. Its average values were 34.8 °C, 32.17 °C, and 
34.55 °C successively on these 3 days. The cassava tempera-
ture was higher than the ambient temperature, but the floor 
temperature remained lower. This is because heat transfer by 
radiation between the cassava and the roof and by convec-
tion between the roof and the indoor air is significant. As 
for the floor, it does not receive any radiation from the roof. 
Figure 9 shows the evolution of the water content of the 
product as well as the variations of humidity inside and out-
side. The wind direction has an influence on the prototype. 
When the wind blows from east to west or in the opposite 

Fig. 3  Ambient air temperature, relative humidity, and global solar radiation

Table 5  Least count, range 
and standard uncertainties of 
measuring instruments

Instruments used Least count Range Standard 
uncertainty 
(u)

Pyranometer Kipp & Zonen CMP 10 1 W/m2 0–4000 W/m2 0.6 W/m2

Balance Mettler PL 1200 0.01 g 0–200 g 0.006 g
FY-11 thermo-hygrometers 1 °C

1%
− 50 °C to 70 °C
10–99%

0.6 °C
0.6%

Voltcraft PL-120-T2 thermometers con-
nected to k-type probes

1 °C − 200 °C to 1372 °C 0.6 °C

A hot-wire anemometer 0.1 m/s 0–20 m/s 0.06 m/s
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direction, the temperature and humidity of the air in the attic 
are more influenced by the sunshine. The internal tempera-
ture is higher and the internal relative humidity is lower than 
outside as we can observe in this study. But when the wind 

blows from south to north, the influences of the humidity of 
the outside air and the water content of the product on the 
drying air can be observed [4].

Fig. 4  Experimental and numerical moisture content versus drying time (E% = 13.62%)

Fig. 5  Theoretical and experimental drying air temperature (E% = 4.35%) and relative humidity (E% = 8.85%)
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Drying efficiency

The efficiency of a solar drying system can be expressed 
in terms of the ratio of heat used for evaporation of 

moisture from the material to the total incident solar 
radiation [22, 42]. Sometimes the drying potential of the 
ambient air is taken into account [43], but in our case, a 
rapid decrease in drying rate is observed in the absence 

Fig. 6  Roof experimental and numerical temperature evolutions (E% = 4.05%)

Fig. 7  Experimental and calculated temperatures of cassava slices (Tpr) (E% = 4.7%) and the floor (Tfl) (E% = 2.84%)
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of sunlight. Therefore, we consider this potential negligi-
ble. The drying efficiency is given by Eq. (61) and plot-
ted in Fig. 10. In this equation, Lv is latent heat of water 
evaporation, and it is calculated using the mean value of 
temperature in the prototype.

The drying efficiency varied from 0.2 to 25%. The 
average value was 6.48%. Considering the amount of 
solar radiation received and the amount of water removed 
from the cassava each day, the average values of effi-
ciency were 9.13%, 6.12% and 0.2% for the 1st, 2nd, and 

(52)� =
Mev ⋅ Lv

Sc ⋅ ∫ G(i, �)dt
∗ 100

3rd days, respectively. The drying efficiency decreases 
because the amount of water evaporated decreases with 
the drying time. This is due to the increasing resistance 
of cassava to drying. The same decrease in drying effi-
ciency was observed by Mallikarjuna Goud et al. [9] and 
by [22, 42]. This average drying efficiency is higher than 
4.3% obtained for open-sun drying by [44] and lower than 
traditional drying efficiency, 13.5% obtained by [45]. The 
choice of crop drying in the attic should not be based on 
efficiency but on safety, product quality, the durability 
and cost of the drying device and availability of construc-
tion materials [45]. The initial investment is 47,300 Fcfa 
(76.62 $ US) (see Table 7); there is almost no mainte-
nance cost. Drying 6 kg of cassava slices takes 3 days 
with about 10 h of drying per day. Considering 20 work-
ing days, we can dry at least twice 6 kg of cassava, which 
corresponds to 60 h of drying per month, so Ey = 3607.2 
Kwh/year. SM = 323,746.2 Fcfa/year (504.67 $ US/year). 
The payback time is therefore a maximum of 2 months for 
drying cassava slices. Traditional sun drying may seem 
advantageous compared to this method, because there is 
almost no cost for a device to be spent by farmers nor any 
particular skill. But this old method has many limitations. 
It is labor-intensive, and the dried products are often of 
poor quality due to infestations and drying is only pos-
sible when the sun is shining [46, 47].

Table 6  Parameter modeled and corresponding MRE values

Parameter modeled E%

Drying curve 13.62
Drying air relative humidity 8.85
Drying air temperature 4.35
Black roof temperature 4.05
Cassava slices temperature 4.7
Temperature of the floor 2.84

Fig. 8  Temperatures of all the components of the prototype with solar radiation and ambient air temperature
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Fig. 9  Evolutions of drying air and outside air relative humidity and cassava moisture content

Fig. 10  Drying efficiency in the prototype
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Conclusion

Modeling of a ventilated attic used for solar drying has been 
undertaken and successfully completed. The theoretical study 
is conducted using a system of equations for the heat and mass 
transfers that occur during cassava drying. This system is 
solved by the fourth-order Runge–Kutta method. Experimental 
results were obtained from solar drying of 6 kg of cassava in 
the constructed prototype. The temperatures of the prototype 
components, drying air humidity, and mass changes of cassava 
slices were recorded along with the weather conditions. The 
estimated values were compared to the measured data. The 
calculated mean relative errors (E%) show a good agreement 
between experiment and calculation. Indeed, its values lower 
than 14% are in agreement with the results obtained in several 
research works. The drying efficiency decreases with the dry-
ing time. Its average value was 6.48%. This ventilated attic can 
be easily implemented in all sunny rural areas to avoid post-
harvest losses of food. The estimated payback period is only 
2 months. In the future, we would like to study the feasibility 
of drying other food products in such a device, in real size 
and under different climatic conditions. A cheap and locally 
available type of insulation will also be studied for the ceiling.

Appendix

The system of equations for heat transfer in the attic was 
written as follows:

(53)

dTc
dt

= Tc
′

=
Sc

mcCc
(�cG(i, �) − �Fcpr

(

Tc
4 − Tpr

4)

− �Fcv
(

Tc
4 − Tv

4) − �Fcb1
(

Tc
4 − Tb1

4)

− hccf
(

Tc − Tf
)

− hcce
(

Tc − Ta
)

)

(54)
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= 1
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dTf

dt
= Tf

′

= 1
maCa
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− ṁprLvap)

(56)

dTb1

dt
= Tb1

′

= 2
mb1Cb

(�Fb1prSb1
(

Tpr
4 − Tb1

4) + �Fcb1Sc
(

Tc
4 − Tb1

4)

+ hcb1f Sb1
(

Tf − Tb1
)

+
�b

eb
Sb1

(

Tb2 − Tb1
)

)

(57)

dTb2

dt
= Tb2

′

= 2
mb1Cb

(�Fb1prSb1
(

Tpr
4 − Tb2

4) + �Fplb2Spl
(

Tpl
4 − Tb2

4)

+ hcb2f Sb1
(

Tf − Tb2
)

+
�b

eb
Sb1

(

Tb1 − Tb2
)

)

(58)

dTpl

dt
= Tpl

′

=
Spl

mplcpl
(�Fplp

(

Tpr
4 − Tpl

4) + hcfpl
(

Tf − Tpl
)

+ Upl
(

Ta − Tpl
)

− �Fplb2
(

Tpl
4 − Tb2

4))

Table 7  The cost of 
manufacturing this prototype

The currency used in Côte d'Ivoire is the F cfa

Material Cost (F cfa)/U.S. $

A sheet of plywood (2 × 1.5  m2, 10 mm thick) 7000/11.14
A nylon net (1.5  m2) 1000/1.59
A layer of polystyrene (3  m2, 4 cm thick) 9000/14.32
Spikes 1500/1.39
A blackened aluminum-zinc corrugated sheet (2 × 1  m2) 3500/5.57
PVC pipe (4.5 m long and 50 mm in diameter) 4500/7.16
Wood (for the frame of the prototype and the shelves) 4500/7.16
Iron net for the air inlet (0.25  m2) 1000/1.59
Two hinges 800/1.27
Manufacturing cost 15,000/23.87
Total 47,300/76.72
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Each equation of heat transfer is defined as a function; 
then, we pose [32]:

Initial conditions for the Runge–Kutta algorithm, for 
the first day:

Ambient air absolute humidity [48]:

Relative humidity in the attic is calculated using 
Eq. (57). Temperature in the attic and water vapor pres-
sure at the saturation state is given by [18, 49]:

The solar radiation on the tilted roof is calculated using 
the following equations [2]:

(59)

⎧⎪⎪⎨⎪⎪⎩

Tc

′

=f (Tc,Tpr ,Tf ,Tb1,Tb2,Tpl,t)

Tpr

′

=g(Tc,Tpr ,Tf ,Tb1,Tb2,Tpl,t)

Tf

′

=l(Tc,Tpr ,Tf ,Tb1,Tb2,Tpl,t)

Tb1

′

=m(Tc,Tpr ,Tf ,Tb1,Tb2,Tpl,t)

Tb2

′

=n(Tc,Tpr ,Tf ,Tb1,Tb2,Tpl,t)

Tpl

′

=p(Tc,Tpr ,Tf ,Tb1,Tb2,Tpl,t)

(60)
m0 = 2.28 kg; h = 15 min = 900 s;

i = 1; t(i) = 0; Y11 = 22.55 g/kg; ṁ = 0.013
kg
s

(61)

Yo =
0.622
P

Hr⋅Ps(T)
− 1

(Hr (%) measured value, P = 101325 Pa)

(62)Ps(T) = e

[
46,784−

6435

T+273,15
−3,868. ln (T+273,15)

]
(mmHg)

(63)
Ps(T)i = e

[
−5.8∗103

T
+1.391−4.864∗10−2T+4.17∗10−5T2−1.445∗10−8+6.545lnT

]

(64)

Ti =

(
1 + Yo

)(
0.24 + 0.46Yi

)
Tf + (1 + Yi)(0.24 + 0.46Yo)Ta(

1 + Yo

)(
0.24 + 0.46Yi

)
+ (1 + Yi)(0.24 + 0.46Yo)

(65)
G(i, �) = RB ⋅ GB + GD

(1 + Cosi
2

)

+ �GG
(1 − Cosi

2

)

; GB = G − GD;

(66)

GD

G
= 1.390 − 4650KT + 5.531K2

T
− 3.108K3

T
; KT =

G

G0

;

(67)
RB =

Sin(L − i)Sin� + Cos(L − i)Cos�Cosh
Sin(L)Sin� + Cos(L)Cos�Cosh

;

� = 23.45 ∗ Sin
(360

365
(284 + n)

)

(68)
G0 = 1366.1 ∗ (1 + 0.033cos

(360n
365

)

)

(Sin(L)Sin� + Cos(L)Cos�Cosh)

(The cost of the 2.5 m high stand on which the prototype 
is mounted is not included.)

The actual cost of installing this attic depends on the 
size of the house on which it will be installed. Sloped 
roofs are common on houses; blackened aluminum-zinc 
corrugated sheet can be obtained to order. But what is 
not found everywhere on rural homes is the ceiling cov-
ered with insulation as well as the chimneys and drying 
shelves, which are the real new expense. Once properly 
installed on a house, the only thing that could generate 
replacement costs is the nylon netting on the drying racks 
(so they must be removable).

Data availability The datasets generated during the current study are 
available from the corresponding author on reasonable request.
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Abstract
A theoretical technical feasibility investigation aiming to decrease the rate of greenhouse emissions per unit of generated 
power from fossil fuel plants is presented. To that end, the FGSIG/GT (fuel glycerol integrated gasifier/gas turbine) concept 
is applied. High-ash coal and raw glycerol—that last deriving from renewable fuel (biodiesel) production—are mixed to 
form a slurry, which is pumped into the gasifier. The gas stream emerging from that reactor is cleaned by cyclones and filters 
to decrease the concentration of suspended solids in the stream as well as its granulometry. Before combustion, the fuel gas 
temperature is decreased to values below the dew points of alkaline compounds in it, thus significantly reducing their concen-
trations in the gas stream, therefore allowing its injection into commercial gas turbines. Energy recovering is accomplished 
by two Rankine cycles. The exergetic efficiency is chosen as an objective function to optimize the gasification process. The 
results reveal a diverging aspect of the RG/solid-fuel ratio influence on the gasification efficiency when comparing with the 
obtained in previous works where biomasses were fed to the FGSIG/GT process. Due to that highly pressurized process, 
the whole power generation is optimized resulting in first law efficiencies around 45%, which is noticeable having in mind 
the relatively low heating values of the presently considered fuels. Additionally, it is important to stress that the objective 
of this investigation is not just to decrease the overall  CO2 emitted per unit of power output from a station consuming fossil 
fuel and shift, at least part of that, to one derived from a renewable source.

Keywords High-ash coal · Raw glycerol · Fluidized bed · Gasification · Thermoelectric generation

Abbreviations
CE  Chemical contribution to the exergetic 

efficiency
CGE  Cold gas efficiency
DSC  Dry solid content of a slurry
EE  Exergetic efficiency
FGSIG/GT  Fuel glycerol slurry integrated gasifier/gas 

turbine power generation process
HAC  High-ash coal
RG  Raw glycerol
TE  Thermal contribution to the exergetic 

efficiency
Z  Vertical coordinate inside the gasifier, where 

Z = 0 is the base of gas distributor surface

Introduction

Despite the trend toward renewable power generation, coal 
is still among the most employed sources of electric power 
around the planet. Thus, emissions of greenhouse gases from 
units consuming that fuel will continue to be a preoccu-
pation into the foreseeable future. Additionally, in several 
countries, a substantial portion of the available coal con-
tains elevated ash fractions [1–3]. Nonetheless, mitigations 
of those effects are possible. Among the alternatives, there 
is the mixing of that fossil fuel with biomass or biomass-
derived fuels such as raw glycerol (RG), which is a residue 
from biodiesel production. That production has increased 
substantially. Just in Brazil, the biodiesel production has 
surpassed 6.5 million  m3/year [3, 4] and RG represents 11% 
of that.

Refining of raw glycerol (RG) is not economically feasi-
ble [5, 6]. Despite some applications in fuel enhancement, a 
sizable portion is still discarded as residue. The combination 
of those factors suggests that, at least in some regions and 
particular situations, mixing RG and coal might mitigate the 
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overall carbon dioxide emission per unit of generated elec-
tricity. Assuming a worst-case scenario, the present study 
investigates the application for cases where high-ash coal 
(HAC) is applied as fuel, but the results might be applied to 
coal in general.

State of art

Recent studies [7–9] showed that increases of 20 to 30% 
on the efficiency of power generation are possible if RG 
is mixed with conventional fuels and that mixture is used 
to drive units operating under the concept of fuel glycerol 
slurry integrated gasifier/gas turbine (FGSIG/GT).

There are works on mixing raw glycerol and coal as well 
as RG combustion [10–12] but no studies on those mixtures 
consumed by power generation processes have been found 
in the published literature. In this sense, this is an introduc-
tory work on mitigating the emissions of greenhouse gases 
per mass unit of consumed coal to generate power through 
the mixing of that fuel with a residual derived from biomass 
production.

Proposed approach

The schemes of main possibilities of such units are shown 
in Figs. 1 and 2 [7].

At Configuration A (Fig. 1), the wet solid fuel is fed into 
dryer (D). Upon leaving that stage, it is mixed with RG and 
the slurry pumped into the gasifier (G). The produced gas 
steam is cleaned to decrease its alkaline concentration and 

the maximum size of carried particles to allow injection 
into commercially available combustors (CB). The first 
Rankine branch, composed by equipment 11 to 15, is used 
to recover part of the energy related to the alkaline con-
densation. The second Rankine cycle (equipment 4 to 8) 
provides the energy recovering from the gas turbine (GT) 
exhaust (stream 5). Part of that energy is also used during 
the fuel drying stage.

The fuel drying stage is not required at Configuration 
B, and the wet fuel is mixed with water and/or RG directly 
before being pumped into the gasifier (G).

A previous study [7] showed that, for the case of biomass 
as fuel, both configurations led to similar efficiencies. Since 
Configuration B (Fig. 2) dispenses the solid fuel drying 
step—which probably would result in capital, maintenance, 
and operational cost savings—it has been chosen for the pre-
sent investigation.

It is also worthwhile stressing that both proposals involve 
pressurized gasification of solid fuel. The feeding of fuel 
particles into a pressurized vessel raises several critical 
obstacles. For instance, if Archimedes screws are employed, 
compact blocks of fuel would enter the reactor (either com-
bustor or gasifier). Those would not be easily disintegrated, 
leading to inefficient combustion or gasification. The appli-
cation of cascade feeding consisting of a series of lock-hop-
pers has been proposed and applied [13, 14]. However, such 
a method requires discontinuous operations and demands 
injections of inert gas (usually nitrogen) to prevent spontane-
ous fuel combustion inside the hoppers. Those factors add to 
the power plant capital, operational, and maintenance costs.

Fig. 1  Scheme of the fuel 
glycerol slurry integrated 
gasifier/gas turbine (FGSIG/
GT) process; Configuration 
A. Streams and equipment 
are numbered to allow power 
generation simulations and 
energy-recuperating cycles 
are encircled. C = compressor, 
CB = combustor, CD = con-
denser, CL = cleaning system, 
CY = cyclone, D = dryer, 
DF = dried fuel, FE = screw 
feeding, FS = Fuel glycerol 
slurry pumping, G = gasifier, 
GT = gas turbine, SG = steam 
generator, SR = solid residue, 
ST = steam turbine, P = water 
pump, V = valve or splitter
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Water slurry feeding has been proposed [2, 15–17]. How-
ever, just the evaporation of added water uses almost all 
potential fuel combustion enthalpy. That renders any gasifi-
cation technique unfeasible. This obstacle can be surpassed 
through the application of liquid hydrocarbons [16], which 
is proposed here, and therefore differs from a previous study 
[2] when HAC water slurry was applied.

Additionally, to ensure the continuous operation of the 
generation plant, it has been assumed that the solid fuel 
could be pumped using water as slurry liquid even when 
RG may not be available.

Objective

This theoretical investigation intends to find the optimum 
ratio between the inflows of HAC and RG that could result in 
the highest efficiency obtainable from the FGSIG/GT (fuel 
glycerol slurry integrated gasifier/gas turbine) generation 
process.

Specific objectives

The specific objectives are:

a. Optimize the pressurized fluidized bubbling bed gasi-
fier receiving a slurry of HAC glycerol. The gasification 
exergetic efficiency was used as objective function.

b. Optimize the whole FGSIG-GT process aiming to maxi-
mize its first law efficiency.

Methodology

This theoretical study employs two simulation software.
The Comprehensive Simulator of Fluidized and Moving 

Beds  (CeSFaMB©)1 was applied for optimizing the gasi-
fication step. Such a program has been validated [18–25] 
and used in many investigations [2, 7–9, 18–33]. Its math-
ematical code is composed of 95 coupled differential equa-
tions describing the mass and energy continuities at the bed 
and freeboard. It considers more than 30 solid and gase-
ous chemical species as well as their reactions (homoge-
neous and heterogeneous). The results allow studying the 
temperature and composition profiles of gaseous and solid 
phases. Simulation results also provide many engineering 
parameters employed in equipment design. Details of the 
mathematical model behind  CeSFaMB© as well as examples 
of its application can be found elsewhere [18].

The  IPES© software is employed to optimize the whole 
power generation process. Its mathematical core is com-
posed by equations describing the first and second laws of 
thermodynamics around each equipment. Physicochemical 
properties of gas and liquid mixtures in each follow are com-
puted using Redlich–Kwong–Soave relations to correct devi-
ations from ideal behavior. Levenberg–Marquardt algorithm 
and finite difference to the Jacobian are applied to allow the 
solution equation system. After processing, the temperature, 

Fig. 2  Scheme of the fuel glyc-
erol slurry integrated gasifier/
gas turbine (FGSIG/GT) pro-
cess; Configuration B. Streams 
and equipment are numbered 
to allow power generation 
simulations. C = compressor, 
CB = combustor, CD = con-
denser, CL = cleaning system, 
CY = cyclone, FS = fuel glycerol 
slurry pumping, G = gasifier, 
GT = gas turbine, SG = steam 
generator, ST = steam turbine, 
P = water pump, V = valve or 
splitter

1 www. csfmb. com.

http://www.csfmb.com


908 International Journal of Energy and Environmental Engineering (2023) 14:905–920

1 3

composition, pressure, and many other properties of each 
stream of the simulated process are provided. The simulator 
has been applied in several studies [2, 7–9, 26–34].

The main steps of this work are listed below:

1) First round of gasifier optimization. During this step, the 
injection rate of air into the gasifier and the rate of RG 
added to the basic HAC–water slurry were varied. The 
ratios between RG and HAC feeding rates are described 
by the dry solid content (DSC), which is the mass per-
centage of solid in the slurry..

2) All other variables, including the gasifier main geomet-
ric characteristics as well as the HC feeding rate, its 
particle size distribution and other properties, were kept 
constant. The operational conditions leading to feasible 
bubbling fluidized bed operations were found by pre-
liminary simulations. The gasification exergy efficiency 
(EE) was employed as optimization function.

3) For each DSC leading to the highest EE, the gasifier 
diameter was added as variable.

4) Once the gasifier with the highest EE operational con-
dition was found, the characteristics of the exiting gas 
stream are used to simulate the whole power generation 
process described in Fig. 2. The first law of thermody-
namics efficiency was used as the objective function to 
optimize the process.

Premises

During this theoretical investigation, the following has been 
assumed:

1) The gasification reactor works under the bubbling flu-
idized bed technique. Other types of reactors–such as 
circulating beds and entrained flow–might be employed. 
However, bubbling beds are less stringent regarding the 
range of size and density of feeding particles. Any rock 
much denser or larger than the average in the bed would 
drop on the distributor and might be withdrawn without 
interrupting the reactor’s continuous operation [15, 35].

2) The composition of a typical HAC was assumed and is 
described in Tables 1 and 2 [2].

3) The dry-basis HAC high heating value was taken as 
18.11 MJ/kg [2].

4) The sphericity of feeding HAC particles was taken as 
0.7, which is within the typical characteristics of grinded 
coal.

5) A particle size distribution of feeding HAC has been 
chosen, and led to an average particle size of 1.1 mm. 
This is the usual operational range of bubbling fluidized 
beds [18, 35]

6) The real and apparent particle densities of the feeding 
HAC have been set as 1830 and 1680 kg/m3 [2].

7) Proper commercially available pumps should be able 
to handle up to 40% DSC slurries [36–38]. However, 
manufacturers [39, 40] indicate that 60% DSC slurries 
might be pumped as well. In view of that, the range of 
DSC investigated here was set between 40 and 60%.

8) For this initial study, the feeding rate of HAC was set 
as 10 kg/s (wet basis). Scaling up or down should not 
sensibly affect the results achieved at this investigation.

9) The mass flow of RG was varied between 4 and 8 kg/s. 
Preliminary simulations showed that range could pro-
vide relatively high gasification efficiency. Additionally, 
contingencies involved in providing RG to the power 
plant location should be kept in mind. Therefore, a mini-
mum flowrate of liquid water to be mixed with the HAC 
is kept. That should allow obtaining a pumpable slurry, 
even when RG might not be available. Such mixture 
would provide a slurry close to 60% DSC. Given the 
flow of solid fuel, that flow of water would be 6.67 kg/s.

10) Since the gasification takes place in a fluidized bed, the 
exposed-core model has been applied to model the het-
erogeneous reactions between the solid fuel and gases 
[18].

11) The coated-inert particle model (CIP)–which assumes 
that the feeding liquid fuel coats solid particles in the 
bed–was used for reactions between gases and RG [41].

12) The gasifier operational pressure was set at 4 MPa. 
That should decrease the equipment volume and might 
improve the overall power generation efficiency when 
compared to lower operational pressures. Additionally, 
air compression from ambiance conditions to that pres-
sure can be accomplished by commercial compressors 
without the need of intercooling [42].

13) Besides investigating the proposal for HAC and keeping 
the worst-case scenario perspective as well as to follow 

Table 1  Proximate analysis of a 
typical HAC

Component Mass percent-
age (wet basis)

Moisture 1.57
Volatile 18.49
Fix carbon 31.24
Ash 48.70

Table 2  Ultimate analysis of a 
HAC

Species Mass percent-
age (dry basis)

Carbon 42.12
Hydrogen 2.71
Nitrogen 0.74
Oxygen 2.67
Sulfur 2.28
Ash 49.47
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the value applied in previous works [7–9], the RG heat-
ing value was set at 16.80 MJ/kg [43].

14) The maximum temperature of gas injection into the gas 
turbine has been limited to 1700 K [44].

15) During the first round of gasifier optimization, its bed 
internal diameter was kept at 10 m, bed height at 4 m, and 
freeboard height at 6 m. Such values were reached after 
preliminary simulations, which provided high gasification 
efficiency and stable fluidization. It is worth remembering 
that the following conditions should be ensured to allow 
viable bubbling fluidization operations [18, 35]:

• The gas superficial velocity in the bed should not surpass 
the transport velocity value.

• Particle temperatures cannot surpass the ash softening 
point.

• Steady state must be maintained.
• No particle segregation may occur.

Future works might explore changes on those 
assumptions.

Discussions related to economic aspects are not within 
the scope of the present work.

Results and discussions

First round of gasifier optimization

As mentioned above, aiming to maximize the gasification 
EE, at this first round of optimization the air and RG injec-
tion rates of into the gasifier were varied.

It is also important to notice that the produced gas exergy 
reflects two main factors. One is related to its enthalpy, which 
tends to increase with the temperature of the produced gas. That 

aspect of the exergy is called here as thermal exergy (TE). The 
other is related to the concentrations of fuel species—such as 
hydrogen, carbon monoxide, and methane—in the produced 
gas stream. This has been named chemical exergy (CE). The 
gasifier exergetic efficiency (EE) is given by the ratio between 
produced gas exergy (TE plus CE) against the total exergy 
entering the equipment, or exergies brought by the injected air 
as well as by the feeding solid fuels.

Using  CeSFaMB©, various combinations between 
gasif ier  dimensions and injected air f low rates 
were simulated, thus allowing to study all internal 
details–such as temperature, composition, pressure, 
and fluidization parameters—of each phase (emulsion, 
bubbles, and particles) along the whole reactor’s inte-
rior. Simulations also provided important engineering 
parameters.

Figure 3 summarizes the gasification EE for each case 
gasifier bed diameter and airflow rates.

As seen, in general, the EE increases with the concen-
tration of RG in the feeding slurry while decreases for 
higher air injection rates. The behavior in relation to the 
RG concentration in the feeding mixture can be understood 
for the following main reasons:

a) Since the RG coats the HAC particles, it is oxidized 
before the reactions between gases and HAC begin 
before heterogenous reactions (few of them endothermic) 
between gases and the HAC start. Thus, there is a range 
of operations where higher RG/HAC ratios lead to higher 
temperatures and increases of the leaving gas TE.

b) Air is injected into the gasifier through the distributor at 
its basis. During the gasification process, fuel gas spe-
cies— such as  H2, CO, and  CH4 produced by gasifica-
tion reactions—are oxidized in the region from the dis-

Fig. 3  Gasification exergetic 
efficiency against the airflow 
and RG injection rates
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tributor until the point where all oxygen expires. That is 
the bed oxidizing region. Relatively high air ratios tend 
to decrease the concentration of fuel gases, therefore 
declining the leaving stream CE.

c) Additionally, it is important to consider the effect of flu-
idized bed dynamics. Part of the injected air through the 
distributor is diverted to emulsion and the remaining to 
the bubble phase. For a given bed diameter, the ratio 
between the fraction of air flow diverted to the emulsion 
compared to the diverted to the bubble phase increases 
when the conditions nearer those found at minimum 
fluidization one [8, 35]. In bubbling fluidization, the 
emulsion phase holds almost all particles, which rapidly 
reacts with the incoming oxygen, while the oxygen in 
the bubbles must diffuse to the emulsion phase before 
reacting with the fuels in the bed. Operations where the 
injected oxygen is completely exhausted closer to the 
distributor allow for larger layers of the reactor to be at 
reducing condition than operations farther the minimum 
fluidization condition. Thus, conditions nearer minimum 
fluidization favor higher concentration of fuel gases in 
the exiting stream. That explains why certain operations 
with lower air ratio led to higher CE of the exiting gas 
stream.

d) As many other effects are involved in such a complex 
process [18, 35], straightforward or monotonic variation 
of EE against just two variables is seldom found.

Second round of gasifier optimization

During this optimization stage, the gasifier internal diameter 
was introduced as variable. Therefore, for each RG injection 
rate, the EE was computed against the airflow rate and the 
bed diameter. As an example, Fig. 4 shows the results when 
5 kg/s of RG injection was set.

Since higher airflow injections into the gasifier move the 
operation toward complete or stoichiometric air–fuel ratio, the 
temperature in the bed increases. Despite higher temperatures, 

the oxidation of fuel gases (such as  H2, CO, and  CH4) 
decreases their concentration in the stream exiting the gasifier. 
An optimum point could be found within the studied range.

According to the simulations, for a given gasifier bed 
diameter, a maximum EE value could be found for an inter-
mediate air injection rate. This is explained by the above 
comments on the interplay between TE and CE.

It is also valuable noticing that combustion reactions are 
usually faster than gasification ones. Gas fuel seldom sur-
vives in the region where oxygen is available. Moreover, 
particles are in direct contact with solid and liquid fuels in 
the emulsion phase while no such fuels are present inside 
the bubbles. Therefore, the available oxygen is consumed 
faster in the emulsion phase than in the bubble one. Oxygen 
remains in the bubbles longer or at higher positions in the bed 
[18]. Greater differences of oxygen concentration between 
bubbles and emulsion provoke faster rates of mass transfer 
between those phases. If the bed conditions are closer to the 
minimum fluidization ones, smaller bubbles are formed, 
which leads to greater interface area between bubbles and 
emulsion per unit of bed volume. That explains why the 
oxygen is exhausted closer to the distributor surface when 
the bed fluidization dynamics approach those found at mini-
mum fluidization regimes. Above that position, flue gases can 
accumulate. Thus, at a given airflow rate, higher concentra-
tions of combustible gas species can be achieved for wider 
beds, thus increasing the CE of gasifier leaving stream. Lager 
equipment would lead to higher capital costs. Optimizations 
considering economic aspects are left to future investigations.

The best results obtained after completing those two 
stages of gasifier optimization are summarized in Table 5, 
shown in Appendix 1.

Table 6 lists the most important inputs and outputs of those 
optimum operations, and is also presented in Appendix 1.

It is worth mentioning that due to the high compression, 
the temperature of injected air is relatively high. In the pre-
sent cases, its energy was enough to evaporate all water in 
the feeding slurry.

The compositions of produced gas streams are shown in 
Table 7 (see Appendix 1).

As seen, the best results regarding EE were reached for 
the operation with the maximum rate of glycerol added to 
the slurry with HAC, or DSC near 40%.

Details of the temperature, composition, and reaction rates 
throughout the gasifier can be seen at Appendix 2. Those also 
help to understand the operational details of that reactor.

Table 6 also reveals that, within the studied range, the 
gasification exergy and the cold gas efficiencies increase with 
the glycerol–coal ratio. The main reasons for that have been 
described above. Therefore, increases on that ratio leads to 
higher temperatures in the fluidized bed, as shown in Fig. 5.

Figure 6 shows the influence of slurry’s RG concentration 
on the gasification EE. Here the interplay between TE and CR 

Fig. 4  Gasification exergetic efficiency against the airflow and gasi-
fier internal diameter for the case of RG inject rate at 5 kg/s
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becomes even clearer. Higher RG/solid-fuel ratio (or lower 
DSC) tends to increase the fluidized bed temperature, thus aug-
menting the TE while not significantly decreasing the CE.

Power generation process optimization

Once the optimum gasifier geometry and operational con-
ditions were found, the produced gas characteristics were 
used as input data related to stream 14 (Fig. 2) and the entire 
power generation process could be optimized. For that, the 
 IPES© software was applied and the overall power genera-
tion efficiency was chosen as the optimization function.

The main limitations for that search have already been 
listed among the premises.

The optimization procedure was repeated for each rate of glyc-
erol consumption, which can be translated into the slurry DSC.

As an example, the main conditions or characteristics of the 
various involved streams in the process are listed in Table 3.

The best results for the process, at each rate of glycerol 
added to the HAC, are summarized in Table 4.

As verified, within the studied range, both first and sec-
ond law efficiencies increase with the rate of consumed glyc-
erol. Those behaviors are also shown in Figs. 7 and 8.

The above pictures illustrate how the power generation plant 
first and second law efficiencies increase with the concentration 
of glycerol in the consumed HAC slurry. That happens when 
the thickness of liquid layer coating of feeding fuel particles 
increases. Such behavior was not observed during previous stud-
ies where the RG was added to other fuels [8, 9]. This is primar-
ily due to the significantly lower porosity of HAC (around 8%) 
when compared with biomasses (near 50%) [8, 9]. The reasons 
for that can be better understood by the following reasoning:

• Gases in the emulsion must react with the RG coating 
before reaching the solid particles.

• The total carbon conversion is a composition between the 
conversions of carbon in the liquid and in the solid fuel.

• For very porous particles, the participation of carbon 
conversion from the solid fuel is comparable to the par-
ticipation of carbon conversion from the liquid fuel. 
Thicker RG layers around the solid particle increase 
the resistance for gases to reach the porous particles. 
Thus, after a given threshold of RG ratios in the feeding 
slurry, the total carbon conversion might decrease.

• If the solid particle porosity decreases, the participation 
of carbon conversion from the solid on the total carbon 
conversion decreases. Thus, the abovementioned thresh-
old is found for higher RG ratios in the feeding slurry.

Fig. 5  Temperature in the fluidized bed in each case

Fig. 6  Exergetic and cold efficiency in each case

Table 3  Main characteristics of the power generation process (Con-
figuration B, Fig. 2) consuming slurry with 39.9% DSC

Stream Fluid Temperature (K) Pressure (kPa) Flow (kg/s)

1 Air 298.0 101.3 166.4
2 Air 938.0 4085.0 166.4
3 Fuel gas 800.0 4085.0 51.6
4 Gas 1699.9 4080.0 218.0
5 Gas 921.2 120.0 218.0
6 Gas 400.0 115.0 218.0
7 Cooling water 298.0 115.0 700.0
8 Cooling water 298.0 130.0 700.0
9 Cooling water 328.6 125.0 700.0
10 Steam 880.0 9995.0 39.0
11 Steam 381.1 125.0 39.0
12 Water 362.8 120.0 39.0
13 Water 363.0 10,000.0 39.0
14 Fuel gas 1176.8 4090.0 51.6
15 Vapor 880.0 9995.0 9.0
16 Steam 381.1 125.0 9.0
17 Steam 345.6 120.0 9.0
18 Water 345.9 10,000.0 9.0
19 Cooling water 298.0 115.0 165.0
20 Cooling water 298.0 130.0 165.0
21 Cooling water 328.9 125.0 165.0
22 Air 298.0 101.3 32.0
23 Air 938.9 4100.0 32.0
24 Slurry 298.0 101.3 16.7
25 Slurry 298.1 4010.0 16.7



912 International Journal of Energy and Environmental Engineering (2023) 14:905–920

1 3

The present power generation alternative may also work 
even when no RG is available, and only water is used to prepare 
the slurry. The optimizations of power generation processes 
applying those two possibilities would be left for future studies.

Finally, it is worth commenting that due to the possibility 
of feeding solid particles to a pressurized gasifier and injec-
tion of exhausted gas from combustion at relatively high tem-
perature into the gas turbine, the power generation first law 
efficiency reached 45%, which is notable having in mind the 
relatively low heating values of the presently considered fuels. 
More conventional power generations [33, 45–49] present 

efficiencies in the range from 31 to 46%. Furthermore, it is 
important to emphasize that the present alternative shows the 
possibility of shifting part of the  CO2 emission due to the use 
of fossil fuel to release derived from a renewable source.

Conclusions

Since glycerol is a residue derived from a renewable fuel 
source (biomass) during the production of biodiesel, the pre-
sent theoretical feasibility work explored the possibility of 
an efficient process, which allows mitigating the emissions 
of greenhouse gases (mainly  CO2) from power generation 
consuming nonrenewable fuel such as coal. That can be 
achieved by mixing the raw glycerol (RG) with coal to form 
a slurry, which can be pumped the FGSIG/GT process. It 
is worth mentioning that slurry feeding greatly simplifies 
introducing particle solids into highly pressurized vessels, 
thus accomplishing higher overall power generation effi-
ciencies than operations at lower pressures. The gasifier has 
been optimized aiming maximizing its exergetic efficiency 
by varying the RG/coal ratio in the feeding slurry as well as 
the gasifier basic dimensions. After that, the whole proposed 
power generation process was optimized having its first law 
efficiency as objective function.

Despite the low combustion enthalpies of the feeding 
high-ash coal and RG, the achieved 45% overall power 
generation first law efficiency is a good indication that 
similar strategy may be applied to situations where higher 
coal quality and RG is available.

Furthermore, it is important to emphasize that the present 
alternative shows the possibility of shifting part of the  CO2 
emission due to the use of fossil fuel to emission from a 
renewable source. It is also worth stressing that no similar 
work, i.e., application of mixtures of low-rank coal and glyc-
erol for power generation, has been found in the literature.

Future investigations should address other points, such as:

• The economic aspects of the present proposal.

Table 4  Main power generation 
parameters for each case

1 Consumed by compressors and pumps
2 Mass flows times their combustion enthalpies at 298 K and 101.325 kPa.

Parameter DSC (%)

47.63 45.43 43.43 41.59 39.90

Consumed mechanical power (MW)1 100.76 108.66 120.84 127.65 136.66
Generated by turbines (MW) 201.39 216.68 239.01 256.07 272.63
Net generated power (MW) 100.63 108.02 118.17 128.42 135.97
Rate of energy inputted by the fuels (MW)2 235.24 250.61 265.97 281.34 296.70
First law efficiency (%) 42.78 43.10 44.43 45.65 45.83
Rate of exergy inputted by fuels (MW) 282.00 298.60 315.40 332.30 349.20
Second law efficiency (%) 35.68 36.18 37.47 38.65 38.94

Fig. 7  First law efficiency for the process

Fig. 8  Second law efficiency for the process
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• Improvements in the energy recuperation cycles.
• Influence of coal quality, as well as its particle sizes.
• The possibility of applying other gasification tech-

niques, such as circulating fluidized bed and entrain-
ment flow reactors.

Appendix 1

Important tables mentioned in the text are presented below 
(Tables 5, 6, 7).

Table 5  Main results for each 
rate of RG injection into the 
gasifier

Parameter DSC (%)

47.63 45.43 43.43 41.59 39.90
Flow of RG (kg/s) 4 5 6 7 8
Air flow rate (kg/s) 25 26 28 31 32
Bed diameter (m) 14 12 11 11 11
EE (%) 74,93 75,99 78,43 79,63 80,34
Bed average temperature (K) 1093,04 1123,05 1132,61 1173,42 1180,13
Cold gas efficiency (%) 70,29 70,85 73,14 73,06 73,9

Table 6  Most important parameters related to gasification operations for various DSC

a Above the gas distributor surface

Main input parameter DSC (%)

47.63 45.43 43.43 41.59 39.90

Flow of glycerol (kg/s) 4 5 6 7 8
Flow of wet coal (kg/s) 10 10 10 10 10
Flow of added water (kg/s) 6.67 6.67 6.67 6.67 6.67
Flow of injected air (kg/s) 25 26 28 31 32
Temperature of injected air (K) 938.9 938.9 938.9 938.9 938.9
Temperature of pumped slurry (K) 298 298 298 298 298
Bed internal diameter (m) 14 12 11 11 11
Bed height (m) 4 4 4 4 4
Freeboard internal diameter (m) 14 12 11 11 11
Freeboard height (m) 6 6 6 6 6
Slurry injection position (m)a 0.5 0.5 0.5 0.5 0.5
Average pressure inside the gasifier (MPa) 4.1 4.1 4.1 4.1 4.1
Main output parameter
Oxygen ratio 0.3225 0.3143 0.3184 0.3328 0.3254
Exergetic efficiency (%) 74.93 75.99 78.43 79.63 80.34
Carbon conversion (%) 96.18 95.38 96.97 97.97 97.75
Cold gas combustion enthalpy (MJ/kg) 4.95 5.08 5.19 5.06 5.18
Hot gas combustion enthalpy (MJ/kg) 5.53 5.68 5.83 5.77 5.88
Bed average temperature (K) 1093.0 1123.1 1132.6 1173.4 1180.1
Cold gas efficiency (%) 70.29 70.85 73.14 73.06 73.9
Hot gas efficiency (%) 89.26 90.39 93.11 94.56 95.18
Flow of solids discharged from the bed (kg/s) 0.30 0.34 0.39 0.33 0.31
Flow of elutriated solids (kg/s) 5.34 5.61 5.83 6.22 6.37
TDH – Transport disengaging height (m) 4.213 4.303 4.36 4.40 4.42
Rate of energy provided by fuels (MW) 235.24 250.61 265.97 281.34 296.70
Total rate of energy entering the equipment (MW) 252.40 268.45 285.19 302.61 318.67
Rate of energy leaving with the hot gas (MW) 225.30 242.64 265.53 286.14 302.99
Rate of energy leaving with cold gas (MW) 177.41 190.20 208.60 221.09 235.48
Average temperature of leaving gas stream (K) 1088.2 1119.0 1134.1 1177.3 1176.8
Pressure loss at the distributor (kPa) 0.21 0.23 0.27 0.33 0.35
Pressure loss in the bed (kPa) 24.51 22.78 22.77 21.5 21.54
Minimum fluidization velocity (m/s) 1.9 ×  10–3 2.2 ×  10–3 3.0 ×  10–3 2.7 ×  10–3 3.9 ×  10–3

Superficial gas velocity at bed middle (m/s) 0.019 0.028 0.035 0.040 0.039
Rate of exergy brought by fuels (MW) 282.00 298.60 315.40 332.30 349.20
Rate of exergy brought by injected air (MW) 16.81 17.48 18.83 20.84 21.52
Total entering rate of exergy (MW) 298.8 316.1 334.2 353.1 370.7
Total leaving rate of exergy with the gas (MW) 223.9 240.2 262.1 281.2 297.9
Total leaving rate of exergy (MW) 226.1 243.8 267.3 287.3 304.7
Ratio between the exergy of leaving gas and the total entering the equipment (%) 74.93 75.99 78.43 79.62 80.35
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Appendix 2

To provide a more complete view, the following figures 
illustrate a few aspects of the gasifier operation under those 
conditions. Those have been obtained by the application of 
 CeSFaMB© software.

Figures 9 and 10 picture the temperature profiles in the 
bed and freeboard, respectively.

As expected at bubbling fluidized bed operations, the 
temperatures are uniform and relatively low, which allows 
for easier control as well many advantages when compared 
with other techniques [18, 35].

Figure 11 shows that complete cracking and coking of 
tar generated during the fuel pyrolysis near its feeding posi-
tion (Z = 0.5 m) could be achieved. Thus, the produced gas 
would be free of Tar. Such prevents operational problems 
and maintenance costs to clean the produced gas.

Figure 12 allows observing the fast development and 
destruction of Tar near the fuel feeding position, which is 
far below the bed top. Therefore, well-designed equipment 
would allow sufficient bed height to complete those reac-
tions before gas with Tar passes to the freeboard region; 
otherwise, the risk of jeopardizing the gas cleaning system 
increases. Additionally, the fuel feeding position is above 
the oxidation region, thus allowing the volatiles—rich in 
hydrogen, methane, and carbon monoxide—to survive and 
improve the quality of the produced gas.

Figure 13 shows other important heterogeneous reactions 
occurring in the emulsion. It becomes clear how fast fuel 
oxidation is when compared with gas–solid reactions. That 
also explains the surge of temperatures near the distributor 
(Z = 0), as shown in Fig. 9, as well as the fast decline of 
oxygen near that position (Fig. 14).

The concentration profiles of other important gas species 
throughout the gasifier interior are presented in Fig. 15.

Drying and evaporation of water entering with the 
slurry is paramount for hydrogen production (see reac-
tion R.3 in Appendix 3). The rates of those reactions are 
also pictured in Fig. 9, while Fig. 16 illustrates the main 
homogeneous ones.

That figure demonstrates the key role played by the shift 
reaction (R.41 in Appendix 3) throughout the bed, which 
continues in the freeboard.

Table 7  Produced gas composition (molar percentage) for each case

Species DSC (%)

47.63 45.43 43.43 41.59 39.90

H2 19.97 20.15 20.25 19.61 19.98
H2O 15.37 15.56 14.84 15.11 14.93
H2S 0.21 0.22 0.20 0.20 0.19
NH3 0.05 0.05 0.03 0.03 0.03
NO 0.00 0.00 0.00 0.00 0.00
NO2 0.00 0.00 0.00 0.00 0.00
N2 38.54 38.04 38.37 39.10 38.66
N2O 0.00 0.00 0.00 0.00 0.00
O2 0.00 0.00 0.00 0.00 0.00
SO2 0.18 0.15 0.14 0.12 0.11
CO 13.94 14.66 15.38 15.79 16.11
CO2 10.46 9.99 9.54 9.04 8.94
HCN 0.00 0.00 0.00 0.00 0.00
CH4 1.24 1.15 1.23 0.98 1.01
C2H4 0.02 0.02 0.01 0.01 0.01
C2H6 0.01 0.01 0.01 0.01 0.01
C3H6 0.00 0.00 0.00 0.00 0.00
C3H8 0.00 0.00 0.00 0.00 0.00
C6H6 0.01 0.01 0.01 0.00 0.00
Tar 0.00 0.00 0.00 0.00 0.00

Fig. 9  Temperature profiles 
inside the gasifier bed
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Appendix 3

A list of main reactions and processes considered by the simu-
lator  (CeSFaMB©) is presented below:

(R.1)
CHa32

Oa33
Na34

Sa35
+
(a32

4
−

a33

2
+

a34

2
+ a35

)

O2

→ CO2 +
a32

2
H2O + a34NO + a35SO2

(R.3)
CHa32

Oa33
Na34

Sa35
+ (1 − a33)H2O ↔

(

1 +
a32

2
− a33 − a35

)

H2 + CO +
a34

2
N2 + a35H2S

(R.4)

CHa531
Oa551

Na546
Sa563

+ CO2 ↔ 2CO + a551H2O

+
(

a531

2
− a551 −

3a546

2
− a563

)

H2 + a34NH3 + a35H2S

(R.5)

CHa531
Oa551

Na546
Sa563

+
(

2 −
a531

2
+ a551 +

3
2

a546 + a563

)

H2 ↔ CH4 + a551H2O + a34NH3 + a35H2S

(R.6)
CHa32

Oa33
Na34

Sa35
+ (2 − a33)NO ↔

(a32

2
− a35

)

H2

+ CO2 +
(

1 +
a34

2
−

a33

2

)

N2 + a35H2S

Fig. 10  Temperature profiles 
inside the gasifier freeboard

Fig. 11  Molar fractions of Tar, 
 H2S, and  NH3 throughout the 
gasifier
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(R.7)Fuel
daf

→ Volatile + Char
1

(R.8)Volatile → Gases + Tar

(R.10)
Wet Carbonaceous Solid ⇄ Dry Carbonaceous Solid + H2O

(R.12)

CHa32
Oa33

Na34
Sa35

+ (2 − a33)NO ↔
(a32

2
− a35

)

H2

+ CO2 +
(

1 +
a34

2
−

a33

2

)

N2 + a35H2S

(R.13)

CHa531
Oa551

Na546
Sa563

+ (1 − a551)N2O ↔
(a531

2
− a563

)

H2 + CO +
(

1 +
a34

2
−

a33

2

)

N2 + a35H2S

(R.14)Tar → Char2

(R.41)CO + H2O ⇄ CO2 + H2

(R.42)2CO + O2 ⇄ 2CO2

Fig. 12  Rates of Tar decompo-
sition in the emulsion phase

Fig. 13  Main gas–solid reaction 
rates
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(R.43)2H2 + O2 ⇄ 2H2O

(R.44)CH4 + 2O2 ⇄ CO2 + 2 H2O

(R.45)2C2H6 + 7O2 ⇄ 4CO2 + 6H2O

(R.46)4NH3 + 5O2 ⇄ 4NO + 6H2O

(R.47)2H2S + 3O2 ⇄ 2SO2 + 2H2O

(R.48)N2 + O2 ⇄ 2NO

(R.49)Tar + O2 ⇄ Combustion Gases

(R.50)Tar → Gases

(R.51)Tar + H2 → CH4 + Other Light Gases

(R.52)C2H4 + 3O2 ⇄ 2CO2 + 2H2O

(R.53)2C3H6 + 9O2 ⇄ 6CO2 + 6H2O

Fig. 14  Concentration of  CO2, 
CO, and  O2 throughout the 
equipment

Fig. 15  Concentration of  H2O, 
 H2, and  CH4 throughout the 
equipment
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(R.54)C3H8 + 5O2 ⇄ 3CO2 + 4H2O

(R.55)2C6H6 + 15O2 ⇄ 12CO2 + 6H2O

(R.56)4HCN + 3O2 ⇄ 4CO + 2N2O + 2H2

(R.71)CH4 + H2O ⇄ CO + 3H2

(R.72)C2H4 + 2H2O ⇄ 2CO + 4H2

(R.73)C2H6 + 2H2O ⇄ 2CO + 5H2

(R.74)
C3H6 + 3H2O ⇄ 3CO + 6H2C3H6 + 3H2O ⇄ 3CO + 6H2

(R.75)C3H8 + 3H2O ⇄ 3CO + 7H2

(R-76)C6H6 + 6H2O ⇄ 6CO + 9H2

(R-77)CH4 + CO2 ⇄ 2CO + 2H2

(R.81)2NO2 + 2NH3 ⇄ 4NO + 3H2

(R.82)2NO + 2NH3 ⇄ 2N2O + 3H2

(R.83)3N2O + 2NH3 ⇄ 4N2 + 3H2O

(R.84)NO2 + 2H2 ⇄ NO + H2O
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Abstract
This paper presents a novel method to estimate the design parameters of a diaphragm thermoacoustic Stirling engine and 
investigate the stable limit cycle (sufficient condition) of the engine dynamic using the genetic algorithm and system energy 
changes. In this regard, first, the parametric equations are extracted by employing both the governing equations of the engine 
and energy standpoint. Next, V

c0
 (initial volume of compression space), Rq (pneumatic resistance), Vh0

 (initial volume of 
expansion space), and hot gas temperature ( T

h
 ) are taken as the design parameters in this study. Genetic algorithm and para-

metric equations were then utilized to estimate the chosen design parameters. Next, the sufficient condition of the engine 
is evaluated based on the estimated design parameters. The simulated outcomes are shown that the sufficient condition is 
satisfied by the estimated design parameters. Afterward, the simulated results are validated using experimental data gathered 
from the constructed SUTech-SR-3 engine. Comparing the extracted data eventuates a proper method of estimating design 
parameters and satisfying the sufficient condition related to the SUTech-SR-3 engine. It is worth noting that in this research, 
the dynamic of the thermoacoustic Stirling engine has investigated using a mechanical point of view. Also, in this paper, 
only the dynamic behavior of the engine has been investigated, and the production power and work have not been studied.

Keywords Diaphragm thermoacoustic Stirling engine · Thermoacoustic engine · Stirling engine · Genetic algorithm

Abbreviations
A′  Cross-sectional area of the looped tube (m2)

A  Cross-sectional area of pistons (m2)

Ky  Stiffness of power piston (N∕m)

Kx  Stiffness of displacer piston (N∕m)

m  Total gas mass (kg)
mh  Gas mass of expansion space (kg)
mc  Gas mass of compression space (kg)
My  Power piston mass (kg)
Mx  Displacer piston mass (kg)
Patm  Ambient pressure (Pa)
P1  The pressure of compression space (pa)
P0  Initial pressure (pa)

P2  The pressure of expansion space (pa)

Rq  Flow resistance ( Ns∕m5)
R  Ideal gas constant (Jkg−1K−1)

Vh  Expansion space (m3)

Vc  Compression space (m3)

Th  Hot gas temperature (K)

Tc  Cold gas temperature (K)

x  The motion of displacer piston (m)

y  The motion of power piston (m)

Vh0  Initial expansion space (m3)

Vc0  Initial compression space (m3)

Greek symbols
�  Density (Kg/m3)
�  Phase difference between piston movements 

(degree)

Introduction

The increasing daily demand of the world’s population for 
energy leads the majority of researches toward the extrac-
tion of novel green energies [1, 2]. Solar energy as one of 
the main sources of today’s green energies extensively used 
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worldwide has a big disadvantage that is the requirement 
of high-performance converters. Thermoacoustic convert-
ers are presented as a novel technology converting solar to 
electrical energy. Ceperley et al.[3] first announced the idea 
of making these types of engines in 1979, and later Back-
hause and Swift [4, 5] constructed the preliminary design 
of such engines. These thermoacoustic engines are working 
based on the Stirling cycle [6] and that is the reason they are 
sometimes regarded as the Stirling thermoacoustic engines 
[7]. These Stirling thermoacoustic engines can also be called 
a novel version of free-piston Stirling engines [8, 9]. The 
lack of dynamic parts such as crankshafts and pistons in 
the overall structure of such engines makes them more fas-
cinating in terms of design and manufacture for scientists 
due to the extreme final cost of such products. On the other 
hand, this phenomenon results in arduous design process 
to achieve a stable oscillating for the engine while having a 
nonlinear dynamic behavior.

Various types of thermoacoustic Stirling engines were 
designed and developed, which consist of two main parts 
containing looped tubes and a core section. Other parts of 
the engine including the inertance, compliance, resonator, 
and diaphragm are regarded as the facilitators [10]. The 
diaphragm is also utilized as the phase shifter between 
pressure changes and the fluid flow rate in the core sec-
tion of the motor [11, 12]. As stated earlier, removing the 
dynamic mechanical parts in such engines positively affects 
the performance; however, creating a stable limit cycle in 
their nonlinear dynamic is a major challenge that needs to 
be taken care of while considering the sufficient condition 
for the engine design. In better words, the necessary (unsta-
ble dynamic behavior at the startup) and sufficient (stable 
dynamic behavior at the engine after the startup) condi-
tions are required for a stable run of thermoacoustic Stirling 
engines. It is worth noting that the necessary condition is 
automatically met by satisfying the sufficient condition in 
the dynamics of the engine [13, 14]. Although there have 
been numerous researches on examining how the necessary 
condition of such engines works, most of them were based 
on investigating the dominant poles of the linear closed-loop 
dynamic system of the engines [15, 16]. Moreover, investi-
gating the sufficient condition of thermoacoustic engines is 
another area that became the focus of many other pieces of 
research. To date, the sufficient condition has been investi-
gated via the numerical methods and direct solution of the 
governing equation for the systems. Abduljalil et al. [17] 
used the experimental data gathered from the fluctuation of 
the internal pressure in the chamber to investigate sufficient 
conditions of the thermoacoustic Stirling engines. Besides, 
the sufficient condition of thermoacoustic Stirling engines 
using the CFD method was investigated by Yu et al. [18]; 
they employed numerical methods to solve the momen-
tum and continuity equations simultaneously. Lalit et al. 

[19] investigated the optimization of different parts of such 
engines and analyzed the sufficient condition by representing 
a nonlinear computational method. Aside from the previ-
ous worthwhile researches to examine the behavior of the 
nonlinear thermoacoustic engines in stable oscillation condi-
tions, one can mention the design criteria undertaken in an 
old version of such engines (free-piston Stirling engines). 
Tavakolpour-Saleh and Zare proposed a method by the uti-
lization of energy changes in the system where the suffi-
cient condition of an oscillator such as a free-piston Stirling 
engine would automatically be evaluated when applied. In 
this method, first, an energy function is selected based on 
the dynamic of the engine. Then, the existence of the sta-
ble limit cycle is investigated by the time derivative of the 
energy function; if the mean value of the time derivative in 
a working cycle is zero, then the sufficient condition is sat-
isfied [20]. This method can be used to study the sufficient 
condition the diaphragm Stirling engine for the first time in 
this article.

Presenting a design method being able to estimate the 
principal design parameters before fabricating the engine 
can thus facilitate the construction process of thermoacous-
tic engines. In this regard. Zare and Tavakolpour-Saleh [21] 
employed linear mechanical-acoustic equations, presented 
by De Waele [22], to design an engine with the desired fre-
quency. But there is a need to provide a design method for 
diaphragm thermoacoustic Stirling engines considering non-
linear dynamics. Thus, the paper goal is to know what the 
design parameters should be in order to satisfy the sufficient 
condition in engine dynamics. To this end, the principle of 
system energy changes and the genetic algorithm technique 
can be used, which will be explained in detail in the next sec-
tions. Also, this method can be presented as a multi-physical 
software to design these engines.

With the concepts stated above, there is no comprehensive 
study that simultaneously estimates the preliminary design 
parameters using the genetic algorithm and investigates the 
sufficient conditions related to the dynamics of engines. In 
this regard, first, a parametric equation to evaluate the suf-
ficient condition is extracted based on the energy viewpoint. 
Afterward, the estimated parametric equations are used on 
finding the unknown parameters in the design process. This 
method is also analyzed by means of the characteristics of 
the SUTech-SR-3 engine. Ultimately, the simulated results 
are verified with the available experimental data.

Diaphragm thermoacoustic Stirling engine

The thermoacoustic Stirling engines generally consist of two 
sets of components. The first ones are related to the main 
engine parts including the engine loop and core [23, 24]. The 
other components are known as facilitators which include 
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inertance, resonator, compliance, and diaphragm [25, 26]. 
Diaphragm thermoacoustic Stirling engines are indeed ther-
moacoustic Stirling engines where the diaphragm is utilized 
as a facilitator as well as a phase shifter [27, 28]. As it is 
illustrated in Fig. 1a–c, one can clearly see the diaphragm 
thermoacoustic Stirling engine SUTech-SR-3, which is con-
sisted of two diaphragms. These two diaphragms perform 
different tasks of phase shifter (Diaphragm No.1) and power 
receiver (Diaphragm No.2). The core section has three parts 
including a hot heat exchanger, cold heat exchanger, and a 
regenerator part, which are shown in Fig. 1b. Also, the two-
dimensional scheme of the engine is shown in Fig. 1c.

As stated earlier, the diaphragm thermoacoustic Stirling 
engine is a novel type of free-piston Stirling oscillator [8]. 
Based on this idea, a mechanical model can be presented 
for the diaphragm thermoacoustic Stirling engines, which 
is demonstrated schematically in Fig. 2 [8].

Based on Fig. 2, the mechanical model of the diaphragm 
thermoacoustic Stirling engine, therefore, consists of two 
power pistons (diaphragm 2 with an attached mass) and a 
displacer (diaphragm 1 with internal gas mass). This sim-
plified equivalence is necessary to be able to apply theories 
related to free-piston Stirling engines on the diaphragm ther-
moacoustic Stirling engines.

(b)   

(c)   

(a) 

Diaphragm 

NO. 2

Diaphragm 

NO. 1Regenerator 

Cold heat exchanger

Hot heat exchanger

Fig. 1  Diaphragm thermoacoustic Stirling engine photograph: a a cross-sectioned view of the engine core, b scheme view, c scheme view in 2-D
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Mathematical background

To study the stable limit cycle in the dynamics of the 
engine, it is essential to extract the governing equations first. 
According to Figs. 2 and 3 as well as ref. [8], the mechani-
cal equations can be extracted (see Eqs. (1) and (2)). By 
comparing between Figs. 2 and 3, it can be found that Mx 
(displacer piston mass in the mechanical model) is equal to 
the gas mass inside the tube. As seen in Figs. 1–3, the core 
section of the diaphragm thermoacoustic engine contains 
hot and cold heat exchangers as well as a regenerator, which 
results in a pressure difference between compression and 
expansion spaces. Hence, the pressure difference relation 
due to area changes and friction can be defined as can be 
seen in Eq. (4)[29, 30]. It is important to note that in this 
study the dynamic of the diaphragm thermoacoustic Stir-
ling engine is investigated via the free-piston Stirling (with 
help of the mechanical model) point of view and energy 
balances (for the thermal and the mechanical) part. Also, 
the engine specifications (SUTech-SR-3) including the value 
and dimensions of the equipment are explained in Sect. 5 
and Table 1. According to Fig. 2, the total mass inside the 
engine chamber can be obtained by summing the gas mass 
in the compression ( mc ) and expansion ( mh ) spaces, which 
is shown in Eq. (5).

(1)Myÿ + dyẏ + Ky1y + Kyy3 =
(
P1 − Patm

)
A

where

(2)Mxẍ + dxẋ + Kx1x + Kxx3 =
(
P1 − P2

)
A�

(3)
P1 =

(

m −
ΔPVh

RTh

)(

Vh

RTh
+

Vc

RTc

)−1

=
mRThTc −

(

b1ẋ + b2ẋx + b3ẏ + b4ẏx
)

a1y + a2x + a3

(4)P2 − P1 = RqV̇q = Rq

(
V̇h − V̇c

)
= Rq(Aẋ − A(ẏ − ẋ))

(5)m = mh + mc =

(
P1 + ΔP

)
Vh

RTh

+
P1Vc

RTc

Fig. 2  The mechanical model of a diaphragm thermoacoustic Stirling 
engine

Fig. 3  Looped-tube section and forces exerted on it

Table 1  Values of design parameters of SUTech-SR-3

Parameter Value Parameter Value

A
′ 0.00314  (m2) My 0.097 (kg)

P
0

100 (kpa) � 4.81 (kg/m3)
Tc 300 K R 287(N m  kg−1 K)
� 121 (degree) – –
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In the mechanical model, it is assumed that all ther-
mal power provided by the hot heat exchanger is being 
used up by heat losses in the tubes, the deformation of the 
membranes, and the acoustic energy to the environment 
transferred by membrane 2.

By substituting Eqs. (3) to (5) into Eqs. (1) and (2), the 
final governing equations are obtained as:

where

Notably, the dynamic Eqs. (6) and (7) are extracted 
from the suggested model for a diaphragm thermoacoustic 
Stirling engine [8]. Thus, the power piston and displacer 
stated in the previous sections are shown in Fig. 2.

To further study the dynamics of the engine, Eqs. (6) 
and (7) are required to be in a matrix form:

It is clear from Eq. (15) that the governing equations 
for diaphragm thermoacoustic engines are consisted of 
four separate forces including the resulting forces due to 
the accelerator mass, friction force, the force due to the 
movement of the diaphragm, and the force arises from 
pressure changes. The power generated ( PW ) can also be 
easily obtained by multiplying the value of each mentioned 

(6)

Myÿ + dyẏ + Ky1y + Kyy3

=

(

mRThTc −
(

b1ẋ + b2ẋx + b3ẏ + b4ẏx
)

a1y + a2x + a3
− Patm

)

A

(7)Mxẍ + dxẋ + Kx1x + Kxx3 = −RqAA�(2ẋ − ẏ)

(8)a1 = ThA

(9)a2 = TcA − ThA

(10)a3 = TcVh0 + ThVc0

(11)b1 = 2RqATcVh0

(12)b2 = 2RqA2Tc

(13)b3 = −RqATcVh0

(14)b4 = −RqA2Tc

(15)

⎡

⎢

⎢

⎣

My 0

0 Mx

⎤

⎥

⎥

⎦

⎡

⎢

⎢

⎣

ÿ

ẍ

⎤

⎥

⎥

⎦

+
⎡

⎢

⎢

⎣

Ky1 0

0 Kx1

⎤

⎥

⎥

⎦

⎡

⎢

⎢

⎣

y

x

⎤

⎥

⎥

⎦

+
⎡

⎢

⎢

⎣

dy 0

−RqAA′ dx + 2RqAA′

⎤

⎥

⎥

⎦

⎡

⎢

⎢

⎣

ẏ

ẋ

⎤

⎥

⎥

⎦

+
⎡

⎢

⎢

⎣

Kyy3

Kxx3

⎤

⎥

⎥

⎦

+
⎡

⎢

⎢

⎣

−

(

mRTh Tc−(b1 ẋ+b2 ẋx+b3 ẏ+b4 ẏx)
a1 y+a2 x+a3

− mRTh Tc
Tc Vh0+Th Vc0

)

AAr

0

⎤

⎥

⎥

⎦

= 0

force (F) by the velocity of the movement ( ̇v ) related to 
the dynamic parts:

The power of each component is therefore obtained by 
multiplying the forces in Eq. (10) by the velocity changes 
([ẏ, ẋ ]) as:

The total energy of the system ( Et ) can also be acquired 
as:

where the first and the second segments are related to kine-
matic energy ( Ek ) and the potential energy ( Ep ), respectively.

The time derivative of Eq. (13) can be written as:

The three matrices of Eq. (17) represent the total energy 
of the system. On the other hand, the energy of the system 
can also be written as:

By combining Eqs. (17) and (21), the Ėin and Ėout are 
obtained as follows:

(16)PW = Fv̇

(17)

⎡

⎢

⎢

⎣

ẏ

ẋ

⎤

⎥

⎥

⎦

T
⎡

⎢

⎢

⎣

My 0

0 Mx

⎤

⎥

⎥

⎦

⎡

⎢

⎢

⎣

ÿ

ẍ

⎤

⎥

⎥

⎦

+
⎡

⎢

⎢

⎣

Ky1 0

0 Kx1

⎤

⎥

⎥

⎦

⎡

⎢

⎢

⎣

y

x

⎤

⎥

⎥

⎦

+
⎡

⎢

⎢

⎣

ẏ

ẋ

⎤

⎥

⎥

⎦

T
⎡

⎢

⎢

⎣

Kyy3

Kxx3

⎤

⎥

⎥

⎦

+
⎡

⎢

⎢

⎣

ẏ

ẋ

⎤

⎥

⎥

⎦

T
⎡

⎢

⎢

⎣

dy 0

−RqAA′ dx + 2RqAA′

⎤

⎥

⎥

⎦

⎡

⎢

⎢

⎣

ẏ

ẋ

⎤

⎥

⎥

⎦

+
⎡

⎢

⎢

⎣

ẏ

ẋ

⎤

⎥

⎥

⎦

T
⎡

⎢

⎢

⎣

−

(

mRTh Tc−(b1 ẋ+b2 ẋx+b3 ẏ+b4 ẏx)
a1 y+a2 x+a3

− mRTh Tc
Tc Vh0+Th Vc0

)

AAr

0

⎤

⎥

⎥

⎦

= 0

(18)

Et =
1
2

[

ẏ
ẋ

]T[
My 0
0 Mx

][

ẏ
ẋ

]

+ 1
2

[

y
x

]T[
Ky1 0
0 Kx1

][

y
x

]

+ 1
4

[

y
x

]T[
Kyy3

Kxx3

]

(19)Et = Ek + Ep

(20)

dEt

dt
=

d

dt

(
Ek + Ep

)
=

[
ẏ

ẋ

]T[
My 0

0 Mx

][
ÿ

ẍ

]

+

[
ẏ

ẋ

]T[
Ky1 0

0 Kx1

][
y

x

]

+

[
ẏ

ẋ

]T[
Kyy3

Kxx3

]

(21)
dEt

dt
=

d

dt

(
Ek + Ep

)
= Ėin − Ėout

(22)

Ėin =

[
ẏ

ẋ

]T
[ (

mRThTc−(b1 ẋ+b2 ẋx+b3 ẏ+b4 ẏx)
a1y+a2x+a3

−
mRThTc

TcVh0+ThVc0

)
AAr

0

]
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The change of total energy related to a stable system is 
equal to zero when a stable limit cycle occurs due to the 
movement of diaphragms (or pistons). Therefore, Eq. (21) 
can be written as:

The time-averaging related to a fluctuating system in a 
working cycle, therefore, has to be zero according to refs. 
[7, 9]:

Substituting Eqs. (17) and (18) into Eq. (20), one can 
conclude to Eq. (26):

As stated, this paper attempts to analyze the dynamics 
of Stirling engine with the help of mechanical model. On 
the other hand, the mechanical model also shows that the 
diaphragm thermoacoustic Stirling engine is actually the 
advanced type of the free-piston Stirling engine. Thus, the 
movement of pistons is in a periodic and oscillatory manner; 
their stable moving patterns can be estimated with cosine 
definitions as:

By substituting Eqs. (27) and (28) as well as their deriva-
tives into Eq. (20):

Equation (29) is an indicative design expression that can 
be used to investigate the sufficient condition of a diaphragm 
thermoacoustic Stirling engine; in other words, a stable limit 
cycle is obtained while the equation is satisfied. It is worth 
noting that Ky1 , Mx , My and Ky1 are not directly engaged in 
Eq. (29), but have the effect in the phase difference in the 
same formula.

As stated earlier, by using the energy phenomenon and 
the change of energy in the system, one can also estimate 

(23)Ėout =

[
ẏ

ẋ

]T[
dy 0

−RqAA� dx + 2RqAA�

][
ẏ

ẋ

]

(24)Ėin − Ėout = 0

(25)
⟨

Ėin

⟩
2𝜋

−
⟨

Ėout

⟩
2𝜋

= 0

(26)ẏ

(
mRThTc −

(
b1ẋ + b2ẋx + b3ẏ + b4ẏx

)

a1y + a2x + a3

−
mRThTc

TcVh0 + ThVc0

)
AAr2𝜋 − dyẏ2 − RqAA�Aẏẋ +

(
dx + 2RqAA�

)
ẋ2

(27)y = A1cos(t)

(28)x = B1cos(t + �)

(29)
− 1

2
dyA2

1 +
1
2

RqAA′A1B1 cos (�) − 1
2

B2
1
(

dx + 2RqAA′)

− 1
2�

2�
∫
0

AArA1 sin (t)

(

mRThTc + b1B1sin(t + �) + b2B2
1sin(t + �)cos(t + �) + b3A1sin(t) + b4B1A1sin(t)cos(t + �)

a1A1cos(t) + a2B1cos(t + �) + a3

)

dt = 0

the engine design parameters. The diaphragm thermoacous-
tic Stirling engine has two stable limit cycles that are corre-
lated to each other, and its individual cycles are related to the 
power piston and displacer. In fact, the dynamic of the engine 
includes two coupled second-order equations. As a result, two 
limit cycles will be formed in the engine dynamics at the sta-
ble oscillations condition, which are related to the movement 
of the power and displacer pistons in the presented mechani-
cal model (or the movement of the diaphragms in the engine 
structure). With these explanations, a pseudo-energy equation 
is defined for each piston:

As seen, the potential and kinetic energies related to each 
of the pistons (Fig. 2) are considered as terms of the pseudo-
energy equations.

Derivation of Eqs. (30) and (31) leads to:

Using the engine governing equations of (6) and (7), Eqs. 
(32) and (33) can be rewritten as:

As stated earlier, although the chosen pseudo-energy 
equations for individual pistons were independent, the time 
derivation of such equations was eventually coupled. Also, 
the stable piston movements were estimated in a cosine form 
(Eqs. (27) and (28)). Considering this cosine movement as 
well as the zero magnitudes of average time derivation of the 

(30)Ep =
1

2
Myẏ2 +

1

2
Ky1y2 +

1

4
Kyy4

(31)Ed =
1

2
Mxẋ2 +

1

2
Kx1x2 +

1

4
Kxx4

(32)Ėp = Myẏÿ + Ky1yẏ + Kyy3ẏ

(33)Ėd = Mxẋẍ + Kx1xẋ + Kxx3ẋ

(34)

Ėp =

(
mRThTc −

(
b1ẋ + b2ẋx + b3ẏ + b4ẏx

)

a1y + a2x + a3

− Patm

)
Aẏ − dyẏ2

(35)Ėd = dxẋ2 − RqAA�(2ẋ − ẏ)ẋ
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pseudo-energy equation while forming a stable limit cycle, the 
equations of (34) and (35) are defined as follows:

Eventually, the two equations of (36) and (37) can be sum-
marized as:

where

By solving Eqs of (38) and (39) simultaneously, the 
unknown design parameters of an engine can be identified 
by assuming constant values of other engine parameters. On 
the other hand, with the help of soft computation methods 
like the genetic algorithm and the former two equations, these 
unknown parameters of the engine (assuming more than two) 
can also be identified which is discussed in the next section.

(36)

(
mRThTc −

(
b1ẋ + b2ẋx + b3ẏ + b4ẏx

)

a1y + a2x + a3

− Patm

)
Aẏ − dyẏ2
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= 0
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�
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= 0
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1
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1
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(43)�4 = b3AA2
1

(44)�5 = b4B1AA1

Results and discussion

As mentioned earlier, a method based on energy phenome-
non and the employment of the genetic algorithm for design-
ing engines is presented. The first step toward this goal is to 
select the parameters that are needed to be estimated using 
this method. After approximating these parameters, it is 
required to investigate the sufficient condition (creating a 
stable limit cycle in engine dynamics) to determine whether 
it is satisfied or not. The four parameters of the Vc0 , Rq , Vh0 
and Th were chosen as the design parameters in this section. 
The reason for this selection is that they can be preferably 
altered during the design and manufacturing phase.

The detailed characteristics of the diaphragm thermoa-
coustic Stirling engine in the current study (SUTech-SR-3) 
are clarified in Table 1.

The genetic algorithm operators ought to be determined 
first as stated in Table 2.

The second step in this process is the selection of the cost 
function. The genetic algorithm true targets are reached if 
only the two extracted values related to the parameters of 
Eqs. (38) and (39) converge to zero. With these said the cost 
function is defined as:

Using the genetic algorithm toolbox in MATLAB soft-
ware, one can estimate the unknown design parameters. 
 Figure 4 clearly illustrates the trend of cost function after 
193 generations. The ultimate value, in this case, has con-
verged to the value of 0.0000000035 indicating the correct-
ness of such method. It is worth noting that the stop value 
was set to 0.00000001 for the current study.

The selected parameters at the initial step are evaluated 
and reported in Table 3.

After obtaining the values generated using the genetic 
algorithm, such values have to be investigated to determine 
whether they satisfy the sufficient condition of the engine 
or not. To this end, the parameters are inserted in Eq. (28):

The very slight value of Eq. (46) being close to zero 
indicates the satisfaction of sufficient condition of the 
engine. This can also be verified by numerically investigat-
ing Eqs. (6) and (7) that are the main sets of equations in 
an engine. Figure 5 depicts the velocity change of the mass 
connected to the diaphragm 2 (power piston). On the other 
hand, the power piston displacement shows a very stable 
form, which is clearly illustrated in Fig. 6. Employing the 
data mentioned in Figs. 5 and 6, the phase plane related to 
the power piston can be depicted as shown in Fig. 7. The 
limit cycle is evident in Fig. 7 that indicates the sufficient 
condition of the engine based on estimated parameters 

(45)C.F = |Eq.(38)| + |Eq.(39)|

(46)|Eq.(29)| = 0.000023
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using the genetic algorithm. The numerical data presented 
here are to be validated using resulted experimental values 
of SUTech-SR-3 in the subsequent section.

It is also possible to study the stable limit cycle based 
on the pressure fluctuations (i.e., P1 and P2 ). According 
to Eqs. (1)–(5) and the obtained design parameters, the 
pressure changes in the compression and expansion space 
are simulated as can be seen in Figs. 8 and 9.

Finally, the process employed here to design and investi-
gate the sufficient condition of the diaphragm thermoacous-
tic Stirling engine is illustrated in the flowchart as shown 
in Fig. 10.

Table 2  Genetic algorithm characteristics

Parameter Type/value

Population size 400
Range of parameter [0,1]
Selection strategy Stochastic
Mutation Uniform
Crossover Scattered

0 20 40 60 80 100 120 140 160 180 200
Generation

0

20

40

60

80

100

120

140

160

180

C
os

t 
fu

nc
ti

on
 v

al
ue

Fig. 4  Convergence of genetic algorithm

Table 3  The estimated 
parameters using the genetic 
algorithm

Design parameter Value

Th (K) 476
Rq ( Ns∕m5) 12,960
Vh0

 ( m3) 0.000191
Vc0

(m3) 0.000342
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Fig. 5  Power piston velocity change related to the mass attached to 
diaphragm 2
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Experimental results

Initializing and constructing the engine were accomplished 
according to the estimated results in the previous section. As 
mentioned, the diaphragm thermoacoustic Stirling engine is 
named SUTech-SR-3. The core section of this engine con-
sists of three parts including a hot heat exchanger, ambi-
ent heat exchanger and regenerator. The hot and cold heat 
exchangers are made up aluminum block (30 mm in diam-
eter and 20 mm in length). Monitoring the hot temperature 
was done using a power supply assigned in a proper posi-
tion through the element wires (with 1.8 mm in diameter). 
Also, the length and diameter of the regenerator are 37 mm 
and 30 mm, respectively. In the SUTech-SR-3 structure, the 

length of the looped tube is about 1.6 m (PVC pipe with a 
diameter of 20 mm). The voltage difference due to the back-
and-forth movement of the mass attached to diaphragm No.2 
is extracted and reported in Fig. 11. This was simply done 
by connecting an accelerator sensor (Freescale MMA7361) 
to the mass and a NI-USB6009 14-bit resolution data 
acquisition system. (The data collection process is shown 
in Fig. 12.) It is important to note that the electromagnetic 
is not used to gain power from reciprocating motion of the 
mass connected to diaphragm No. 2 in the present work. The 
values of acceleration are also obtained and illustrated in 
Fig. 13. Drawing the phase plane is required to investigate 
the sufficient condition of the SUTech-SR-3 engine. To this 
end, the velocity change and the movement of the power 
piston have to be carefully monitored during the stable limit 
cycle of the dynamic engine. Integrating the experimen-
tal driven data, the velocity variation related to the power 
piston is obtained and depicted in Fig. 14. The movement 
values of the power piston can also be generated using the 
same procedure and integrating the data for a second time 
(Fig. 15). Using the experimental results for the velocity 
and movement of the power piston, the practical phase plane 
of the engine can be simply drawn. According to Fig. 16, 
the stable limit cycle of the engine is formed in the phase 
plane. Eventually, the resemblance of the limit cycle in one 
piston results in the existence of the same limit cycle in 
the other piston since both the equations of the system are 
coupled (Eqs. (1) and (2)). It is important to note that the 
experimental frequency of the engine (resonance frequency) 
is measured as 13.8 Hz.

Also, Table 4 demonstrates the comparison between 
simulated and experimental design parameters. As seen, 
outcomes show that the presented method can predict the 
design parameters, well.

Conclusion

In this study, the diaphragm thermoacoustic Stirling engine-
related design parameters, the according to sufficient condi-
tion, were investigated using the genetic algorithm for the 
first time. To this end, an estimated parametric equation for 
the engine was considered by employing energy phenom-
ena relations. To do so, two pseudo-energy equations and 
their related derivatives were defined for individual pistons, 
estimating the design engine parameters. Using the resulted 
equations and genetic algorithm, the four main design 
parameters of the engine including Vc0 , Rq , Vh0 and Th were 
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estimated. The sufficient condition of the engine was ana-
lyzed using the estimated parameters and parametric sets of 
equations. The presented model predicted a stable movement 
of the constructed SUTech-SR-3 engine based on the four 
extracted values. This claim was later validated using the 
experimental results of the mentioned engine, and a very 
good agreement was reached comparing such data. This 

accomplishment revealed that the presented methods can be 
applied to other oscillators in terms of both manufacturing 
and investigating the sufficient condition of engines in their 
dynamic phase. This is mainly because the above-mentioned 
method was successfully applied on the two oscillators of 
free-piston Stirling engines and diaphragm thermoacoustic 
Stirling engines. It is important to note that the value of Th is 

Fig. 10  Flowchart presenting 
the design process of diaphragm 
thermoacoustic Stirling engine
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only related to the hot source temperature section, and this 
value can be varied during the engine loop.
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Abstract
Waterflooding is renowned improved oil recovery method worldwide to recover medium to light crude oil. LSWF is an emer-
gent IOR method which reduces the quantity of residual oil saturation by implementing waterfloods of low salt concentration. 
LSWF can increment the oil recovery up to 10–20% compared to simple waterflooding. A synthetic 3D simulation model is 
generated in this study using commercial black oil simulator (Eclipse 100). Two base cases of low and high salinity water 
flooding are simulated, and impact of low salinity water flooding on FOE, FOPR, FOPT, FPR, FSPR, FSPT is analyzed. 
Sensitivity analyses of injection water salinity, relative permeability curves, grid refinement, Low salinity slug size and end 
point saturation effects are also conducted (LASLTFNC). LSWF enhances the oil recovery efficiency by 17% compared 
to HSWF. Sensitivity of wettability (relative permeability curves) exhibits maximum recovery of 75.96% in presence of 
strongly water wet system. Similarly, sensitivity of grid refinement exhibits variation in ultimate recovery of 5.24% between 
LSWF base case and refined grid case. Sensitivity of injection water salinity from 1000 to 35,000 PPM (sea water) results 
in ultimate recovery between 60.88 and 75.96%, respectively. The continuous injection of LS water is not economical for 
whole production life therefore the injection of slug can help in the withdrawal of almost similar volume of oil with better 
cost. Economic analysis of five different LSWF cases and one HSWF case is carried out to evaluate the most economically 
viable injection scenario. From case-1 to case-6, injection of low salinity water for 450 days followed by high saline water 
turns out to be the most optimum case with NPV of 20.422 million dollars.

Keywords Low salinity water flooding · EOR · Wettability alteration · Slug injection · Grid refinement recovery efficiency · 
Economic analysis

Introduction

In this modern era, the thirst for energy resources is increas-
ing day by day and the demand for global energy resources 
will raise to 40% by 2035 [1]. Oil and gas will be one of the 
key energy sources to fulfill this energy demand in future 
[2]. The pace of discovering new hydrocarbon reserves is 
quite low to cope up the ever-increasing thirst of fossil fuel. 
So, the EOR/IOR of the existing oil reservoirs is fundamen-
tal for industry to sustain the demand and supply. Studies 
have suggested that more than 70% of the global oil reserves 
do not have enough energy to produce through primary 
recovery technique [3].

Oil recovery in any EOR method depends on sweep and 
displacement efficiency of the applied technique either it 
increases the sweeping efficiency by pushing the remaining 
oil in unswept region or increase in displacement efficiency 
by residual oil saturation reduction. Residual oil saturation 
depends on the capillary number which can be decreased by 
reducing IFT or by alteration of rock’s wettability to water 
wet [4].

Waterflooding is renowned improved oil recovery method 
worldwide to recover medium to light crude oil. Waterflood-
ing was initially employed for maintenance of reservoir pres-
sure after primary depletion, but it is proved as very efficient 
oil recovery mechanism in terms of sweep efficiency and 
displacement of oil towards the production well at an eco-
nomic rate. Waterflooding can increase the oil recovery from 
10 (primary recovery phase) even up to 40% of the OOIP 
[5, 6].
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Conventionally, the contribution of injected water prop-
erties to displacement efficiency and oil recovery was not 
studied in detail, but in last several years, extensive research 
is done which shows that optimized composition and salin-
ity of injected water can affect the rock/fluid interaction in 
favorable way to improve oil recovery. LSWF is an emer-
gent IOR method which reduces the quantity of residual oil 
saturation by implementing waterfloods of low salt concen-
tration. The injected brine disturbs the initial rock/oil sys-
tem equilibrium and alters the initial wettability of rock by 
adsorption/Desorption of ions and make it more water wet 
to recover more trapped oil. LSWF is cheap and environ-
ment friendly technique, and it does not need any expensive 
chemical to be added. Water treatment to formulate low 
salinity water comprises of two stages: Nano-filtration and 
reverse osmosis [7]. In the first step, hardness of brine is 
reduced by removal of contaminates like sulfates and other 
divalent cation  (Ca+2 or  Mg+2). LSWF can be applied in any 
phase of the oil recovery process. LSWF can increment the 
oil recovery up to 10% compared to simple waterflooding 
(high salinity water) for equal injection volume depending 
on formation minerology and brine composition [3].

LSWF shows promising results in both sandstone & car-
bonate reservoirs but LSWF application in carbonate reser-
voir has found erratic response in comparison to sandstone 
reservoirs. This may be the result of heterogeneity in carbon-
ates, deficiency of certain clay and minerals favorable for 
LSWI and good bonding energy between polar components 
in crude oil and carbonate surfaces.

Tang and Morrow was the first one to observe the effect 
of LSWF on recovery efficiency by natural imbibition of low 
salt brine [8]. Filoco and Sharma proposed that oil recov-
ery efficiency will be enhanced only if the salinity of con-
nate water is reduced along with injected brine solution and 
confirms the effect of wettability alteration (Mixed wet to 
water wet) in enhanced recovery [9]. Hussain et.al suggested 
that pressure drop and permeability reduction due to fines 
migration is one of the reasons for increased oil recovery 
efficiency. (Mohammad Al Thani 2014) evaluated five differ-
ent LSWF cases with different brine salinity and concluded 
that LSWF can enhance the recovery more than 5% on field 
scale. [10] employed LSWF, conventional waterflooding 
and polymer flooding and combination of it and found that 
improved IOR process selection depends on the different res-
ervoir forces dominating over the field development process, 
reservoir heterogeneity, rock wettability and permeability. 
[11] develop several injection scenarios and observed that 
LSWF is sensitive to end point saturation, injection water 
salinity, low salinity slug and witnessed 22% incremental 
oil recovery by LSWI compared to HSWI. [12] in his paper 
evaluated the effect of coupling LSWF and steam flooding 
and detect promising results. The steam reduces the oil vis-
cosity while LS water shifts the wettability to water wet 

system. He concluded that this technique could produce 
up to 15% of OOIP after secondary and tertiary methods. 
[3] in his review concluded that LSWF have a potential to 
improve recovery factor but the underpin factors are numer-
ous depending on specific reservoir conditions, development 
scenarios and rock fluid interaction. [13] in his study com-
pared the recovery outputs of different salinity water injec-
tion cases and concluded that recovery efficiency increases 
with decreasing water salinity. [14] develop a mathematical 
model coupling multicomponent ion exchange, water and 
oil phases and solubility of carbonates which then evaluates 
the effect of these variables on recovery efficiency. He con-
cluded that recovery efficiency is dependent on brine com-
position and dissolution of calcite ion from surface of rock 
[14]. [15] couples LSWF and polymer flooding to improve 
heavy oil recovery and concluded that individual methods 
provide 5% of additional oil recovery while combination 
of both could increase recovery from 7.5 to 10% of OOIP.

The objectives of this study are to measure the impact 
of various salinity water injection on recovery efficiency 
and evaluate the sensitivity of different relative permeabil-
ity curves (Wettability) on ultimate oil recovery efficiency. 
Observe the effect of grid refinement, Different Slug Sizes, 
End Point Saturation on both low and high salinity base 
cases and evaluate optimum water salinity injection case and 
to conduct the economic analysis of different water salin-
ity injection scenarios and analyze the most cost-effective 
injection scenario.

Materials and methods

To simulate the low salinity waterflooding model, it is com-
pulsory to start brine tracking feature in black oil simulator 
(Eclipse 100). Low salinity feature is introduced by keyword 
“LOWSALT” in RUNSPEC section of eclipse data file [16]. 
Two different profiles of relative permeability curve should 
be introduced for high and low salinity brine, in this way it 
permits the user to adjust the water–oil relative permeability, 
saturation and capillary pressure end points as a function 
of salt concentration in brine [17]. Keyword “LSALTFNC” 
in PROPS specifies the relative permeability curve to be 
assign, this function employs weighting factor which ranges 
from 0 to 1 to characterize as either low or high salinity 
brine is injected, with “0” representing high salinity and “1” 
representing low salinity properties to be used, any value 
in between allows the simulator to incorporate between the 
capillary pressure and relative permeability profiles to get 
correct profile for the specified salinity [11]. “SATNUM” 
and “LWSLTNUM” keywords in REGIONS are the low 
salinity oil–water saturation function region number which 
specifies the saturation table utilize to estimate relative per-
meability and capillary pressure in individual grid block. 
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“PVTWSALT” keyword defines the water PVT in case of 
low salinity brine injection with regards to salt concentra-
tion. The density and salt content of injected brine is intro-
duced by keyword “BDENSITY” and “WSALT.” The key-
word “SALTVD” in SOLUTION supplies salt concentration 
table at different depths for each region of equilibration [18].

Favorable conditions for LSWF

Many conditions are proposed in different studies to see the 
impact of low salt brine flooding. Some of them are:

1. Significant clay amount must be present in porous for-
mation [19].

2. Trapped oil containing polar components (Acidic or 
basic organic molecules). LSWF effects are not visible 
in refined oil as polar components are not present in it.

3. The concentration of injected brine is also a critical fac-
tor, and it is sensitive to ionic concentration. Ideally it 
must be in range of 1000–2000 ppm, but difference can 
be detected up till 5000 ppm.

4. Formation water must present and should contain diva-
lent cations  (Ca + 2 or  Mg + 2).

5. In some cases, fines production usually observed with 
water production but in LSWF it is not apparent as it can 
cause possible formation damage.

6. Reservoir temperature is an important factor in LSWF, 
but it appears to have no influence on the results of 
LSWI.

This project is conducted on commercial black oil simu-
lator (Eclipse 100). A variety of synthetic models will be 
generated to analyze and test. The inputs to various param-
eters in the study are extracted from previous research work 
to conduct the study in a logical way. A basic 3D synthetic 
static simulation model will be created.

The assumptions for the reservoir under consideration 
are:

1. The pressure of reservoir is more than bubble point pres-
sure i.e., undersaturated reservoir and therefore no gas 
cap will be present.

2. The reservoir is homogeneous and isotropic throughout. 
Rock and fluid properties will be similar and constant in 
every layer of the reservoir.

Enhanced recovery mechanism of low salinity water 
flooding

Increased interest in low salinity Waterflooding application 
results in several field and laboratory scale assessments of 
this method. Still, the exact mechanism of incremental oil 
recovery by LSWI is ambiguous. Complex interaction of 

rock, crude oil and injection water makes it quite difficult to 
understand the exact phenomena rather it is assumed to be 
an outcome of different processes underwent in a reservoir. 
Different mechanisms that held responsible to incremental 
oil recovery in several research articles are as follows:

Fines migration

[20] in their study proposed a relationship between fines 
migration, amount of clay present and additional oil recov-
ery by low salinity water during study on Berea sandstone 
cores consists of low and high clay content. Core having 
high clay content exhibits high oil recovery compared to 
low clay content core by low salinity water injection. They 
suggest that introduction of low salinity brine results in 
expansion of double layer between clay particles due to their 
destabilization. Release of fine or clay fragments exposes 
the underlying layer, which enhances water wetness of the 
system and thereby improves oil recovery. Another belief is 
that release of clay particles potentially block pore throats 
or high permeability streaks and divert flowing water into 
unswept region which improves microscopic displacement.

Multi‑component ion exchange (MIE)

[21], suggested multicomponent ion exchange as an incre-
mental oil recovery mechanism between injected LSW and 
connate water. Polar oil component with assistance of posi-
tively charged ion connects with negatively charged clay sur-
face. Four mechanisms of organic matter desorption onto 
clay surface are effected by cation exchange capacity in low 
salinity water environment, namely; cation bridging, cation 
exchange, water bridging and ligand bonding/bridging. 
Lager confirmed this phenomenon of cation exchange by 
flooding core with brine (Nacl) till traces of divalent cations 
 (Ca+2 and  Mg+2) left.

PH effect

[10], observed increase in pH of effluent in presence of low 
salinity water. He concluded that enhanced oil recovery has 
the same mechanism of alkaline flooding by reducing the 
interfacial tension between water and oil phase by surfactant 
generation and alteration of wettability to more water wet 
state. They accounted cation exchange and carbonate dis-
solution as cause for increase in pH. Austad et.al (2010) 
explained relationship between water salinity and pH. In 
the presence of acidic gases such as  CO2, the pH of con-
nate water is very low due to which divalent cations  (Ca+2 
and  Mg+2) absorbs cation exchange matter which are clay 
mineral. Injection of low ion concentrated water disrupts 
the equilibrium and causes desorption of divalent cations.
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Electrical double layer effect

Electric double layer effect is another mechanism docu-
mented in the literature by which LSWF improves oil recov-
ery. According researches, connate water contains significant 
amount of  Ca+2 or  Mg+2 ions which screens off formation of 
negative charge at connate water pH at water/oil and solid/
water interface which accounts for repulsive forces suppres-
sion. Injection of low salinity water with lower amount of 
divalent cations reduces the screen off potential. This results 
in double layer expansion (water layer) across clay particle 
and oil. Oil desorbs from clay particle surface when repul-
sive force overcomes the binding force, this increases ulti-
mate oil recovery efficiency.

Synthetic model construction

A synthetic 3D simulation model is generated in this study 
using commercial black oil simulator (Eclipse 100). The 
model contains of 50 × 50 × 3 grid blocks having dimen-
sion 400 × 400 × 12 ft in X, Y and Z axes, respectively. Each 
grid block size in X and Y axes is 8 ft, while it measures 
4 ft in Z-direction. The proposed model is heterogenous for 
different rock layers. Water and oil are two active phases 
offered in this simulation model with connate water salinity 
of 35 kg/m3 which is equally saline to sea water. Two active 
wells exist in the reservoir model: Injector and producer, 
both wells are located diagonal to each other. Injector is 
located on grid block 1, 1 and producer on 50, 50 in I, J 
location. Injector and producer wells are completed from top 
to bottom and controlled by reservoir fluid volume (RESV) 
with flow rate of 500 bbl/day.

Two base cases were developed based on the above-
mentioned model: one is low salinity case with continuous 
water injection of salinity 0.35 lb/stb (1000 PPM) and the 
other one is high salinity case with continuous water injec-
tion of salinity 12.27 lb/stb (35,000 PPM). The simulation 
model is run for the period of 5 years from 2019 to 2024 
in both cases with injection rate of 500 bbl/day. 3D visu-
alization of synthetic model configured with injector and 
producer is shown in (Figs. 1, 2, 3).

Model properties

The data utilized in the construction of synthetic water-
flooding models during this study are extracted from the 
literature review. As reservoir is heterogenous the poros-
ity of the reservoir models varies from 0.17 to 0.25 and 
permeability value ranges between 200 and 900 mD. The 
density of oil, water and gas at surface condition is 49.94, 
62.5 and 0.05 lb/ft3, respectively. The reference pressure is 
4000 psia for oil and water, water formation volume factor 
is 1.038 rb/stb, water and rock compressibility are 4.6E-5. 
The initial viscosity of oil and water at surface conditions 
is 0.628 and 0.318 cp, respectively. In generation of syn-
thetic model Capillary pressure data are neglected due to 
unavailability. The simulated model takes on single salt 
in the injected brine for simplicity. From the literature 
review it is evident that low salinity effects are visible only 
under 1.75 lb/stb (5000 PPM) of salt concentration so all 
the simulated cases for low salinity sensitivity analyses is 
conducted under this range.

Fig. 1  3D visualization of synthetic model showing oil saturation distribution and well placement
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Results and discussion

The base case designed for low salinity waterflood-
ing involves continuous injection of low saline water 
(1000 ppm) for the production period of 5 years. Similarly, 
base case of high salinity waterflooding uses continuous 
injection of high saline water (sea water) or 35,000 ppm 
from start till end of production life. After conducting the 
numerical simulation utilizing the data and the assump-
tions proposed in the preceding section, the following 
results have been plotted, and their explanation has been 
provided with each outcome.

1. Field Oil Equivalent (Oil Recovery Efficiency)

2. Field Oil Production Rate
3. Field Oil Production Total
4. Average Field Pressure
5. Field Salt Production Rate
6. Field Salt Production Total

Effect of salinity on oil recovery efficiency

(Fig. 4) corresponds to result of salinity on oil recovery 
efficiency, from the plot it is visible that recovery with 
continuous injection of high salinity water results in 60% 
recovery of the pore volume while recovery factor gets to 
77% from constant injection of low salinity water. This 
reflects that recovery efficiency enhanced with decrease 
in water salinity. The oil recovery from high salinity case 

Fig. 2  Variation in porosity pattern

Fig. 3  Variation in permeability pattern in X, Y and Z-dimension
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is still high which is because of existing homogeneity in 
some areas of the reservoir model.

Effect of salinity on field oil production rate 
and cumulative oil production

(Fig. 5) illustrates the flow rate of oil and cumulative oil 
production during production life of the field. The plot 
shows that oil flows initially at 500 stb/day. The initial flow 
rate in high salinity and low salinity injection case lasts till 
242 days and 330 days, respectively. The flow rate starts 
to drop quickly onwards because water breakthrough at 
the perforations and WOR gets increase at every interval 
of time. The rate slows down and flows at very low rate 
of 20 stb/day from 1200 days until end of production in 
high salinity case while in low salinity case it stabilized 
around 1500 days and flows at 25 stb/day until production 
stops. The delay in water breakthrough in low salinity case 
sustains the initial flow rate to a longer period than high 
salinity injection case. The cumulative oil production for 
low salinity case is 243723 STB, while is 209052 STB in 
high salinity case. The cumulative oil volume is similar till 
274 days in both high and low salinity cases. It shows that 
low salinity effect requires 274 days to become visible. 

The shorter the time required to visible low salinity effect 
the better it is for project economics.

Effect of salinity on field average pressure

The following (Fig. 6) represents average pressure for 
both cases, the initial pressure is 3998 psia, as oil is 
withdrawn from the reservoir, pressure starts to decline 
slightly in both cases until the waterflooding effects vis-
ible in the reservoir. The pressure drop in low salinity 
Waterflooding is more compared to high salinity water-
flooding, but the difference is quite small. The pressure at 
the conclusion of first year of production is 3991 in high 
salinity and 3987 in low salinity case. This difference 
in pressure shrinks with every year of production and 
remains 1.5 psia at the end of production. The observed 
results depict the difference in salinity cause some change 
in pressure but that are not much significant.

Effect of salinity on rate of salt production 
and cumulative salt production

The following (Fig. 7) exhibits salt production rate and 
cumulative salt production, it shows salt production starts 

Fig. 4  Assessment of oil recovery efficiency in base cases
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around 240 days in high salinity case and rapidly increases 
within no time and achieves the rate of 3700 lb/day while in 
low salinity it starts after 330 days and increases to 38 lb/

day at the conclusion of first year. The rate at the conclusion 
of production is 5839 lb/day for high salinity and 164 lb/day 
for low salinity case. The total salt production is 88 M Lb 

Fig. 5  Assessment of rate of oil production and cumulative oil production in base cases

Fig. 6  Assessment of average field pressure
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in high salinity case which is much higher than 0.25 M Lb 
in low salinity case.

Sensitivity analysis

The base case is analyzed to evaluate the sensitivity of injec-
tion water salinity, reservoir water salinity, relative perme-
ability curves interpolation, grid refinement and slug size 
effect.

Injection water salinity effect

To analyze the impact of water salinity on oil recovery fac-
tor, six different cases were analyzed including the base 
case with injection water salinity of 35,000 ppm of TDS 
(12.25 lb/stb) in moderately salinity reservoir of 50,000 ppm 
or 17.52 lb/stb. Rest of the injection water salinity values are 
1000, 2000, 3000, 4000 and 5000 ppm, respectively. The 
results of different salinity water injection into high salinity 
reservoir are shown in (Fig. 8) and (Table. 1).

It shown in Fig. 8 and Table 1 that decrease in injection 
water salinity enhances the ultimate recovery efficiency. 
High salinity water of 35,000 ppm offers 60.88% of oil 
recovery, which in comparison to injection of 1000-ppm 
salinity water offers 24.77% less oil than it. It should be 
noticed here from Table 1 that injection salinity of 5000 ppm 
offers no improvement to oil recovery compared to high 

salinity injection case, which endorses the fact that positive 
effects of low salinity water are visible for injection water 
salinity less than 5000 ppm.

Relative permeability effect

LSWF strongly rely on the saturation function and rela-
tive permeability interpolation and therefore very much 
dependent on wettability. Corey’s correlation is employed 
to generate different wettability profiles to analyze the 
sensitivity of rocks wettability on recovery factor. Rela-
tive permeability effects on high salinity connate water 
reservoir are observed because most reservoirs contain 
high mineralogical concentration. effect of relative per-
meability on both low and high salinity injection case is 
analyzed. The result from high salinity water injection into 
high salinity connate water reservoir is shown in (Fig. 9) 
and corresponding recovery efficiencies with Corey’s 
parameters is shown in (Table 2).

The result shows highest recovery of 75.19% in case 4 
which is highly water wet system and lowest recovery fac-
tor of 48.15% for case 3 which is strongly oil wet system. 
Partial water wet system offers 72.28% recovery which is 
higher than recovery efficiency of 59.73% of partially oil 
wet system.

Table 3 and Fig. 10 show the results of low salinity 
water flooding in different wettability reservoirs. Maximum 
recovery of 75.96% is obtained in base case which possess 

Fig. 7  Assessment of salinity effect on rate and cumulative salt production
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strongly water wet system and lowest recovery of 54.79% 
achieved in highly oil wet system.

It is visible from (Fig. 10) and (Table 3), the low salinity 
water injection gives improved results from high salinity 
water injection in initially partially or highly oil wet res-
ervoirs but the injection of low salinity water injection in 
partially or highly water wet reservoir gives slight improve-
ment which is not economical compared to the cost of low 
salinity water. So, the selection of low salinity water injec-
tion depends extremely on the initial reservoir wettability.

Grid refinement effect

Grid refinement is very much concerned with the adequate 
inference of the real reservoir behavior with mathematical 
model. The error arises due to coarsening of grid blocks 

creates local truncation errors which causes numerical 
dispersion error. So, the selection of optimum grid block 
length is essential to achieve certain physical system esti-
mates. Grid refinement is conducted on low salinity and high 
salinity base cases and results are shown in (Fig. 11) and 
(Table 4).

The difference in recovery factor from high salinity base 
case and refined case is 2.77% and Low salinity base case 
and refined case is 5.24%. The difference is bit higher in low 
salinity cases than high salinity cases because of changes in 
wettability by low saltwater injection.

Low salinity slug size effect

Low salinity water flooding depends on the volume of 
water injected because the cost of low salinity water is 

Fig. 8  Assessment of injection water salinity on recovery efficiency in highly saline reservoir

Table 1  Different salinity cases 
with reservoir and injection 
water salinity effect on recovery 
efficiency in highly saline 
reservoir

Case Reservoir water salinity (PPM) Injection water 
salinity (PPM)

Recovery effi-
ciency (%)

Improvement 
from base case 
(%)

Base Case 71,000–75,000 (3000–6000 ft) 35,000 60.88 0.0
Case 1 71,000–75,000 (3000–6000 ft) 5000 60.80  − 0.001
Case 2 71,000–75,000 (3000–6000 ft) 4000 64.78 6.40
Case 3 71,000–75,000 (3000–6000 ft) 3000 68.62 12.71
Case 4 71,000–75,000 (3000–6000 ft) 2000 72.34 18.82
Case 5 71,000–75,000 (3000–6000 ft) 1000 75.96 24.77
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expensive. The continuous injection of low salinity water 
for the complete production period can be costly to exe-
cute economically. In this study, low salinity base case is 
flooded with 1000 ppm or 0.35 lb/stb salinity brine for 
the period of 150, 300, 450, 600 and 750 days followed 
by brine injection of 35,000 ppm or 12.27 lb/stb for the 
remaining production life. The results shown in (Fig. 12) 
demonstrates the dependency of oil recovery on slug size.

(Table 5) shows when the injected volume increase 
from 72,226 to 144,435 STB the incremental recovery 
obtained is around 2.39%. on the other hand, from case 2 
to case 5 the incremental recovery is 2.5%. The combined 
increased in recovery from case 1 to case 5 is 4.89% which 
is not much important compared to the volume of low 
salinity water injected. 

End point saturation effect

Low salt weighting factor vs salt concentration (LSALT-
FNC) specifies the quantity of low and high salinity satu-
ration profiles and relative permeability tables that will 
be used for different brine salinities. In this study three 
“LSALTFNC” were used as shown in (Table 6). In both 
base case and case 1 less data from low salt profile is used. 
On the other hand, in case 2 low salt profile is used until 
water salinity is less than 4000 ppm and utilize high salt 
profile for water salinity greater than 4000 ppm.

Fig. 9  Effect of relative permeability on recovery efficiency by high salinity water injection

Table 2  Different relative permeability rocks effect on recovery effi-
ciency by high salinity water injection

Case 1 partially oil wet system, Case 2 partially water wet system, 
Case 3 Strongly oil wet system, Case 4 strongly water wet system

Case Corey’s equation parameters Recovery 
efficiency 
(%)Sorw Swc or Swi Krw (Sorw) Kro (Swc)

Base case 
(HSWF)

0.2 0.15 0.42 0.75 60.80

Case 1 0.20 0.10 0.70 1.0 59.73
Case 2 0.10 0.22 0.60 0.70 72.28
Case 3 0.33 0.10 0.70 0.90 48.15
Case 4 0.10 0.25 0.30 0.70 75.19

Table 3  Different relative permeability rocks effect on recovery factor 
by low salinity water injection

Case 1 partially oil wet system, Case 2 partially water wet system, 
Case 3 Strongly oil wet system, Case 4 strongly water wet system

Case Corey’s equation parameters Recovery 
efficiency 
(%)Sorw Swc or Swi Krw  (Sorw) Kro  (Swc)

Base case 
(LSWF)

0.20 0.15 0.8 0.9 75.96

Case 1 0.20 0.10 0.70 1.0 65.58
Case 2 0.10 0.22 0.60 0.70 72.15
Case 3 0.33 0.10 0.70 0.90 54.79
Case 4 0.10 0.25 0.30 0.70 75.12
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Fig. 10  Assessment of relative permeability on recovery efficiency by low salinity water injection

Fig. 11  Effect of grid refinement on recovery efficiency of low and high salinity base cases
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(Fig. 13) shows maximum recovery factor for case 2 
and minimum for case 1. The maximum recovery could 
be the reason of low salinity water flooding performance.

Economic analysis

The success of any EOR/IOR project depends on the eco-
nomic feasibility of the development strategy. The imple-
mentation of any enhanced oil project does not need only 
technical ability, but it must also overcome the economic 
constraint in the successful execution of the project. Most 
fundamental principle of finance is time value of money. A 
dollar earn today is more valuable than the dollar obtained 
in future because the dollar earn today can be capitalized 
to earn more than a dollar received in future.

In actual we cannot inject low salinity water continuously 
throughout the production period of project because it will 
not be cost effective and can potentially reduce the project’s 
overall profit if incremental oil recovery is not enough to 
justify the expense [11].

Table 4  Grid refinement effect 
on recovery efficiency

Cases Description Recovery 
efficiency 
(%)

Case 1 High salinity base case with 50 × 50 × 3 grids in X, Y and Z dimension 60.88
Case 2 High salinity refined case with 70 × 70 × 3 grids in X, Y and Z dimension 58.11
Case 3 Low salinity base case with 50 × 50 × 3 grids in X, Y and Z dimension 75.96
Case 4 Low salinity refined case with 70 × 70 × 3 grids in X, Y and Z dimension 70.72

Fig. 12  Assessment of different slug sizes on oil recovery efficiency

Table 5  Oil recovery and volume injected for different slug sizes

Cases Low salinity water flooding Recovery 
efficiency 
(%)Time steps Time 

(days)
Injection 
rate (STB/
day)

Injected 
volume 
(STB)

Case 1 5 30 500 72,226 69.57
Case 2 10 30 500 144,435 71.96
Case 3 15 30 500 216,648 73.13
Case 4 20 30 500 288,866 73.88
Case 5 25 30 500 346,643 74.46
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The economic feasibility of injecting low salinity water 
in reservoir development is influenced by following factors 
[18].

1. Volume of incremental oil recovery
2. Desalination cost of water

The economic parameters are not persistent and can 
change slightly and sometimes significantly depending on 
the operating condition and location. Therefore, petroleum 
economist must carefully consider all the available infor-
mation and resources to done economic evaluation of any 
reservoir development project.

The successful application of low salinity water flooding 
project is characterized by volume of incremental oil over 
conventional high salinity sea water flooding. To determine 
the ideal case for LSWF in our project, Net present value 
criteria is used. NPV is the algebraic sum of all the cash 
flows occur during the project life cycle after discounting. 
The selection of a project depends on the positive value 
of NPV calculated on discount rate. NPV is calculated by 
using this formula

(1)NPV =
∑t

n=0

CFn

(1 + i)
n

Table 6  Different tables for low 
salt weighting factor versus salt 
concentration

Base case Case 1 Case 2

Salt concentra-
tion (PPM)

F1 F2 Salt concentra-
tion (PPM)

F1 F2 Salt concentra-
tion (PPM)

F1 F2

0 1.0 1.0 0 1.0 1.0 0 1.0 1.0
1000 0.8 1.0 1000 0.6 1.0 1000 1.0 1.0
4000 0.2 1.0 4000 0.2 1.0 4000 1.0 1.0
5000 0.0 0.0 5000 0.0 0.0 5000 0.0 0.0
35,000 0.0 0.0 35,000 0.0 0.0 35,000 0.0 0.0
50,000 0.0 0.0 50,000 0.0 0.0 50,000 0.0 0.0

Fig. 13  Oil recovery factor for low salt weighting factor versus salt concentration



934 International Journal of Energy and Environmental Engineering (2023) 14:921–936

1 3

where ‘t’ = project’s lifetime, ‘n’ = time period of invest-
ment, ‘i’ = discount rate and ‘CFn’ = cash flow in time(n).

To appraise the cash flows, occur during the production 
life of the project in each scenario is calculated by using the 
following expression.

Assumptions for economic study

1. Synthetic model is supposed to be producing at residual 
oil saturation.

2. The properties of the model have no compatibility issues 
with models PVT and rock properties.

3. Five different LSWF cases were analyzed to evaluate the 
most economically viable injection scenario.

(1) Scenario 1: Low Salinity Water Injection of 1000 PPM 
for 150 days followed by high salinity water injection 
of 35,000 PPM for the rest of production life.

(2) Scenario 2: Low Salinity Water Injection of 1000 PPM 
for 300 days followed by high salinity water injection 
of 35,000 PPM for the rest of production life.

(3) Scenario 3: Low Salinity Water Injection of 1000 PPM 
for 450 days followed by high salinity water injection 
of 35,000 PPM for the rest of production life.

(4) Scenario 4: Low Salinity Water Injection of 1000 PPM 
for 600 days followed by high salinity water injection 
of 35,000 PPM for the rest of production life.

(2)
CF = Oil Revenue − Low Salinity Water Injection Cost

(5) Scenario 5: Continuous Injection of low Salinity water 
of 1000 PPM throughout the production life of the res-
ervoir.

4. The price of oil per barrel is assumed to be 100 dollars 
and discount rate is fixed to 15%.

5. Cost of sea water desalination to obtain fresh water is 
averaged to be 10 dollars/barrel.

6. High salinity water cost is assumed to be zero, as it is 
easily available in sea.

7. To simplify the complexity of waterflooding project, 
only the cost of water desalination is supposed to be the 
main expense of the project. No operating and any other 
facility expense are included.

8. Variation of Interest rate, discount factor, oil prices and 
rising inflation are not considered in this study.

Economic analysis of results

(Fig. 14) depicts the cumulative volumes of oil produc-
tion and freshwater injection in different injection cases. 
It is visible from the (Fig. 14) that volume of oil produc-
tion increases with increased volume freshwater injec-
tion. Case 5 gives the maximum oil production of 0.28 
MMSTB, while case 1 gives minimum oil production of 
0.23 MMSTB, respectively.

Similarly, (Fig. 15) describes the precise net present 
values of all injection scenarios including all simulation 
cases and continuous high and low salinity base cases. the 
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NPV increases with volume of low salinity water injec-
tion and offers minimum NPV for continuous low salinity 
water injection and offers maximum value for case 3 which 
injects LS water for 450 days and HS water for the rest of 
production life. There is minor difference in NPV between 
Case 1 and Case 2.

Recommendations for future work

Low salinity water flooding exhibits great potential to 
enhance oil recovery efficiency from this study and gives 
positive effect on results. However, the following are few 
recommendations proposed to address in future work.

1. This study is based on simulation of synthetic model 
with not much heterogeneities involved therefore, a 
smooth increase in oil recovery has been observed due 
to homogeneous nature of reservoir. Real field cases 
possess more complexity in terms of faults acting as 
permeability barriers, depositional environment etc. It 
is recommended for future research to build a model 
incorporating full field data to evaluate the potential of 
low salinity water flooding.

2. Evaluation of rock and fluid properties could be con-
ducted in future research, as it is evident from literature 
review that polarity of oil and clay content can influ-
ence the ultimate oil recovery efficiency by low salinity 
waterflooding.

Conclusion

In view of the simulation outputs of injecting low salinity 
and high salinity injection cases, following conclusions can 
be drawn:

1. LSWF is found to be more efficient technique compared 
to HSWF to enhance the oil recovery by secondary 
recovery method. Injection of high salinity water results 
in ultimate recovery efficiency of 60% of pore volume 
while continuous injection of low salinity water results 
in incremental oil recovery of 17% provided the equal 
volume of injection water. Recovery factor for all the 
simulated cases increases with decrement in injection 
water salinity and offers similar recovery efficiency for 
injection water having salinity more than 5000 ppm. In 
other words, low salinity effects can be visible between 
0 and 5000 ppm.

2. The initial flow rate of 500 STB/D in high salinity 
and low salinity injection case lasts till 242 days and 
330 days, respectively, and drops as water breakthrough 
at perforations. The late onset of water breakthrough in 
low salinity injection case results in sustained higher oil 
flow for longer period than high salinity waterflooding 
case. Similarly, the difference in impact of LSWF and 
HSWF on average reservoir pressure is very minute.

3. The maximum oil recovery is obtained if reservoir is 
strongly water wet and minimum recovery if its strongly 
oil wet. In this case the maximum recovery of 75.96 and 
75.19% is obtained by LSWF and HSWF, respectively, 
with strongly water wet system. The LSWF relative per-
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meability curves and feasibility of this method can be 
evaluated if residual oil saturation is known.

4. Grid refinement is proved to be vital to minimize the 
numerical dispersion and accurately estimates certain 
physical system. The difference in recovery factor from 
high salinity base case and refined case is 2.77% and 
Low salinity base case and refined case is 5.24%.

5. Slug size of LS water affects the ultimate oil recovery 
and increases as slug size increases. When the slug 
size (injected water) is 72,226 bbl, ultimate recovery is 
69.57% which increases by 4.89% to 74.46% in case-5 
when injected water volume increased to 346,643 bbl.

6. End point saturation describes the application of low 
or high salinity profile. Case 2 provides the maximum 
recovery efficiency of 79.2% due to better performance 
of LS water followed by base case and case-1.

7. Economic analysis of all the cases reveals maximum 
NPV of case 3 that is 20.422 million dollar and case 5 
gives minimum NPV of 16.873 million dollars.
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Abstract
This study determined solar irradiance by satellite images and converted it into electrical power using different type’s 
photovoltaic technology. The process was done using the Aeronautical reconnaissance coverage geographical information 
system (ArcGIS). The mean annual global solar irradiance were calculated for the entire NES, while ArcGIS weighting 
overlay was used to determine the suitability area for the conversion. According to the study, Yobe received the higher global 
solar irradiance with an annual mean value of 2264.69 kWh/m2/year, followed by Borno 2244.94 Kwh/m2/year, Bauchi 
2208.52 Kwh/m2/year, Gombe 2167.03 Kwh/m2/year Adamawa 2154.93 Kwh/m2/year, while Taraba has the least amount 
of global solar irradiance of 2017.96 kWh/m2/year. The suitable areas for Adamawa, Bauchi, Borno, Gombe, Taraba, and 
Yobe are as follows: 12,042.2, 17,069.1, 39,426.3, and 6755.99  Km2, 4924.82, and 23,215.5  Km2, respectively. And the 
electrical energy determined for different types of photovoltaic technology, i.e., Single-crystalline-silicon, Multi-crystalline-
silicon, Amorphous-Silicon and Cadmium-Telluride for Adamawa, 194.3 MW, 179.8, 77.73 MW and 140.7 MW, Bauchi 
306.4, 283.4, 122.6 and 222.1 MW Borno1101, 1019, 440.5 and 798.5 MW Gombe, 132.2, 122.3, 52.90 and 95.87 MW, 
Taraba 19.06, 17.63, 7.623 and 13.83 MW, Yobe 623.0, 576.3, 294.2 and 451.7 MW, respectively. It has been concluded 
that northeast states are blessed with abundant solar irradiance, which is suitable for installing a photovoltaic station, and 
single crystalline silicon is the best photovoltaic technology.

Keywords Satellite image · Electrical energy · Solar irradiance · And photovoltaic

Abbreviations
NES  Northeast states
L  Spectral radiance measured over 

spectral bandwidth of a channel in 
Wm−2sr−1 μm−1

DN  Digital number value recorded,
Lmax  Radiance measured at detector saturation 

in Wm−2sr−1 μm−1,

Lmin  Lowest radiance measured by detector in 
Wm−2sr−1 μm−1,

∅  Azimuth angle
�  Polar angle
Ω  Solid angle
sc-Si  Single-crystalline Silicon
mc-Si  Multi-crystalline Silicon
a-Si   Amorphous Silicon
CdTe  Cadmium-Telluride
PV  Photovoltaic
G =  The monthly mean global solar radiation 

on a horizontal surface (kWh/m2/day),
Go  The monthly mean extra-terrestrial solar 

radiation on a horizontal surface (kWh/
m2/day)

S =  The monthly mean daily bright sunshine 
hours (Hours),
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So  The maximum possible monthly mean 
daily sunshine hours (Hours), a and b are 
regression constants depending on on-site 
location

Isc  Is the solar constant (= 1367 Wm−2),
∅  The latitude of the site,
δ  The solar declination
�s  The mean sunrise hour angle for the given 

month, and
n  The number of days of the year starting 

from the first of January.
δ  The solar declination
KWh/m2/year  Kilo-Watt-hour per meter square per year
EP  Electric power generation potential per 

year (kWh/year)
AR  Annual solar radiation received per unit 

horizontal area (kWh/m2/year)
TA  Calculated total area of suitable land (m2)
AF  The area factor,
η  PV system efficiency

Introduction

Global solar irradiance measurements are used to study 
the transformation of energy within the Earth–atmosphere 
system and its variation in time and space and to analyze 
the properties and distribution of the atmosphere concern-
ing its constituents [1]. A satellite image is a representation 
of electromagnetic radiation from the Earth, which rely on 
either the electromagnetic radiation, reflected, scattered, or 
absorbed on the surface of the Earth [2]. Satellite images 
are captured in either panchromatic or multispectral format. 
A panchromatic idea is one spectral band with a black-and-
white resolution that refers to the pixel size of the satellite 
image [3]. Solar irradiance calculated by satellite images is 
measured in Watt/meter2/ster−1/μm−1. Average the energy 
transfer values in Watt per square meter on the ground, 
at one steradian (three-dimensional angle from a point on 
Earth's surface to the sensor), per micro-wavelength [4]. Sat-
ellite images cover a large area with high time resolutions, 
leading to the identification and forecasting of the weather. 
The information leads to the estimation of solar radiation 
at the ground level. Comparing solar irradiance determined 
by satellite data to meteorological ground measurements, 
satellite images estimated hourly irradiance shown to be the 
best option for places far away more significant than 25 km 
from meteorological data station. Thus, estimating data from 
satellite images can be a good option for forecasting solar 
radiation on the ground. Related studies were conducted in 
different parts of the world, using different approaches to 
determine solar radiation potential and photovoltaic (PV) 

installations. Below are some of the researches made in vari-
ous parts of the world.

Aras et al. [5] developed empirical models to predict 
global solar irradiance. Mekonnen [6] applied physical and 
empirical models with inputs of various meteorological data 
to estimate the monthly mean solar irradiance. Poudyal et al. 
[7] estimated total solar irradiance using cloud transmittance 
factor. Besharat et al. [8] determined global irradiance as one 
of the most critical parameters needed in solar applications. 
Mabuchi et al. [9] determined the global solar irradiance 
using empirical models. Yisehak [10] analyzed empirical 
models in calculating solar irradiance. Auwal and Darma 
[10] & Innocent et al. [11] used the Angstrom-Prescott 
model to determine global solar irradiance. Rajiv and Sin-
ghal [12] predicted global solar radiation using an artificial 
neural network. Salihu et al. [13] mapped the spectral radi-
ance over Mubi town using satellite images Landsat 7 ETM. 
Alhassan and Elseddig [14] used sunshine duration-based 
models to estimate solar radiation. Alkasim et al. [15] used 
an empirical model to estimate global solar irradiance. Xiao 
et al. [16] studied the properties of the Photovoltaic (PV) 
system to optimize the operation of the maximum power 
point tracker (MPPT). Mills et al. [17] proposed the electric-
ity rate design of PV systems. Hocaoglu et al. [18] studied 
the temperature effect on the PV module. Zhou et al. [19] 
studied the strength of PV modules. Parida et al. [20] carried 
out a significant review of major solar photovoltaic technolo-
gies. Khan and Ahmad [21] determined the available solar 
energy when supplying a small load. Gaurav et al. [22] dis-
cussed how solar energy could be converted into electrical 
energy using PV cells. Vladimır et al. [23] investigated the 
PV system and its long-term behavior. Asmae and Khalid 
[24] suggested a way to find the optimum daily operation of 
a PV system. Maria and Carlos [25] calculated the amount 
of electric energy in a photovoltaic (PV) system. Nouar et al. 
[26] estimated the relevance of solar photovoltaic modules 
for various weather conditions.

Almost all the research reviews cited above used mete-
orological station data to determine or estimate the amount 
of global solar irradiance or utilized the amount of solar 
radiance obtained from meteorological stations to convert 
to electrical energy using PV technology. Nevertheless, 
this research determined global solar irradiance by satel-
lite image data and converted to electric power using dif-
ferent PV technologies. Recently, Northeastern Nigerian 
is facing challenges of energy generation and sustainable 
utilization. The available energy resources currently relied 
on in Nigeria are exhaustible and will be depleted because 
of the increasing demand. Nigerian electric energy sector 
depends solemnly on hydroelectric and thermal electric 
generation companies. Electrical energy consumption in 
Nigeria Territories is the lowest per capita in the north-
eastern part, and the consumption tariff is higher than 
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anywhere else in the country. This research will figure 
out ways of a lasting solution for electrical energy for the 
entire northeastern state of Nigeria.

This study aims to convert the solar irradiance deter-
mined by satellite images to electrical energy using pho-
tovoltaic technology and in other to achieve we have to 
determine the amount of global solar irradiance, estimate 
the suitability area, and convert the amount Global solar 
irradiance to electrical power.

Methodology

Research area

This research will focus on the NES of Nigeria, comprising 
Borno, Adamawa, Bauchi, Yobe, Taraba and the Gombe 
States. The region lies between Latitude (07°98′69″—
12°18′71″) and Longitude (09°84′52″ – 13°17′40″). NES 
of Nigeria lies within a high sunshine region, and the solar 
radiation is fairly well distributed. The annual solar radia-
tion varies from 12.6 MJ/m2/day in coastal latitudes to 
25.2 MJ/m2/day in the far north [10]. Photovoltaic systems 
provide the energy necessary through the sun's renewa-
ble and environmentally friendly source. The zones have 
been categorized geographically into semi-desert Sahelian 
savanna in the north and central part and Mandara plateau 
in the southern region. As agriculturally based zones, the 
rural areas of the zone economy relied heavily on live-
stock and crop farming before the Boko haram insurgency. 
The states’ capitals are major trade and service centers 
that need electrical energy to boost the zone’s economy 
(Fig. 1).

Data sources

(a) Meteorological data will be collected from each state's 
meteorological station for 2009–2018.

(b) Satellite imagery data will be downloaded from 
Solargis global solar model. It has been delivered for the 
Global Solar Atlas (https:// globa lsola ratlas. info/) covering 
the period 2009–2018.

Data processing

Satellite image data processing

Data processing involves converting pixel digital number 
(DN) to radiance using bias and gain values specified to the 
individual pixel.

where:
L = spectral radiance measured over spectral bandwidth 

of a channel in  Wm−2sr−1 μm−1,
DN = digital number value recorded,
Gain = (Lmax – Lmin)⁄255 = slope of response function,
Bias = Lmin = intercept of response function,
Lmax = radiance measured at detector saturation in 

 Wm−2sr−1 μm−1,
Lmin = lowest radiance measured by detector in 

 Wm−2sr−1 μm−1,
the equation can also express it as

Lmax and Lmin for the two used bands were obtained 
from the metadata of the downloaded images, as shown in 
Table 1.

Global solar irradiance determined by satellite images is 
measured in Watt/meter2/ster1/μm1. That is, the amount of 
energy transfer (Watt), per square meter, for one steradian 
(three-dimensional angles from a point on Earth’s surface to 
the sensor), per micro-meter (wavelength), being needed to 
convert it into KWh/m2/year, so we have to do some math-
ematical expression as shown below:

Imaginary sphere surrounding the point source of 
radiation.

(2.1)L = Gain × DN + Bias

(2.2)L� = (Lmax − Lmin) ∕255 x DN + Lmin

Fig. 1  Map of Nigeria showing the North Eastern States 

Table 1  Lmax and Lmin values of Landsat data obtained from the 
image metadata

Band Satellite/Sensor Lmax 
 (Wm−2sr−1 μm−1)

Lmin 
 (Wm−2sr−1 μm−1)

6.1 Landsat7/ETM + Low 17.04 00.00
6.2 Landsat7/ETM + High 12.65 03.20

https://globalsolaratlas.info/
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The differential solid angle in spherical coordinate consid-
ers a different variation of the direction

a pair of angle Ω ( ∅, �).
∅ is an azimuth angle: 0 ≤ ∅  ≤ 2π.
� is polar angle: 0 ≤ �  ≤ π

Differential solid angle

Consider a finite solid angle in spherical coordinate

Now solid angle steradian (Ω) = 4π steradian.

Meteorological data processing

The suitable correlation for estimating solar radiation was 
formulated by Angstroms and modified by Prescott. [27] The 
equation is given as follows:

Thus, the sunrise time will be

(2.3)
Area of unit sphere (�)

Area of sphere A

(2.4)steradian(Ω) =
ω

A
=

4π.12

4π.r2

(2.5)ω =
A

r2
steradian

(2.6)dω =
dA

r2

(2.7)dA = (rsin�d∅).(rd�) = r2sin�d�d∅

(2.8)d� =
dA

r2
=

r2sin�d∅d�

r2
= sin�d�d∅

(2.9)Ω = ∬ d� = ∫
�

�=0
∫

2�

∅=0

sin�d�d∅ = 4�

(2.11)
G

Go

= a + b
S

So

(2.12)
Go =

24

�
Isc

(

1 + 0.033cos
360n

365

)

(

(�ssinλsin� + cosλcos�sinωs
)

(2.13)� = 23.45sin
(

360
284n

365

)

(2.14)S0 =
2

15
�s

(2.15)�s = 12 −

[

cos−1(−tan�tan�)

15

]

And the sunset time will be

where
G = The monthly mean global solar radiation on a hori-

zontal surface (kWh/m2/day),
Go = the monthly mean extra-terrestrial solar radiation on 

a horizontal surface (kWh/m2/day).
S = The monthly mean daily bright sunshine hours 

(Hours),
So =, the maximum possible monthly mean daily sunshine 

hours (Hours),
a and b are regression constants depending on on-site 

location.
Isc = is the solar constant (= 1367  Wm−2),
∅ = the latitude of the site,
δ = the solar declination,
�s = the mean sunrise hour angle for the given month, 

and.
n = the number of days of the year starting from the first 

of January.
δ = the solar declination.

Determine the suitable area

ArcGIS Weighted Overlay tool was used to determine the 
most suitable area to complete the suitability modeling. 
Cartographic maps will be generated using ArcGIS 10.4.1. 
Those mapping will reveal the availability of land in the 
study areas (Table 2).

Conversion of solar radiation acquired to electrical energy

The electric power generation potential per year is based on 
the average annual solar radiation per unit surface area per 
day, the total appropriate location, and the efficiency of the 
PV panel. Equation (2.17) was used to estimate the yearly 
solar electric power generation potential [28].

where,

(2.16)�s = 12 +

[

cos−1(−tan�tan�)

15

]

(2.17)EP = AR .TA.AF.�

Table 2  Typical efficiency of solar panels, (source; [29])

Solar cell technology Efficiency (%)

Single-crystalline Silicon (sc-Si) 20.0
Multi-crystalline Silicon (mc-Si) 18.5
Amorphous Silicon (a-Si) 8.00
Cadmium-Telluride (cdTe) 14.5
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EP = Electric power generation potential per year 
(kWh/year).

AR = Annual solar radiation received per unit horizon-
tal area (kWh/m2/year).

TA = Calculated total area of suitable land  (m2).
AF = the area factor indicates what fraction of the cal-

culated areas can be covered by solar panels.
The efficiency (η) of different PV technologies used 

for this study is shown in Table 2.

Results and discussions

Results obtained from satellite image data

The annual mean global solar irradiance of NES of Nigeria 
from 2009 to 2018 was calculated using the ArcGIS solar 
radiation analysis tools, as shown in Fig. 2 and Table 3:

Regarding methodology, we used the global solar irra-
diation calculation tool in ArcGIS software to calculate 
the mean annual global solar irradiance maps based on 
the satellite image. Also, we used meteorological station 
data to calculate the mean yearly global solar irradiance 
of the entire NES, while we used Arcgis weighting over-
lay to determine the suitability area for the conversion. 

Fig. 2  a  Global  solar  irradiance  (KWh/m2/Yr)  of  Adamawa  state 
b Global solar irradiance (KWh/m2/Yr) of Bauchi State 
c Global solar irradiance (KWh/m2/Yr) of Borno state d Global solar 

irradiance (KWh/m2/Yr) of Gombe State e Global solar irradiance 
(KWh/m2/Yr) of Taraba state f Global solar irradiance (KWh/m2/Yr) 
of Yobe State
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According to this research, the annual mean global solar 
irradiance obtained from satellite image data for the NES is 
shown in Fig. 2. In which Yobe received the higher global 
solar irradiance with an annual mean value of 2264.69 
kWh/m2/year, followed by Borno 2244.94 Kwh/m2/year, 
Bauchi 2208.52 Kwh/m2/year, Gombe 2167.03 Kwh/m2/
year Adamawa 2154.93 Kwh/m2/year, while Taraba has the 
least amount of global solar irradiance of 2017.96 kWh/
m2/year which are in ranges with the previous carried by 
so far by other researchers [11, 13, 15] (Figs. 3 and 4).  

The result obtained from meteorological stations 
data

The annual mean global solar irradiance of NES of Nigeria 
from 2009 to 2018 was calculated using a suitable correla-
tion for estimating solar radiation, formulated by Angstroms 

and modified by Prescott. The result is shown in Table 4 
and Fig. 9.

Also, for meteorological station data, the annual mean 
global solar irradiance was calculated using the following 
parameters, i.e., declination angle, latitude e and sunset hour 
angle, and regression constants a and b, respectively. The 
global solar irradiance was calculated using Eq. 2.11, as 
shown in Table 4 and Fig. 9 [13, 15, 27].

Correlation between satellite image data 
and meteorological data

The correlated results between the two data are shown in 
Table 5, Figs. 5 and 6:

A correlation between meteorological and satellite global 
Solar irradiance values of NES was calculated, and the coef-
ficient of determination R2 value of 0.985 shows a good 

Table 3  Mean annual Global 
solar irradiance (KWh/m2/Yr) 
of NES determined by satellite 
Images

Adamawa Bauchi Borno Gombe Taraba Yobe

Min 1772.56 2034.81 2007.78 1926.63 1653.49 2167.39
Max 2261.99 2268.21 2308.38 2249.21 2193.33 2317.88
Mean 2154.93 2208.52 2244.94 2187.03 2017.96 2264.69

Fig. 3  Graph of mean annual 
global solar irradiance of NES 
determined by satellite Image
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correlation between meteorological and satellite determined 
values [11, 27].

The result obtained in the determined suitability 
area

These showed the suitability area determined for the cal-
culation of potential electrical energy in Fig. 2.

We used the ArcGIS Weighted Overlay tool to deter-
mine the most suitable area to complete the suitability 
modeling. Slope, aspect, global solar irradiance, distance 
from roads, and grid network were used as input raster.

Table 4  Mean annual solar 
irradiance (KWh/m2/Yr) 
determined by meteorological 
data

2009 2010 2011 2012 2013 2014 2015 2016 2017 2018

Adamawa 2237.7 2236.7 2244.4 2224.8 2252.5 2235.4 2219.8 2226.2 2257.5 2261.3
Bauchi 2276.7 2262.3 2279.4 2269.5 2295.4 2281.3 2223.7 2262.7 2296.5 2317.3
Borno 2331.8 2307.3 2306.1 2307.2 2327.0 2312.0 2281.6 2299.0 2357.1 2349.5
Gombe 2247.1 2258.8 2264.7 2265.8 2291.6 2274.7 2229.8 2261.5 2301.6 2355.9
Taraba 2245.2 2241.8 2261.8 2227.2 2256.9 2238.9 2229.4 2243.9 2262.8 2272.8
Yobe 2321.6 2353.2 2353.5 2330.4 2333.1 2338.4 2373.4 2343.6 2314.2 2344.7

Table 5  Mean annual global solar irradiance (KWh/m2/Yr) deter-
mined by both meteorological and satellite data

Meteorological solar irradi-
ance

Satellite 
solar irradi-
ance

Adamawa 2239.62 2154.93
Bauchi 2276.48 2208.52
Borno 2317.85 2244.94
Gombe 2275.14 2187.03
Taraba 2148.07 2017.96
Yobe 2340.59 2264.69

Fig. 5  A graph of mean annual 
global solar irradiance (KWh/
m2/Yr) determined by both 
meteorological and satellite data
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Slopes were expressed in percentages. Percentage of 
Slope is calculated using the ArcGIS; the most suitable 
solar station area is located on flat ground. The flatter the 
site, the more critical the region will be. The Slope must 
be less than 3% for a suitable solar station area.

We used ArcGIS spatial analyst’s aspect tool to calcu-
late the aspect in nine different directions that the slopes 
were facing North N, Northeast NE, Northwest NW, East 
E, Southeast SE, South S, Southwest SW, West W, and flat 

Fig. 7  a shows a map of a determined suitable site in Adamawa state 
b shows a map of a relevant committed area in Bauchi state c shows a 
map of a determined right place in Borno state d shows a map of the 

suitable bound site for the Gombe state e shows a map of a commit-
ted suitable site in Taraba state f shows a map of a right-bound site in 
Yobe state

Table 6  The summary of the 
determined suitability area of 
NES

Adamawa Bauchi Borno Gombe Taraba Yobe

Not suitable 509.69 215.45 537.08 15.16 617.84 23.69
Fairly suitable 24,174 30,662.2 32,395.2 10,483.1 53,260.5 21,475.3
Most suitable 12,042.2 17,069.1 39,426.3 6755.99 4924.82 23,215.5
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areas, the flat area and south facing slopes, i.e., SE and SW 
mark the best and most suitable.

Due to our Nigerian factors, the road and grid network 
always goes hand to hand and was created a distance raster 
from the street's shape file. It was done using the Euclidean 
Distance function tools in ArcGIS and selected less than 
1 km as the most suitable.

In high temperatures, modules with insufficient voltage 
may be unable to charge a lead acid battery fully. While 
the output current from a PV Module is directly related to 
the amount of sunlight striking the surface, the output volt-
age is reasonably consistent under most sunlight condi-
tions. The voltage is, however, affected by temperature. 

The suitable temperature conditions for crystalline PV 
installation are Standard Test Conditions (STC) irradiance 
of 1000 W/m2 cell temperature of 25 °C.

The input criteria were reclassified into a standard pref-
erence scale indicated as unsuitable, reasonably suitable, 
and most appropriate. The more favorable the criteria 
range, the higher the value. The standards were weighted 
according to their importance. Global solar irradiance 
is the essential criterion weighted at 45%. Topographi-
cal Slope was 25%, topographical aspect 15%, nearest 
to the road and grid network 10%, and temperature 5%, 
respectively. The constraints layers slope, aspect, distance 
from roads and grid network, temperature, and annual 

Fig. 8  A Graph of determining 
relevant areas
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Table 7  Summary of electric 
power generated (MW) of 
NES with different solar cell 
technology

Cells Adamawa Bauchi Borno Gombe Taraba Yobe

Sc-Si 194.3 306.4 1101 132.2 19.06 623.0
Mc-Si 179.8 283.4 1019 122.3 17.63 576.3
a-Si 77.73 122.6 440.5 52.9 7.623 294.2
CdTe 140.9 222.1 798.5 95.87 13.82 451.7

Fig. 9  A graph of relentless 
electric energy (MW) of differ-
ent solar cell technology
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mean global solar irradiance were multiplied together 
and produced the final constraints layer for the entire 
NES as shown in Fig. 7, Table 6 and Fig. 8, respectively, 
while the suitable area obtained for Adamawa, Bauchi, 
Borno, Gombe, Taraba, and Yobe are; 12,042.2, 17,069.1, 
39,426.3, and 6755.99, 4924.82, and 23,215.5  Km.2, 
respectively [28]

The result obtained in conversion of global solar 
irradiance into electrical energy

The potential electrical energy (MW) determined is shown 
in Table 7 and Fig. 9. 

The potential electric energy was calculated using PV 
efficiency, as shown in Table 2 for four different PV tech-
nologies. Annual potential electric energy generation from 
a suitable area was computed using Eq. (2.7), as shown in 
Table 7 and Fig. 9. Furthermore, the electrical energy is 
determined for different types of photovoltaic technology, 
which shows that Single-crystalline-silicon (Sc-Si) is the 
best PV technology, followed by Multi-crystalline-silicon 
(Mc-Si), Amorphous-Silicon (a-Si) and Cadmium-Tellu-
ride (CdTe) due to their efficiencies as shown in Fig. 9, 
Tables 7 and 2, respectively.

Conclusions

The northeast zone of Nigeria is blessed with abundant 
global solar irradiance. It is revealed that the Sahel/desert 
area such as Yobe received the higher global solar irradi-
ance, followed by Borno, Bauchi, Gombe, and Adamawa, 
while Taraba has the least amount of global solar irradi-
ance as shown in Fig. 2. It has been observed that most 
suitability areas are connected to higher global solar irra-
diance values. The suitable areas for Adamawa, Bauchi, 
Borno, Gombe, Taraba, and Yobe are shown in Fig. 2. An 
increase in global solar irradiance is found to have relied 
on topographical factors which are critical in the conver-
sion of solar irradiance to electrical energy, and different 
types of photovoltaic technology determine the electrical 
energy, i.e., Sc-Si, Mc-Si, a-Si and CdTe as shown in and 
Figs. 6 and 9. Moreover, it has been observed that Sc-Si 
is the best PV technology, followed by Mc-Si, a-Si, and 
CdTe least based on their efficiencies [30].

The study is limited to conversion of solar irradiance 
determined by satellite images to electrical energy using 
photovoltaic technology in the northeastern state of Nigeria. 
It is recommended for other research on quantitatively elec-
trical energy consumption of each state in the northeastern 
zone of Nigeria and to be compared with the one given by 

the national grid and that determined by solar irradiance for 
the lasting solution to power shortage in the zone.
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Abstract
In several countries around the world, the transition from fossil fuels to renewable energies is considered an inevitable trend 
for the reduction of greenhouse gas emissions and the protection of the environment. It also helps to minimize dependence 
on fossil fuels which are exhausted over time. In Cameroon, the use of renewable energies appears as an alternative for 
commercial companies which depend enormously on the public sector which is the only supplier of electricity thanks to 
hydroelectric dams. Installing solar power systems and wind power systems can help businesses and industrial facilities 
directly use electricity generated from clean energy sources. Moreover, the need to reduce electricity costs and to move toward 
solutions that improve the environment from being polluted is felt. In this article, the results of an optimization study for a 
cement plant in Garoua Province, Cameroon, show that the hybrid wind and solar grid-tied energy systems in Scenario 1 
are considered more efficient; on the environmental, economic and technical level than the solar energy systems connected 
to the electrical grid in scenario 2. The robustness and feasibility of this system thanks to the Homer Pro software and the 
optimization by particle swarm shows a reduction in the cost of the installation as well as a contribution to the protection of 
the environment. The optimal configuration of the hybrid power system connected to the grid includes wind energy with a 
capacity of 300 kW and solar energy with a capacity of 1500 kW, this system has a net present cost (NPC) of 5,596,978 USD, 
the cost of energy (COE) of 0.0847 USD/kWh, the investment cost of 1,140,000 USD and the operating cost of 384,877 USD.

Keywords Renewable energy · Cameroon · Homer · Optimization · COE

List of symbols
HOMER  Hybrid optimization of multiple energy 

resources
NPC  Net present cost
COE  Cost of energy
PVs  Photovoltaic source
NPVG  Number of photovoltaic panels
WTs  Wind turbine source
PPV  Photovoltaic real power
PWT  Wind turbine
CESS  Energy system of storage cost
Copt  Cost of operation
Ccap  Capital cost
ESS  Energy system of storage cost

PSO  Particles swarm optimization
PV  Photovoltaic
STC  Standard temperature condition

Introduction

The policy of developing renewable energy sources is 
considered an unavoidable trend in the world today [1, 2] 
because of its significant contribution to limiting green-
house gas emissions, protecting environment and reducing 
dependence on fossil fuels which are exhausted over time[3]. 
In recent years, renewable electricity has experienced con-
siderable global growth, especially solar and wind energy. 
Solar energy reached a total installed capacity of 760 GWp. 
On the other hand, the global wind power market grew to 
93 GW in 2020 and brought the total installed capacity of 
global wind power to 743 GW. The investment cost of solar 
and wind energy projects has continued to decline [4, 5] due 
to technological innovation, changes in market efficiency 
by intelligent systems or e-commerce, new policies and 
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benchmark business models. Nowadays, clean and green 
energy is increasingly used as part of the urgent need for 
energy transition [3].

Many companies and industrial parks around the world 
have improved the use of renewable energy [6] and the 
roadmap to 100% clean energy with detailed actions that 
respect commercial conventions. The RE100 initiative [7] 
has spread throughout Europe, the Americas, Africa, and 
Asia–Pacific since its launch in 2014. The research results 
of Emanuele Taibi et al. [8] have identified the application 
potential of renewable energy for industrial applications and 
proposed the development of a detailed technology roadmap 
to further explore this potential. The International Energy 
Agency (IEA) [9] has estimated that the lower investment 
costs of wind and solar energy will open the possibility of 
applying and reducing greenhouse gas emissions in the 
industrial sector.

Recently, the United Nations Industrial Development 
Organization (UNIDO) [9] explored the possibility of 
developing clean energy through Industrial Revolution 4.0. 
According to research by Meng, Y et al. [10], renewable 
electricity was considered as one of the solutions to improve 
energy efficiency and sustainability in smart manufacturing 
factories. Charles Rajesh Kumar. J conducted an extensive 
literature survey on the energy consumption of the Indian 
manufacturing sector and the importance of sustainable 
energy for the industrial sector [11]. The results of this study 
also showed that renewable energies were the only option 
for the sustainable development of the industrial production 
sector. In Cameroon, grid-connected solar projects (GCSP) 
have been developed in recent years and are considered a 
useful solution to help ensure energy security and combat 
climate change [12].

The government of Cameroon has published mechanisms 
and policies [13] to develop the solar energy source while 
the wind energy source (WES) still lags behind [14]. How-
ever, policies supporting solar power, including rooftop solar 
and wind power, have been questioned and they are awaiting 
new policy mechanisms by the government during the next 
years. Because, the standards of connection to the electrical 
networks require a revolution as there is evolution in the 
design of the components of the power electronics (DCPE)
[15].

The increasing production of electricity in rural areas of 
industrial sites is necessary to meet the electricity demand 
of companies [16], because the development of manufac-
turing plants is very strong and fast, there are, for example, 
industrial parks and processing areas. This scenario not only 
exerts pressure on the electricity companies which are few 
in Cameroon, but can also directly affect the activities of 
investors. If there is a power outage [17] in the factory due 
to lack of electricity, business and production activities will 
come to a near standstill, and the damage will not only affect 

the economy but also on the reputation of the company [18, 
19] or of the electricity supplier. Therefore, businesses in 
Cameroon can actively create isolated on-site power sources 
using solar power, wind power systems to reduce the cost of 
purchasing electricity from the utility grid, and can even get 
more profit by selling the excess solar energy to the distri-
bution grid [20], so it will reduce the burden of electricity 
shortage, help to ensure the energy security of the factory 
and the Garoua region especially where it exists significant 
deposits in solar and wind. It is also a profit for the activities 
of companies which can operate autonomously [21].

Many studies select renewable electricity technologies for 
the industrial sector around the world. M. Hasan et al. [19] 
worked on the optimization of renewable energy systems for 
the industrial sector using HOMER software. Mixed integer 
linear programming has been used by Scheubel et al. [22] 
to optimize the power and heat supply system to minimize 
annual costs and implement energy system optimization for 
several companies in the German industrial sector. Schulz, 
J et al. [23] investigated on-site renewable energy genera-
tion plants and optimization, methods for simulating hybrid 
power systems in manufacturing plants to reduce their reli-
ance on the national power grid. The results also showed that 
some simulation software such as TRNSYS, orbs, Balmorel, 
DER-CAM, HOMER Pro, MARKAL & TIMES, Energy 
Plan, Top Energy, can allow optimization of complex sys-
tems, but Homer Pro is widely used in analysis of renewable 
energy systems.

In this article, the results of the research on the optimal 
configuration and environmental, economic and technical 
efficiency of the plant of the cement manufacturing plant, 
CIMENCAM in the province of Garoua, Cameroon, are cal-
culated using the Homer Pro software and the analysis of 
the robustness and feasibility of this method are made using 
advanced algorithms, such as particle swarm optimization 
(PSO) [24].

The locality of Garoua in northern Cameroon was cho-
sen for several reasons: There are significant deposits of 
photovoltaic solar energy and wind energy in this area. 
The region of Garoua has factories with large capacities in 
demand for electrical energy [24], there are for example the 
CIMENCAM factories, the Brasseries du Cameroun. Then, 
the northern region of Cameroon is only supplied by a sin-
gle source of electricity, which is the Lagdo dam, located 
in the Garoua region. Finally, there is too much load shed-
ding in this area of the North interconnected network (NIN), 
which needs to be reinforced. Using a solar power system 
combined with wind power can reduce factory electricity 
costs and help create products that meet green standards 
and increase competitiveness in the Cameroonian market. 
The results of the study will help determine the importance 
of renewable energy technologies for industrial facili-
ties in general and unfired brick factories in particular in 
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Cameroon. In addition, the Cameroonian government aims 
to develop a decentralized production policy [25] with a 
view to autonomy in green and intelligent zones (ZVI).

Literature review

Renewable energies have attracted several countries in recent 
years because of their non-polluting nature [26]. A consider-
able research is done for their development and implementa-
tion. Some studies [27] are done on the components needed 
for the exploitation of renewable resources and others are 
done on the materials used for the production of renew-
able energy. However, it is important to know the design 
techniques of these renewable sources in order to reduce 
the costs of production, transmission and distribution [28]. 
In the world in general and in Africa in particular, a lot of 
research is done to evaluate the potential of these inexhaust-
ible natural resources [29]. In this work, a study is made on 
the feasibility and the rentability of the methods of fusion of 
these various sources. A specification is made to estimate the 
performance of a photovoltaic installation integrated to the 
building in a scenario 2 and an installation made of a hybrid 
photovoltaic and wind source connected to the electrical grid 
[30]. Cameroon is one of the countries that have realized the 
need to migrate to renewable energy. Thus, [31] has worked 
on the wind resource in the three regions of Northern Cam-
eroon, while [32] has studied the feasibility of a purely 
renewable energy transition in the region of Bafoussam as 
well [33], which proves that the Great North of Cameroon 
is full of important wind and photovoltaic energy deposits 
compared to the region of Southern Cameroon. [34] presents 
the optimization of a grid-connected photovoltaic system 
and a hybrid wind-photovoltaic system for grid integration. 
The work of [35] and [36] show that the region of Garoua 
has an important photovoltaic energy deposit with an aver-
age sunshine that varies between 900 and 950 W/m2. In the 
same way, [37] shows that the Garoua region has a signifi-
cant potential for wind energy with a wind speed that varies 
around 6 m/s during the months of August and October. The 
Cameroonian government decided to improve the Northern 
Interconnected Network (NINL) line, which is experiencing 
numerous load shedding problems due to the failure of the 
Lagdo dam. The Lagdo dam is located in the Garoua region, 
which also has major manufacturing and processing facto-
ries for raw materials. The availability of photovoltaic and 
wind resources is an advantage for factories and companies 
to operate autonomously, as they would use decentralized 
production. In this work, it is shown that the hybridization 
of photovoltaic/wind sources with an energy storage system 
and a photovoltaic/thermal power plant combined with an 
energy storage system would be a guarantee for the conti-
nuity of the service with a capacity of 150 MW [38], but 
unfortunately the cost of the installation is not taken into 

consideration in the evaluation of the performance. In this 
work, it is shown that the hybridization of a photovoltaic 
plant and a wind power plant connected to the grid has a 
better performance with an economic cost.

Methodology

In this study, the grid-tied hybrid wind and solar power sys-
tem in a cement manufacturing plant was economically and 
technically analyzed using Hybrid Optimization of Multiple 
Energy Resources (HOMER) software [39]. This microgrid 
system simulation program is created and developed by 
the US National Renewable Energy Laboratory to opti-
mize microgrid systems and facilitate comparison of power 
sources in hybrid mode. The HOMER program simulates 
a variety of system configurations, eliminates unfeasible 
configurations, organizes viable configurations according 
to total net present cost (NPC) in the optimization process, 
and the feasible configuration with the lowest NPC is the 
configuration of the most optimal hybrid power system 
according to the available resources [40].

This study will simulate two scenarios using the renew-
able energy systems of the cement manufacturing plant to 
assess the environmental, economic and technical effective-
ness of different scenarios, so that the most feasible scenario 
can be evaluated and considered. The two grid-connected 
renewable energy scenarios are used as follows:

Scenario 1: Using the grid-tied hybrid wind and solar 
power system.

Scenario 2: Using only the grid-tied rooftop solar power 
system similar to other industrial plants applying rooftop 
solar power in Cameroon.

The optimization of renewable power systems at the non-
fired brick factory according to two scenarios is illustrated 
as can be seen in Fig. 1.

Site selection

The location of the cement manufacturing plant in the case 
study is selected in Garoua province as can be seen in Fig. 2. 
The solar power potential and wind power potential are 
determined with the help of the National Aeronautics and 
Space Administration (NASA) which provides the databases 
in the HOMER Pro program. From these data, the average 
global solar radiation in the Garoua area is about 4.55 kWh/
m2/day, as shown in Fig. 3. The highest global solar radiation 
value is about 5 0.4 kWh/m2/day, while December has the 
lowest overall solar radiation value of around 3.4 kWh/m2/
day. The average value of the clarity index is around 0.45.

On the other hand, the wind energy in this location 
is quite good because it is near the sea with an average 
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annual wind speed of about 5.04 m/s as shown in Fig. 4, 
November has the highest wind speed of 6 m/s and May 
has the lowest wind speed of 4 m/s.

Configuration and energy supplied

The photovoltaic system’s hourly output power is defined 
as in Eq. (1).

Fig. 1  Optimized calculation 
framework for renewable power 
systems

Fig. 2  Location of the research 
area in Garoua province
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where DPV is the rated capacity of PV array, �PV the derating 
factor (80%),

IT the incident solar irradiation in kW/m2, IS the stand-
ard solar irradiation in kW/m2, �P the coefficient of the 
solar power, TC the temperature of the PV cell in °C, and 
TS is the standard PV cell temperature.

The temperature of the PV cell can be also calculated 
as in Eq. (2).

where Ta the temperature (°C), �PV is the efficiency of the PV 
cell, and NOCT is the nominal operating cell temperature.

The power law to determine the wind speed necessary 
for a specific location for a given hub height is defined in 
Eq. (3), where � is the power law exponent.

(1)PPV = DPV�PV

(
IT

IS

)
[1 + �P(TC − TS)]

(2)Tc = Ta + IT

Tc,NOCT − Ta,NOCT

IT ,NOCT

(
1 −

�PV

0.9

)

(3)U = Urefer

(
�

�refer

)�

− �

where U is wind speed (m/s) at the hub height, Urefer is 
wind speed (m/s) at the reference height, � is hub height, 
�refer = 24 is reference height.

The PWT(U) , wind turbine power output.is defined in 
Eq. (5)

where U1 is cutout speed (m/s).
Parameters a and b are constant, Prs is rated power, Urs is 

rated speed (m/s), U0 is cut speed (m/s).

When using HOMER, TNPC is calculated using Eq. (8), 
where CΨ is the overall yearly cost (USD/year) and CRF is 
the capital recovery factor, CΨ,Cap is the capital cost, CΨ,Rep , 
the replacement costs, considering the system. The cost of 
energy can be calculated as in Eq. (8). ET is the total energy 
production.

The total produced energy can be manage as follows:

(4)� =
� − ��

1 + ��

(5)PWT(U) =

⎧⎪⎨⎪⎩

0, forU < U0

aU3, forU0 < U < Urs

Prs, for Urs < U < U1

0, for U > U1

(6)b =
U3

0

U3
rs
− U3

0

(7)a =
Prs

U3
rs
− U3

0

(8)COE =
CΨ

ET

(9)CΨ = CΨ,Cap + CΨ,Rep + CΨ,O&M

(10)TNPC =
COΨ

CRF

(11)CRF =
�(1 + �)n

�(1 + �)n − 1

(12)LCE =

�∑
�=1

BrEi − �

(13)NPVPPhotovol(t) + NWTPWTurbine(t) − Psplus = PLoad(t)

(14)NPV ≻ 0, NWT ≻ 0.

Fig. 3  Global solar radiation in the project area

Fig. 4  Wind speed at an altitude of 10 m in the project area
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The optimized system can be, On the other hand, evalu-
ated using PSO algorithms. This is formulated consider-
ing:Xm the position,  Vi, velocity, pbest , the best position and 
 C1 and  C2 weighing coefficients values are:

And c1 = c2 = 0.2

pbest is the best position and gbest is the best values gen-
erated and evaluated. Skd Is score at position kd.

(15)�max = 0.8,�min = 0.3

(16)Xm =
(
xm,1, xm,2, xm,3, L, xm,n

)

(17)Si+1
j�

= Si
j�
+ vi+1

j�
, k = 1, 2,⋯ , n;� = 1, 2,⋯ , m

(18)
S

i+1
kd

= �v
i

kd
+ c1 ∗ rand

(
pbestkd − s

i

kd

)

+ c2 ∗ rand
(
gbestkd − s

i

kd

)
− Skd − kd

(19)�f = �max −
�max − �min

fmax

f

(20)Pbesta =
(
pbesta,1, pbesta,2, L, pbesta,b

)

(21)Gbesta =
(
gbesta,1, gbesta,2, ....gbesta,b

)

The configuration of the hybrid grid-tied renewable 
energy system in the locality of Garoua is depicted in Fig. 5. 
The hybrid power system consists of the main components 
such as the power grid, solar panels, wind turbines and 
inverters grid-tied solar. In normal operation, the electrical 
load will primarily use electricity supplied from renewable 
energy sources such as wind power and solar power. The 
cement manufacturing plant can directly use electricity from 
clean energy sources, including solar and wind power, to 
reduce electricity costs and help protect the environment, 
because the system Hybrid power uses less electricity from 
fossil fuel sources. The cement manufacturing plant uses 
many energy-intensive devices and operates continuously 
all day, as shown in Fig. 6, so the daily average electricity 
consumption is quite high with a value of approximately 
14,450 kWh per day. The highest load capacity is in the 
periods from 4:00 to 10:00 a.m. and from 1:00 to 3:00 p.m.

The specifications of the main components of the hybrid 
power system are shown in Table 1, in which the capacity 
of the solar and wind power systems will include many dif-
ferent values to find the optimal configuration. Solar and 
wind power capacity values are selected within the appro-
priate range of investment capacity and priority to serve the 
primary feedstock of the cement manufacturing plant. The 
solar panels are installed on the roofs of the factory with a 
suitable angle of inclination.

The purchase price of electricity from the medium volt-
age power grid is calculated on average, according to the 
regulations of the Cameroon Electricity Company (ENEO), 
and this purchase price is calculated to increase on average 
of 6% per year according to ENEO’s annual plan. On the 
other hand, the price of rooftop solar is temporarily cal-
culated at 0.06 USD/kWh, this is a price that is expected 
to decrease from the old price of rooftop solar in 2020 of 
0.0838 USD/kWh according to the roadmap to build the 
Cameroonian government’s annual renewable energy FIT 
price. The price of solar energy is stable throughout the 
20-year project life cycle under the power company’s power 
purchase agreement.

Fig. 5  Proposed hybrid power system

Fig. 6  Daily 6(a) and monthly 6(b) power load profile of cement manufacturing plant
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The cost of the renewable energy system in Table 2 is 
based on the actual cost of solar energy and wind energy in 
the market in Cameroon.

This study will simulate two scenarios using renewable 
energy in the cement manufacturing plant as follows:

Scenario 1: Grid-tied hybrid wind and solar power 
system.

Scenario 2: Grid-tied rooftop solar power system.
Finally, a comparison of optimization grid-tied renewable 

power systems between two scenarios is executed to find the 
best optimal scenario.

Results and discussion

Scenario 1 (grid‑tied hybrid wind and solar power 
system)

The simulation results in Table 3 showed that a hybrid 
power system containing three wind turbines with a rated 
capacity of 300 kW, and the solar array with a total capac-
ity of 1500 kW is the most optimal configuration due to the 

minimum NPC cost of $5,596,978, while the COE cost of 
$0.0847/kWh, the investment cost of $1,140,000, and the 
operating cost of $384,877.

Figure 7 shows the electricity production of wind tur-
bines, solar panels and the electricity grid during the year. 
The solar power system generates most of the electricity 
from April to September while the most electricity comes 
from the wind turbines from October to January of the fol-
lowing year. It can be seen that the rate of electricity gen-
eration from the grid is 52.1%, while the rate of electric-
ity generated from renewable energy sources reaches more 
than 47%, of which solar energy accounts for 35, 4% and 
wind energy represents 12.5%. Generating a large amount of 
renewable electricity has helped save the cost of purchasing 
the manufacturing plant's power grid. The grid-tied hybrid 
power system generates electricity of 5,274,250 kWh/year to 
meet the plant's power demand, while the amount of excess 
solar energy sold to the local power grid is 434 246 kWh/
year. This result corresponds to the Cameroonian policy of 
using solar energy on the roofs to meet mainly the needs 
of electrical load on site. The grid-connected hybrid power 

Table 1  Input parameters for simulation

Component Power (kW) Life time (year) Notes

Solar power 1000, 1100, 1200, 1300, 1400, 1500 25 Solar and wind power capacity values are 
selected in the suitable range of the invest-
ment capability and priority to serve the main 
power load of the non-fired brick factory

Wind power 100, 200, 300 10
Utility Grid Ensuring sufficient and continuous supply for 

electrical loads in the factory
Electricity purchase price:
$0.077/kWh
(Grid electricity price is calculated to increase 

by an average of 6% per year)
Price of solar power:
$0.06/kWh
(The price of solar power is stable through-

out the project life cycle of 20 years under 
the power purchase contract of the power 
company)

Table 2  Cost of renewable 
power system

Component Investment expenses Replacement costs O&M expenses

Solar power $550 $/kW $550 $/kW $11/kW/year
100 kW Solar grid-tied inverter $5000 $5000 $100/year
100 kW wind system $80,000 $70,000 $1600/year

Table 3  Cost of renewable power system

System PV (kW) WT NPC($) COE($) Operating cost($/year) Initial capital($) Renewable fraction (%)

Quantity 1500 3 5.60 M 0.0847 384,877 1.14 M 47.5
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system ensures that the plant can work stably, continuously, 
without power failure during the year.

Figure 8 shows the results of electricity production from 
energy sources on a typical day of July 11. Daytime elec-
tric loads mainly use electricity from solar energy, and they 
are also added from wind energy, the amount of electricity 
from the power grid is quite small, and they are supplied 
only in the event of adverse weather conditions. During the 
day to ensure the highest rate of renewable energy produc-
tion. Meanwhile, the nighttime electrical load uses a lot of 
grid power, a small part is supplied by wind power when 

wind conditions are favorable. Therefore, Scenario 1 shows 
a fairly flexible combination of wind power and solar power 
in the process of supplying renewable electricity to meet the 
electricity consumption demand for working in the factory 
and minimizing the proportion of grid energy from fossil 
energy sources.

Figure 9 illustrates the statistical results of the frequency 
of buying and selling solar power to the power grid during 
the year of the hybrid power system. It can be seen that 
the power grid provides electricity to serve the plant load 

Fig. 7  Electric production from the grid-tied hybrid power system

Fig. 8  Typical day power generation results in scenario 1
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mainly from 4:00 to 8:00 a.m. due to the highest capacity 
of the plant load and there is not much of sun and wind to 
operate wind and solar equipment during this period. On the 
other hand, the frequency of solar power sales to the power 
grid during the year is concentrated around noon, when the 
solar power generation capacity is highest and the plant load 
capacity is lowest during the day. At many times of the year, 
another portion of excess solar power can be sold to the 
power grid using power generation from wind turbines to 
power the load under the right wind conditions during the 
day, which will increase the profitability for the investor.

The results of the environmental analysis showed that 
the use of a hybrid wind and solar system reduced the use 
of grid energy and that the cement manufacturing plant only 
emits CO2 emissions de 2,400,000 kg/year into the environ-
ment, thus helping to reduce environmental pollution.

Scenario 2 (grid‑tied rooftop solar power system)

In Scenario 2, the calculation result in Table 4 shows that 
the grid-connected solar power system with a capacity of 
1,500 kW is the most optimal configuration due to the mini-
mum NPC cost of $6,122,231, while the COE cost is about 
$0.0951/kWh, the investment cost $900,000, as well as the 
operating cost worth $450,959.

The amount of electricity generated from PV generators 
and the power grid during the year is shown in Fig. 10. In 
this case, the electricity generation rate from the power grid 
is 63.7%, while that the rate of electricity generated from 
solar energy sources reaches 36.3%. The solar power system 
provides an amount of electricity of 2,034,531 kWh to meet 
the electricity demand of the factory, while the amount of 
excess solar energy sold to the local grid is 287,194 kWh 
per year. The power grid in this scenario will supply 
3,567,604 kWh/year to ensure the stable operation of the 
plant, without power outages during the year.

Figure 11 depicts the results of electricity production 
from energy sources on a typical day of August 16. Daytime 
power charging gives priority to the use of electricity from 
solar energy, the missing part is further supported by the 
power grid at times of unfavorable weather during the day to 
ensure stable operation of the power load. Meanwhile, night-
time power load operation utilizes the entire power grid.

The result of the environmental analysis also showed that 
the factory emits CO2 emissions of about 2,868,354 kg/year 
into the environment due to the use of a rooftop solar energy 
system.

Fig. 9  Electricity purchase and 
sale of solar power

Table 4  Cost of renewable power system

System PV (kW) WT NPC($) COE($) Operating cost($/year) Initial capital($) Renewable fraction (%)

Quantity 1500 3 6,12 M 0.0951 450,959 900.000 35.9
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Optimal configuration system

The results of the comparison of economic factors in the 
two scenarios are shown in Fig. 12. The grid-tied hybrid 
power system in Scenario 1 has a higher initial investment 
cost, with higher operating and maintenance costs, lower 
maintenance and more benefits from the surplus solar energy 
sold to the grid. Energy is and is purchased from the grid, so 

Scenario 1 will result in a more optimal configuration due to 
lower NPC and COE costs.

Figure 13 shows the relationship between the amount 
of electricity purchased from the distribution grid and 
the total net present cost. Purchasing so much electricity 
from the power grid will increase the total net present cost 
and reduce the optimal capacity of the renewable energy 
system.

The result of reducing greenhouse gas emissions in 
Fig. 14 shows that the use of renewable energy systems can 

Fig. 10  Electric production from the grid-tied rooftop solar power system

Fig. 11  Typical day power generation results in scenario 2
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reduce greenhouse gas emissions, but the emissions depend 
on the proportion of renewable electricity for factory load. 
The renewable electricity rate in Scenario 1 is about 11.6% 
higher than Scenario 2, so it can help the cement manufac-
turing plant emit less CO2 emissions of about 468,354 kg 
per year in the environment due to the reduction of electric-
ity generated from the medium voltage supply of the utility 
grid.

Conclusion

In this paper, the results of the optimization study of the 
grid-connected renewable energy system in the cement 
manufacturing plant located in Garoua province, Cam-
eroon, were calculated. The grid-tied hybrid wind and solar 
power systems of Scenario 1 are considered to bring more 
environmental, economic and technical efficiency than the 
grid-tied solar power systems of Scenario 2. The optimal 
power system configuration hybrid includes wind power 

Fig. 12  The comparison results 
of the economic factors of the 
two scenarios

Fig. 13  The relationship 
between the amount of electric-
ity purchased from the grid and 
the total net present cost

Fig. 14  Results of reduction in 
greenhouse gas emissions
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with a capacity of 300 kW and solar power with a capac-
ity of 1500 kW, the system has an NPC cost of 5,596,978 
USD, a COE cost of approximately 0.0847 USD /kWh, an 
investment cost of 1,140,000 USD and an operating cost 
of 384,877USD. Installing renewable energy capacity will 
force the plant investor to purchase as much power from the 
utility grid and will increase the total net present cost, which 
should reduce the system's optimal capacity of renewable 
energy. On the other hand, the use of a renewable energy 
system will also help the plant to reduce greenhouse gas 
emissions, but the emissions depend on the proportion of 
renewable electricity for the load of the plant. The rate of 
renewable electricity from a hybrid wind and solar grid-tied 
system in Scenario 1 is approximately 11.6% higher than 
that from a solar grid system in Scenario 2, so it can help 
the factory emit less CO2 emissions of about 468,354 kg 
per year to the environment due to less electricity gener-
ated by the utility grid. Thus, the use of hybrid wind and 
solar systems can reduce the electricity costs of the cement 
manufacturing plant and help create products that meet 
green standards, thereby increasing competitiveness in the 
Cameroonian market. The research findings can help deter-
mine the importance of applying renewable electricity tech-
nologies to industrial facilities in general and cement manu-
facturing plants in particular in Cameroon. Moreover, this 
initiative, which is innovative for Cameroon in particular, 
presents a solution for making industries autonomous from 
utility power and at the same time reinforces the Northern 
Interconnected Network (NIN).

This work, which aimed to assess the feasibility of 
strengthening the North interconnected network (RIN), in 
order to solve the problem of load shedding in the area due 
to the growing demand for electricity, presents an aspect that 
is not addressed. It would be advantageous to calculate the 
harmonic distortion rate to assess the quality of the energy 
produced by this multi-source plant.
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Abstract
The growth curve is an important characteristic to estimate microalgae biomass production for biofuel generation, since 
they can measure the variation between concentrations of limiting factors of culture medium. Therefore, this work aimed to 
evaluate the development of Chlorella vulgaris with triplicate cultivation of three different concentrations of nitrogen and 
phosphorus (Treatment 1: 0.50 g  L−1 Ca(NO3)2·4H2O and 0.13 g  L−1  KH2PO4, Treatment 2: 0.50 g  L−1 Ca(NO3)2·4H2O and 
0.39 g  L−1  KH2PO4, Treatment 3: 1.50 g  L−1 Ca(NO3)2·4H2O and 0.13 g  L−1  KH2PO4,). Growth curve using Gompertz model 
presented high R2 (0.96 ≤ R2 ≤ 0.99) in the three studied treatments. In the thirteenth day, turbidity in the treatment with higher 
nitrogen concentration (203.67 NTU) was 2.15 times higher than the first treatment (94.56 NTU) and 1.78 times higher than 
the treatment with higher level of phosphorus (113.9 NTU). We therefore observed a major biomass production, chlorophylls 
and carotenoids in the treatment with higher concentration of nitrogen, while in high levels of phosphorus the growth is not 
statistically significant from the first treatment with lower nitrogen and phosphorus concentration (p value > 0.05). In the end 
of cultivation, there was an increase of 203.12% in chlorophyll-a in the third treatment compared to the first treatment and 
of 246.42% in comparison with the second treatment. For carotenoids, the highest increase was seen compared to the first 
treatment (192%) than for the second treatment (137.5%). Therefore the treatment with lower phosphorous concentration in 
the cultivation medium presented slightly higher chlorophyll concentration and smaller carotenoids with the treatment with 
higher phosphorus concentration. The ash content demonstrated that this microalgae have a great potential for energy use.

Keyword Biofuel · Carotenoids · Chlorophyll · Nutrients

Introduction

Biofuel are energetic chemicals produced by biological pro-
cesses or derived from the biomass of autotrophic living 
beings such as plants, microalgae and cyanobacteria [1, 2]. 
It has received worldwide attention as a potential alterna-
tive to substitute fossil fuels [2, 3] due to the climate change 

concern as a consequence of burning those fossil fuels gen-
erating  CO2 emissions [1, 4, 5]. Finding the low cost pro-
duction of biofuels will start to address energy security and 
climate change concern [6].

There are several feedstocks for biofuel production, 
among them are vegetable and used oils, animal fats and 
microalgae [7, 8], mainly those microalgae with higher lipid 
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content for jet fuel, biodiesel and biogasoline production 
[9]. Microalgae are photosynthetic beings that combine 
water, carbon dioxide and light to generate biomass being 
considered as a potential raw material for the next genera-
tion biofuel [10–13]. Advantages to use microalgae includes 
fast growth rates, high lipid proclivity as well as the ability 
to synthesize value-added bioproducts [14]. The lipids and 
carbohydrates present in the microalgal cells might be used, 
respectively, to biodiesel and bioethanol production [15]. 
A recent study has indicated that microalgae biomass can 
generate 121, 104 L of biodiesel per hectare [16].

Studies related to the use of microalgae to produce bio-
fuel have increased over the years [3, 4, 9, 11, 17]. There are 
diverse benefits for microalgae biofuel generation due to its 
rich energy content, inexpensive culture procedures, inflated 
growth rate, high capacity of  CO2 fixation and release of  O2 
to the atmosphere [3], although there are also challenges 
to make the microalgae biofuel economically viable and 
durable [9]. For biodiesel production, the main method is 
transesterification, in which the oil or fat extracted from the 
biomass, is converted into fatty acid methyl or ethyl esters 
[18].

The growth of microalgal biomass is expressed by a curve 
that can vary according to the nutrients and culture condi-
tions, such as temperature, light and pH [19]. The growth 
curve has been used in many studies to monitor the variation 
of biomass over time [20–22] and to identify the stationary 
phase [23]. The parameters associated with biomass produc-
tion include dry biomass concentration [22, 24] and turbidity 
[25, 26].

According to Andrade and Filho [19], growth curve is 
divided into five phases, which are the lag phase, in which 
occurs the adaptation of the microalgae in the medium; the 
log phase that is characterized as having a higher growth 
rate; growth reduction phase also called transition; station-
ary phase, with no more growth and the decline phase, 
which due to substrate limitation or accumulation of toxic 
metabolites, there is cell death.

Nutrients are indispensable for microalgae growth and 
depending on the amount needed, they can be divided 
between micro and macronutrients [27]. According to 
Lourenço [28], micronutrients are, for example, boron, cop-
per, zinc, and molybdenum, and act in the enzymatic activity 
and also in the cell structure. Macronutrients regulate the 
metabolic activities and participate in the energy exchange, 
and can be carbon, nitrogen, hydrogen, phosphorus, calcium, 
magnesium, and potassium.

The main nutrients for the culture medium, also called 
limiting nutrients of the microalgae, are nitrogen and phos-
phorus. Nitrogen is the most abundant as a mineral ele-
ment, and when in low concentrations, there is a decrease 
in algal biomass, and when in abundance, the cell division 
rate increases remarkably. Andrade and Filho [19], says 

that phosphorus is linked to the metabolic processes of 
the microalgae, and therefore is the most important limit-
ing factor when related to primary productivity. Knowing 
that, microalgae can be applied for nutrients remediation of 
industrial and domestic sewage [29, 30].

Previous studies have indicated that nitrogen and phos-
phorus are key elements for development of Chlorella vul-
garis even using wastewater as culture medium with low and 
high concentration of nitrogen [31, 32]. Comparing three 
different forms of nitrogen (Urea,  NH4Cl and  NaNO3), Ara-
bian [33] found that  NaNO3 was the most suitable nitro-
gen-form for the increase of Chlorella vulgaris biomass. 
In another study using Chlorella vulgaris, this microalgae 
compared to other species presented the highest phosphate 
removal capacity [34].

The microalgae Chlorella vulgaris has been used in many 
studies for biomass production with several different objec-
tives [5, 35, 36], due to high applicability for the pharmaceu-
tical products industry and health food as feed supplement 
[37]. This microalgae has great resistance, high adaptability 
to diverse environmental conditions and high lipids and bio-
mass production [38, 39], and based on the aforementioned 
information, this study aimed to evaluate the growth of the 
microalgae, in cultivations with different concentrations of 
nitrogen and phosphorus. Through this general objective, we 
divided in some specific objectives such as to analyze the 
growth curve for each treatment, to evaluate the response 
in biomass and pigments production of Chlorella vulgaris 
in three treatments, to identify which condition it would be 
more suitable (increasing Nitrogen or increasing phospho-
rus) for biofuel production and to analyze the ash content 
for each treatment. The general hypothesis of this work is 
that increasing the concentration of nutrients in the cultiva-
tion medium in comparison with the first treatment (with 
reduced nutrients concentration), there will have an increase 
in biomass and pigments production. The significance of this 
paper is demonstrated, besides in the methodology applied 
that can be reproduced by other researches, in the compari-
son between three situations in Chlorella vulgaris biomass 
production for possible application in biofuels production.

Materials and methods

Cultivation of microalgae

The microalgae Chlorella vulgaris was cultivated in the 
Laboratory of Pollution, in the Department of Environ-
ment—DAM of the State University of Maringá (UEM)—
Umuarama campus. The microalgae strain was provided 
by Professor Dr. Pedro Augusto Arroyo, coordinator of the 
Laboratory of Heterogeneous Catalysis and Biodiesel (LCH-
Bio) of the UEM—Maringá campus.
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The used culture mediums were made from a variation 
in the concentrations of Detmer’s Medium (Table 1 and 2; 
[40]), which is the culture proposed in the literature for the 
type of microalgae used. In Table 1 the macronutrients are 
highlighted, while in Table 2 are the micronutrients neces-
sary for the development of microalgae. Among the macro-
nutrients, as a source of nitrogen, the Calcium Nitrate Tet-
rahydrate (Ca(NO3)2·4H2O) and the Potassium dihydrogen 
phosphate  (KH2PO4) as phosphorus supply source. In addi-
tion to these, there are potassium chloride (KCl), magnesium 
sulfate heptahydrate  (MgSO4·7H2O) and Iron(II) sulfate 
heptahydrate  (FeSO4·7H2O). For the formulation of the A5 
solution, the reagents Boric acid  (H3BO3), Manganese (II) 
Chloride  (MnCl2·4H2O), Zinc chloride  (ZnCl2), Copper(II) 
sulfate  (CuSO4·5H2O), Ammonium heptamolybdate tetrahy-
drate (3(NH4)2O·7MoO2·4H2O).

These modifications were only done in the reagents 
nitrate (Ca(NO3)2·4H2O) and phosphate  (KH2PO4) shown 
in Table 3.

Culture conditions

The experiment consisted of microalgae cultivation in three 
different treatments, done in triplicate for 14 days, starting 
on 18 October 2019 and ending on 31 October 2019, char-
acterized as day 0 to 13. To this end, cultivation was per-
formed at room temperature with continuous photoperiod 
(24 h) provided by four 40 W tubular fluorescent lamps, with 
light intensity of approximately 1800 lux and aeration from 
aerators (Big Air model A320 with capacity of 3.5 L  min−1).

In order to obtain parameters for growth monitoring, daily 
monitoring of turbidity, chlorophyll and carotenoids was 
performed. Turbidity analyses were performed using a Del 
Lab model DLT-WV turbidimeter. Pigments were evaluated 
according to the methodology proposed by He et al. [41, 42].

Biomass recovery and drying

After the 14 days, to obtain the biomass in the three treat-
ments, the microalgae from the erlenmeyers undergo coagu-
lation and flocculation for their decantation and recovery in 

the Jar-Test model PoliControl model FlocControl III, using 
20 mg  L−1 of the flocculant Tanfloc, at 450 Rpm for 20 s of 
fast mixing, and 30 rpm for 20 min of slow mixing. Then the 
biomass was filtered on filter paper and later taken for drying 
on watch glass in the oven for a period of 24 h and 60 °C.

Characterization of the biomass

Determination of chlorophyll and carotenoids

To obtain the concentration of chlorophyll and carot-
enoids, initially, 4  mL of culture were centrifuged in 
a METROTERM MTD III PLUS model centrifuge at 
3000 rpm for 40 min.

After removing the supernatant, 4 mL of 95% ethanol was 
added to the sedimented biomass to suspend the contents. 
Subsequently, it was kept at 4 °C, for 12 h, and in a light-
free environment. After cooling, the suspended cells were 
centrifuged at 3000 rpm for 15 min.

Then, absorbance analyses were performed in a FEMTO 
700 spectrophotometer at A470, A649, and A665 wave-
lengths. From the results obtained, the concentrations of 
chlorophyll a, b and total, as well as carotenoids, were deter-
mined according to Eqs. 1, 2, 3 and 4 [41, 42], respectively.

(1)Chl
a

(

mg L−1
)

= 13.95 A665 − 6.88 A649

(2)Chl
b

(

mg L−1
)

= 24.96 A649 − 7.32 A665

(3)Chl
tot

(

mg L−1
)

= Chl
a
+ Chl

b

Table 1  Composition of Detmer’'s Medium 

Source: Watanabe [40]

Reagent Quantity (g  L−1)

Ca(NO3)2·4H2O 1.0
KCl 0.25
MgSO4·7H2O 0.55
KH2PO4 0.26
FeSO4·7H2O 0.02
Solution  A5* 1.0 mL  L−1

Table 2  Composition of solution  A5*

Source: Watanabe [40]

Reagent Quantity (g  L−1)

H3BO3 1.0
MnCl2·4H2O 0.25
ZnCl2 0.55
CuSO4·5H2O 0.08
3(NH4)2O·7MoO2·4H2O 0.018

Table 3  Concentrations of nitrate and phosphate for each treatment

Adapted from Watanabe [40]

Treatment Ca(NO3)2·4H2O (g  L−1) KH2PO4 (g  L−1)

First (1) 0.50 0.13
Second (2) 0.50 0.39
Third (3) 1.50 0.13
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Ash content

To determine the ash content, we used the proposal of 
Wychen and Laurens [43] of the National Renewable 
Energy Laboratory, in duplicates, where 100 mg of dry 
biomass were incinerated in the muffle EDG brand EDG-
CON model 1P 7000 at 575 °C for 3 h, then, already at 
room temperature, weighed again. For the calculation, 
Eq. (5) was used.

Data analysis

To determine the growth curve, the nonlinear regression 
model proposed by Gompertz was used, where the esti-
mation of the parameters is done by minimizing the sum 

(4)Car
tot

(

mg L−1
)

=
1000 A470 − 2.05 Chl

a
− 114.8 Chl

b

245

(5)%ash = 100 ×
Mcrucible + ash − Mcrucible

Dry weight sample

of squares of the errors, thus demonstrating the points of 
the growth curve in order to obtain a better understand-
ing [44]. To verify possible differences between treat-
ments, chlorophyll, carotenoids and ash content were 
employed Student's T-test. Assumptions such as homo-
scedasticity and normality were tested adopting p < 0.05 
as significance.

Results and discussion

Through the relationship between turbidity and time in days, 
we can obtain the growth curve for the three treatments stud-
ied using the Gompertz model, and their fitting equations 
(Fig. 1). Turbidity is a parameter that can be applied for 
the evaluation of the growth curve of microalgae cultiva-
tion [25, 45]. As turbidity measures the capacity of a light 
scattering into the water, it is influenced by the presence of 
suspended particles. This parameter therefore might be used 
to monitor microalgae biomass growth [46]. The increase of 
biomass implies in higher turbidity values. Use of turbidity 

Fig. 1  Growth curve using Gompertz model for the three treatment 
performed in this study. First treatment: with half concentration of 
nitrate and phosphate of the original cultivation medium. Second 
treatment: with three times higher of phosphate and half of nitrate. 

Third treatment: with three times higher of nitrate and half of phos-
phate. For the growth curve is used average turbidity with error bars 
indicating the standard deviation
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as a parameter to monitor Chlorella vulgaris growth has 
already been reported [47].

We can see that for the three treatments the nonlinear 
model presented a high R2 (0.96 ≤ R2 ≤ 0.99) with the best 
result for the third treatment (R2 = 0.99). It means that the 
model explains at least 96% of turbidity variation over the 
period of cultivation. These results are similar with the result 
obtained by Praveen et al. [48] for biomass concentration 
of Chlorella sp., when the authors using Gompertz model 
found a R2 of 0.99 for an autotrophic cultivation mode over 
14 days of cultivation. Besides that, Gompertz model was 
also a good mathematical tool to estimate cells density of 
Botryococcus braunii with a R2 of 0.98 in 13 days of cul-
tivation [49]. In addition, modifications in the Gompertz 
model can also present a high R2 for evaluation of bio-
mass productivity of Chlorolla vulgaris in bubble column 
photobioreactors using wastewater as nutrients source 
[50]. In another study, Ajala and Alexander [51] verified 
that the Gompertz model presented stronger correlations 
with the biomass concentration in 14 days of cultivation 
for Scenedesmus obliquus (R2 = 1;R2 = 0.99), and Oocy-
sistis minuta (R2 = 0.99;R2 = 0.99) than Chlorella vulgaris 
(R2 = 0.90;R2 = 0.95) in N/P ration of 7:1 and 4:1, respec-
tively. Sousa et al. [52] found that the Gompertz model 
perfectly fitted the Chlorella vulgaris growth in different 
operating conditions. As demonstrated by our results and 
previous studies, Gompertz model has been recognised as 
a strong mathematical tool to model the biomass growth of 
Chlorella vulgaris and other species. In our result, the best 
fit was observed for the third treatment with an increase of 
nitrogen concentration.

In relation to the growth curve, was possible to ascer-
tain that in all treatments there was no adaptation period of 
microalgae to the medium in which it was exposed. This may 
have occurred due to the influence of the initial inoculum, 
due to the same conditions of light and temperature to which 
these microalgae had been subjected, not verifying, therefore 
this phase when verified may be for a very short period of 
time, as in the case of being removed still in exponential 
phase [53].

The cell growth phases for treatments 1 and 2 were sim-
ilar, since for both the stationary phase started on day 6. 
Treatment 2 with a higher concentration of phosphorus in 
the cultivation medium, presented higher values of turbidity 
after the tenth day. Pereira and Branco [54], analyzed the 
effect of phosphorus on the growth of the specie Schizom-
eris leibleinii Kützing, and concluded that it has tolerance 
to variations of this nutrient, even though it is a limiting 
factor for growth. Kozlowska-Szerenos et al. [55] found that 
deficit in phosphorus content reduced the Chlorella vulgaris 
growth by 30–40% in comparison with the control. Despite 
that, phosphorus is present less than 1% in algal biomass, 
being required at least 0.03–0.06% of the cultivation medium 

composition to sustain algae growth [56]. In our results, the 
treatment 1 with lower phosphorus concentration presented 
a reduction of 16.97% of turbidity value found in treatment 
2 in the thirteenth day  (turbiditytreatment 1 = 94.56 NTU; 
 turbiditytreatment 2 = 113.9 NTU).

Parallel to this, treatment 3 kept growing, reaching higher 
turbidity values (turbidity = 203.67 NTU). Treatment 3 pre-
sented an increase of 115.38% in relation to treatment 1 and 
of 78.81% in relation to treatment 2. This is due to the fact 
that it has a nitrogen concentration three times higher, and 
for being a nutrient that requires a large amount for chemi-
cal reactions and also for the composition of DNA [10]. 
Treatments 1 and 2, which had equal values of nitrogen, 
reached the stationary phase in the same time and occurred 
when all the nutrient was absorbed, while for treatment 3 
it was possible to observe that there was still the nutrient 
in the medium. Beuckels et al. [57] affirm that microalgae 
can accumulate more phosphorous in higher concentrations 
of nitrogen, while in lower concentrations of nitrogen the 
accumulation of phosphorus by microalgae is reduced. This 
fact could be one of the possible explanations for the higher 
biomass production in the treatment with higher nitrogen 
concentration even in lower phosphorus concentration 
compared to treatment 2. According to Yaakob et al. [56], 
nitrogen concentration significantly influence biomass and 
biochemical compositions of microalgae growth. However, it 
is also important to point out that nitrogen limitation as well 
as excessive nitrogen source might affect negatively reduc-
ing the growth rate and productivity of microalgae [58]. 
Slinksienė et al. [59] found the highest biomass production 
of Chlorella sp. using a nitrogen source from landfill lea-
chate of 0.08 g  L−1 of concentration, it was not in the highest 
nitrogen concentration tested by the authors. Complemen-
tarily, Zhuang et al. [60] also found the highest productivity 
in an intermediate range of nutrients compared to extreme 
high concentrations.

Table 4 shows the comparison made from the student’s 
T-test, to find out if there is a significant difference (p 
value < 0.05) between the treatments, using the turbidity 
of treatment 1 as a parameter for treatment 2, which has a 
higher phosphorus concentration, and treatment 3, which 
has a high nitrogen concentration. A significant difference 
was observed between treatments 1 and 3, and no difference 
between treatments 1 and 2.

Our results shows higher productivity in higher levels 
of nitrogen than phosphorus. Fu et al. [61] found that the 
excess of phosphorus under nitrogen limitation also increase 
microalgae biomass. The effect of higher concentrations of 
nutrients (one or both increasing) on microalgae biomass is 
corroborated by Mostert and Grobbelaar [62] and Fu et al. 
[61]. Figler et al. [63] tested different nitrogen and phos-
phorus concentrations with different N:P ratios to see the 
response in a green algae growth. Different from our results, 
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the authors did not found that in higher N:P ratios with 
higher nutrients concentration would be better for growth 
of the green algae Coelastrum morus. Different species of 
microalgae can react differently under nutrients increasing.

Chlorophylls and carotenoids were affected according to 
the crop variation (Fig. 2). Regarding chlorophylls, when 
under treatment 1 and 2, they remained between 0.5 and 
1.5 mg  L−1, and for treatment 3, the concentrations were 
between 0.5 and 3.5 mg  L−1. Carotenoids followed simi-
lar trends to that found for chlorophyll, but in smaller pro-
portions, where treatments 1 and 2 are between 0.05 and 
0.25 mg  L−1, and treatment 3 close to the values 0.05 and 
0.45 mg  L−1. Our results of chlorophylls for treatment 1 
(lower P concentration) and treatment 2 (three times P 
concentration) followed the results found by Kozlowska-
Szerenos et al. [55], in which they found that deficiency in 
phosphorus did not affect the total chlorophyll content in the 
Chlorella vulgaris cultivation in comparison with the con-
trol. This result was also observed by Kozłowska-Szerenos 
et al. [64], where the authors did not find any significant 
difference between the total chlorophyll content seen in the 
cultivation with phosphorous deficiency in relation to the 
control.

Table 4  Comparison of turbidity between the first treatment and the 
second and third treatments

Significance: p value < 0.05
*No: the difference is not significant
Yes: the difference is significant

Days Treatment 2 Treatment 3

0–1 No* No
1–2 No No
2–3 No Yes
3–4 No Yes
4–5 No Yes
5–6 No No
6–7 No Yes
7–8 No Yes
8–9 No Yes
9–10 No Yes
10–11 No Yes
11–12 No Yes
12–13 Yes Yes

Fig. 2  Concentration of Chlorophyll-a, Chlorophyll-b, Chlorophyll-Total and carotenoids over the period of cultivation. The error bars means the 
standard deviation
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Concentration of carotenoids varied over the days of cul-
tivation with the maximum concentration seen in the tenth 
day for the third treatment (carotenoids = 0.45 mg  L−1). This 
result is similar for the result found by Jalal et al. [65], where 
the authors found the maximum carotenoid concentration in 
the tenth day for the cultivation of Isochrysis sp. and after 
there was a decreased.

This difference between treatments for chlorophyll and 
carotenoids is marked, as in the growth curve, by the effect 
of the limiting factor nitrogen. All three treatments showed 
concentration peaks followed by a decrease, if the nitrogen 
supply is high in the culture medium, there is an increase 
of chlorophylls and carotenoids in the cell [28] and as it 
decreases, and goes through a stress situation, its amount 
decreases, because the degradation process begins [66].

The variations found, analyzing each treatment sepa-
rately, may occur mainly due to chlorophylls and carotenoids 
belong to the photosynthetic system of microalgae, called 
pigments [67]. He et al. [41] analyzed that a long exposure 
time of chlorophylls to high light intensity causes them to 
degrade, while the carotenoid content increases because 
it is the protective pigment of the photosynthetic system. 
This would explain the contrast of decreasing chlorophyll 
and increasing carotenoid on the fifth day of the experiment 
onwards.

It was found that as with turbidity, statistically there is 
considerable difference in chlorophyll and carotenoid con-
centrations between treatments 1 and 3, but that the differ-
ence is not significant between treatments 1 and 2 (Table 5 
and 6). However, in the period 0–4 days treatments 1 and 
3 showed no significant difference for carotenoids, and for 
chlorophyll this difference was not observed until day 5 of 
the experiment. Compared to growth there is a proximity 

to the situation where the beginning of the differentiation 
of increased turbidity occurred. This demonstrates that a 
distinction occurred between the nutritional treatments, as 
well as the relationship between growth and chlorophyll.

Our results shows that in the end of the cultivation period 
there was an increase of 203.12% in Chlorophyll-a concentra-
tion in the third treatment compared to the first treatment and 
an increase of 246.42% in relation to the second treatment. In 
relation to the Chlorophyll-b, there was an increase of 138.70% 
in the third treatment compared to the first treatment and an 
increase of 155.17% in relation to the second treatment. In 
relation to carotenoids, there was an increase of 192% in the 
third treatment in relation to the first treatment and an increase 
of 137.5% in relation to the second treatment.

The ash content of the three treatments was considered 
optimal (Table 7), because the values were less than 5%, and 
satisfactory if compared to the results found by Rodrigues and 
Seckler [68] which was 5% and by Braga et al. [69] of 4.66%, 
which also explains that a low ash content is desirable because 
it is a measure of inorganic parts of biomass such as iron, 
sodium, potassium, magnesium and phosphorus, thus being 
directly linked to the energy value, because it reaches signifi-
cantly its content.

The final temperature that the biomass was submitted is 
essential for the determination of the ash content, because the 
content will be higher at lower temperature due to incomplete 

Table 5  Comparison between the total Chlorophyll concentration of 
treatment 1 and treatments 2 e 3

Significance: p value < 0.05

Days Treatment 2 Treatment 3

0–1 No No
1–2 No No
2–3 No No
3–4 No Yes
4–5 No No
5–6 No Yes
6–7 No Yes
7–8 No Yes
8–9 No Yes
9–10 No Yes
10–11 No Yes
11–12 No No
12–13 No Yes

Table 6  Comparison between the carotenoid concentration of treat-
ment 1 and treatments 2 e 3

Significance: p value < 0.05

Days Treatment 2 Treatment 3

0–1 No No
1–2 No No
2–3 No No
3–4 No No
4–5 No Yes
5–6 No Yes
6–7 No Yes
7–8 No Yes
8–9 No Yes
9–10 No Yes
10–11 No No
11–12 No Yes
12–13 No Yes

Table 7  Ash content for each 
treatment

Treatment Ash content (%)

1 4.82
2 4.89
3 3.53
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combustion, and lower at high temperature where there is 
increased vaporization of chlorine and various minerals such 
as potassium [70].

Through the T-test, it was found that the variations in the 
values of the percentages were not significant.

This experimental study therefore provides important 
evaluation about the Chlorella vulgaris growth under dif-
ferent nutrients enriched treatments. Our results indicated 
that even in three times higher phosphate concentration, 
there is no significant difference for the treatment with 
the lowest phosphate concentration with lower nitrogen 
concentration. Our results suggest, for example, in cul-
tivation with objective to have a higher productivity, it 
is necessary to supply a higher nitrate concentration, to 
have higher biomass and pigments production. Besides 
that, even in the treatment with higher nitrate concentra-
tion, lower ash content was observed, which it means a 
higher energetic potential use using the biomass produced 
by this treatment.

Conclusion

The results of the Gompertz model fitting the growth 
curves over time presented high R2 for Chlorella vulgaris. 
It was also seen by previous studies as mentioned previ-
ously, and our results also indicated that this model is very 
strong to model the biomass growth of Chlorella vulgaris. 
We also found that, for the conditions presented, nitro-
gen is more related to increase biomass than phosphorus. 
Although some previous studies mentioned previously, 
have also indicated that increase in phosphorus concentra-
tion can increase microalgae biomass. Consequently with 
increased biomass, higher concentrations in the cultivation 
time for the nitrogen enriched treatment were observed.

Through our experiments, we can conclude that the 
third treatment with higher concentration of nitrate pre-
sented a higher value of turbidity, which indicates higher 
biomass in the thirteenth day, higher concentration of 
Chlorophyll-a, Chlorophyll-b and Carotenoids. The most 
expressive increase was compared to the second treatment 
(with three times the phosphate concentration than the first 
treatment) with 246.42% of increase in Chlorophyll-a con-
centration. It indicate therefore that increase in phosphate 
does not necessarily mean increase in the pigments con-
centration, although increase in phosphate increased the 
value of turbidity compared to the first treatment. Finally, 
the ash content has shown a great potential of use of 
the microalgae for its energy value, and despite having 
changes in the percentages, this value is not considerable.

For future studies, we suggest to add analysis of carbo-
hydrates, lipids and protein content after the cultivation 

period to have a better understanding in which situation 
would be more suitable for biofuel production.
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