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 
Abstract— In this study, a feasible decoupling method is used for 
a binary-element closely spaced dual-band antenna array. The 
decoupling setup is used for array antenna element 
isolation. Decoupling and matching at two widely separated 
frequencies are accomplished by using a two-layer (level) 
network approach. Moreover, impedance matching is built 
into the decoupling network.  The antenna array consists of two 
elements and works in dual-band (4.9-5.4 GHz and 2.2-3.1 GHz). 
This is considering that the elements of the antenna arrays are 
strongly coupled. A decoupling network is taken into account 
between the array elements and each element port. Thus the 
mutual coupling between the array elements is reduced well. It 
should be noted that other decupling methods cannot isolate 
and match the impedance simultaneously in the two bands. 
This technique has been applied to the desired array. The 
proposed structure is simulated with High-Frequency Structure 
Simulator (HFSS) software. 
 
Index Terms— Antenna array, Decoupling Network, Dual-band, 
Isolation. 

I. INTRODUCTION 
he use of antenna arrays has been on the rise due to 
technological developments [1]. The multi-input multi-
output (MIMO) technology is widely used to improve the 

data throughput in a multipath environment, from 4G 
smartphones to Wi-Fi modules. However, in a mobile terminal, 
the distance between antennas is usually miniature in terms of 
wavelength; therefore, the strong electromagnetic coupling 
among the multiple antennas rigorously decreases the benefits 
of the MIMO system [2]. The coupling of the antenna arrays is 
an issue that has been known for a very long time. Several 
earlier papers addressed this issue like [3, 4]. 
     To increase the number of components in large-scale optical 
integrated circuits, it is imperative to decrease the device size 
as much as possible [5]. The isolated antenna model cannot be 
considered when the antennas are close to each other, since the 
existence of the mutual coupling. In [6], a class of microstrip 
antennas known as reduced surface wave  (RSW)  antenna was 
proposed based on the principle that a ring of magnetic current 
in a  substrate will not excite  TM0 surface waves.  However, 
the circular patch adopted in  [6]  has a  larger radius than a  
conventional one,  which may impose restrictions in array 
applications. Using periodic structures such as electromagnetic-

band gap (EBG) structures [7, 8], defected ground structures 
(DGS) [9], is another approach to suppress surface waves, due 
to their band stop features. Moreover, compact phased arrays 
may be produced from small tuned electrical antenna elements 
[10].  
       

      However, some difficulties may be encountered in practical 
applications.  For example, EBG structures require enough 
units to maintain the periodic property, which will occupy much 
space between elements.  For DGS, various patterns printed on 
the ground may lead to severe backward radiation.  Except for 
those techniques to suppress surface waves, there are also a few 
investigations focused on decreasing space wave coupling. 

The decoupling techniques can be divided into two classes: 
network-based and structural approaches. The most common 
structural models involve applying neutralization lines, 
electromagnetic band gaps, defected ground structures and 
defective wall structures, and parasitic scatters. Furthermore, 
the choice of antennas and their relative placement and 
orientation is part of the category of structural approaches. The 
network-based schemes are typically analytic and are based on 
the appliance of network parameters and matrix operations [11]. 
     The dual-band decoupling network [12]–[18] enables the 
radiating elements and the feeding network to be developed in 
isolation with explicit formulas. Filter-like structures were 
reported in [12] and [13] to offer dual-frequency decoupling 
with single-band impedance matching. Under the assumption 
of reasonably matched antenna elements, dual-band circuit 
components (such as resonator and phase shifter) were then 
harnessed for enhanced port isolation [14]–[18]. The 
decoupling networks are mainly realized by replacing every 
single band component in a typical design with its dual-band 
counterpart. However, the decoupling capability highly relies 
on the inherent characteristics of these dual-band components. 
For instance, dual-mode resonators were adopted [14] as the 
bridge circuit with the substantial drawback of restrained 
frequency band ratio (f2/ f1 ≈ 2). In [15], due to the use of dual-
band phase shifters with limited phase control range, the 
choices of frequency ratio and the types of mutual coupling are 
further restricted [15].  
     In [19], a two-layer approach was described to offer 
wideband decoupling of a two-element array with post-
matching circuitry circuitry. However, the two preselected 

frequencies (transmission zeros) have to be close to each other 
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symmetrical arrays. Besides, the decoupling methods of [14-19] 
rely heavily on the assumption of slack coupling and pre-
matched radiating elements. The decoupling network method in 
[20] is based on the Butler matrix and can be isolated beam-
steering antenna array. In [21] has been investigated an 
Efficient SIW-feed network subdues mutual coupling. The 
analytical method in [22] has been employed that works based 
on mutual coupling reduction using plane spiral orbital angular 
momentum electromagnetic wave. 
If the impedance matching is not achieved by applying the 
decoupling network to the antenna array, an external dual-band 
impedance matching network will be needed which increases 
design complexity. In sturdily coupled cases, even with pre-
matched antenna elements, the input return loss of the resulting 
array attained will often be degraded [12]. 
     In this study, a dual-band network-based decoupling 
structure is applied to an antenna array and has shown the 
efficiency of the mentioned network for isolation between the 
two antenna elements. This is accomplished by applying the 
method presented in [12] to an antenna presented by simulation 
with HFSS software. The isolation in two separate bands is 
done hand to hand with the insulation of the antenna by the 
decoupling network. In addition, it also achieves impedance 
matching.  For this reason, the basic concepts of the decoupling 
network are introduced in Section 2. Section 3 is devoted to 
showing the structure of the antenna array and also the 
effectiveness of the introduced decoupling method. The 
simulation results show the efficiency of this approach.  

II. DECOUPLING METHOD 

As it is known, the decoupling methods are utilized for 
reducing the mutual coupling between the array elements. 
Therefore, the distances of the elements are reduced and cause 
the dimension reduction of the array. In this study, a decoupling 
network is used to isolate the symmetric array elements [12]. 
Also, this structure can realize the isolation of two frequency 
bands. Fig. 1 shows the block diagram of the mentioned 
structure. The components details of Fig. 1 are described in 
[12]. These components are realized by microstrip lines. 
The decoupling conditions are described as follows [11]: 

   02211  yy  (1) 

Thus: 

0]Re[]Re[ 2112  yy  (2) 

And also, 

0]Im[]Im[ 2112  yy  (3) 

 
whereby y11, y12, y21, and y22 are the parameters of the 
admittance matrix, and indexes 1 and 2 refer to ports 1 and 2. 
 

 
      Fig. 1. Simple block diagram of the decoupling network 

 
The mutual coupling is an inductive type; therefore, (2) is 

satisfied. On the other hand, the decoupling network should be 
designed to satisfy (3). Since the antenna array works in two 
frequency bands, these conditions should be established for 
each band, separately. Hence, the decoupling network consists 
of two levels. The first part is devoted to decoupling the array 
at the first frequency band and the second part for the second 
frequency band. 
     As indicated, the decoupling and matching are carried out at 
two arbitrarily chosen frequencies (f2 > f1). The two antenna 
elements (strongly coupled, asymmetric and unmatched) are 
connected to the decoupling network (two layers) followed by 
impedance matching circuitry. Each decoupling layer 
comprising of two transmission line sections and a bridge 
element. It is further assumed that the second bridge element 
exhibits zero mutual admittance at f1. 

III. DUAL-BAND ANTENNA ARRAY WITH DECOUPLING 
NETWORK STRUCTURE 

     In this section, the first symmetric dual-band antenna array 
is introduced. Then, a decoupling network structure is added 
to the array. Finally, the analyses of the simulation results are 
presented.These simulations are done using HFSS software. 
Consider a symmetric microstrip antenna array as shown in 
Fig. 2. This structure includes two elements. The monopole 
elements are placed close to each other on a 1.6 mm thick FR4 
substrate. Also, the antenna array dimensions are shown in 
table 1.  

                                              TABLE I 
 

The Dimension of proposed array antennas. 

Variable Value (mm) 
LG 80.0 
WG 55.0 
LA 30.0 
DA 9.8 
LD 6.3 
WA 3.0 
WD 3.5 
LE 5.0 
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      Fig. 2. The antenna array geometry and dimensions definition.  
     The antenna is simulated with HFSS software and the results 
are shown in Fig. 3 and 4. As it can be seen, the antenna array 
works in dual-band (4.9-5.4 GHz and 2.2-3.1 GHz) and the 
mutual coupling in these bands is inappropriate. The effect of 
using the decoupling network is considered in the rest of this 
section. Moreover, Fig. 4 represents the radiation sequence of 
the antenna array without considering the decoupling network. 
 

 
Fig. 3. The S-Parameters of the antenna array. 

 
     The reciprocal parameter related to the scattering matrix is 
undesirable even though the anticipated frequency band has the 
proper return loss amounts. It can be seen that According to 
Section 2, the decoupling network is added to the antenna arrays 
to improve the S12 and S21 parameters. The layout of the 
decoupling network is shown in Fig. 7.  
In Table 2 circuit parameters of the decoupling network are 
presented.  
 

 

Fig. 4. The radiation pattern of the antenna array. 

 

 
    Fig. 5. The layout of decoupling and matching network. 

 
TABLE Ⅱ 

The Dimension of circuit parameters of decoupling and matching network 
[12]. 

 

Unit: degree Unit: Ohm 
α 135.5 θ 64.4 Z1 62.3 ZA 56.1 
β 135.5 e1, e2 53.7 ZT 79.8 ZB 61.7 
φ 116.4 ψ1 148 Z2, ZR 48 ZC 95 
ϕ 1.32 ψ2 150 ZM2 89.9 ZM1 91.2 

 
 

 
I.  

    Fig. 6. Decoupled antenna array geometry. 
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(a) 

 
(b) 
II.  

Fig. 7. (a) S-parameters of the decoupled antenna array, (b) the comparison of 
S12 before and after adding the decoupling network. 
 
     The new structure after adding the decoupling network is 
shown in Fig. 6. The results of the new structure simulation are 
depicted in Fig. 7. Fig. 7(a) represents the behaviors of the S11 
and S12 parameters of the decoupled antenna array. 
     Also, Fig. 7(b) shows the comparison between the behaviors 
of the S12 parameter before and after applying the decoupling 
network. It can be seen that the S12 parameter is reduced which 
is expresses the reduction of the mutual coupling in both 
frequency bands. Also, Fig. 8 represents the radiation pattern of 
the antenna array considering the proposed decoupling 
network. 

 
 

Fig. 8. The radiation pattern of the antenna array with decoupling network. 

 
Fig. 8 shows the radiation pattern of the array antenna after  

isolation and adding the decoupling network. A comparison of 
Fig. 8 and Fig. 4 shows that the addition of a decoupling 
network did not adversely affect the expected radiation from the 
array. Table 3 contrasts the proposed method with similar 
techniques. 

 
TABLE Ш 

with other dual-band decoupling techniques. 
III.  

Ref. f2/f1 Enhancement 
in isolation 

Improvement 
return loss 

Decoupling 
Method 

[15] 2.17 
2.36 

>15dB 
>20dB Little Dual-band 

T-junction 

[14] 2.14 >20dB 
>15dB Little Dual-band 

resonator 

[16] 2.14 >20dB 
>15dB Little Dual-band 

coupler 

[19] 1.13 >20dB 
>20dB Little Dual-band 

two layer 

Proposed 2 
2.33 

>20dB 
>15dB 

>10dB 
>15dB 

Dual-band 
two layer 

IV. CONCLUSION 
In this paper, one of the most important decoupling methods 
was implemented in the dual-band antenna array. The 
decoupling network was made up of two layers that isolated the 
antennas port and elements in two separated bands. Also, 
impedance matching was achieved simultaneously. This 
antenna array consists of two elements and works in dual-band 
(4.9-5.4 GHz and 2.2-3.1 GHz). The comparison of the mutual 
S parameters before and after using the decoupling method 
shows the efficiency of the decoupling network. It was seen that 
suitable isolation was obtained between the elements since the 
decoupling network was used.  
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 

Abstract: This study proposes a single and dual-band tunable 
and convertible perfect absorber in the infrared band, consisting 
of a dielectric layer and a metallic bottom film. Primarily a tunable 
single-frequency absorber in the infrared region had been 
introduced. Subsequently, with the change in geometric structure, 
the proposed structure can be converted from infrared single-
band to visible double-band frequency. The numerical simulation 
results indicate that the absorption spectrum of the single-band 
resonator is tuned from 337.4 THz to 210.2 THz, 227.3 THz, and 
297.7 THz by changing effective parameters: ring width, ring 
height, and dielectric height. Next, by the parametric study of the 
proposed absorber dimensions, the absorption rate is obtained 
99% more at the designed frequencies; lastly, the dual-band 
absorption with an average performance of 99.98% in the visible 
spectrum. The proposed plasmonic absorber in this research has 
a variety of applications, including sensing, imaging, wavelength-
selective thermal emission, photodetectors, and so on.  

 

 
Index Terms— Metamaterial perfect absorber, Dual-band, Tunable, 

Infrared, Terahertz. 

I.  INTRODUCTION 
Increasing bit rate and consequently the bandwidth, as the 
demand of today's telecommunications, motivates research 
towards higher frequencies, THz, infrared, and optics [1, 2]. 
Redesigning of well-known communications devices in 
microwaves, such as antennas [3-6], filters [7, 8], switches [9, 
10], sensors [11-14], the antenna [15], etc, is a requirement of 
this process. 
  There is no doubt that any material that is not available in 
nature can be called metamaterial. Metamaterials are actually 
composite and artificial materials that have been engineered. 
They can also be described as materials that exhibit abnormal, 
unique, and peculiar properties. The first attempts at uncovering 
synthetic materials were made in 1898 by Jagadish Chandra 
Bose who researched materials with chiral properties. But one 
of the most important researches in this field dates back to 1968 
when Veselago first presented a theoretical work on a material 
with a negative refractive index (NRI) with concurrent ε, μ <0. 

     Metamaterial perfect absorbers (MPAs) have recently been 
studied in microwaves, terahertz (THz), infrared and visible 
bands. Metamaterials, with the sub-wavelength, have attracted 
increasing attention because they have exhibited novel, unique 
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and strange properties and are not found in nature at all such as 
negative permittivity, negative refractive index, cloaking 
behavior, invisibility, reverse doppler effects, and perfect 
absorption. Due to the significant benefits of full absorption, 
several studies have been reported on perfect absorbers and 
multi-layered MPAs after Landy. et al [16]. MPAs are usually 
realized by using lossy materials in periodic structures but in 
some periodic structures, materials are used without loss. The 
initial and basic mechanism of MPAs is that the incident 
electromagnetic wave fields are completely confined and 
gradually, inside these lossy materials, are consumed and 
become close to zero [17]. MPAs can be potentially used in 
many areas, such as plasmonic sensors, light-harvesting, 
thermal imaging, thermal emitter, and so on, while those with 
the narrowband are more desirable for single-pixel imaging and 
thermal measurement [18, 19].  
     There are usually two ways to achieve a multi-band perfect 
absorber. One is to Put several resonance structures next to each 
other and assemble with various geometric parameters in a 
coplanar such as the absorbers demonstrated by Huang et al [20] 
and Wang et al [21]. Another way is arranging the structures 
vertically and stacking, which is very effective in obtaining 
multi-band absorbers and it was applied in the absorbers 
presented by Mo et al. [22] and Grant et al. [23].  
     In the first model, the placement and assembling of the 
structure next to each other are called the unit cell of the 
absorber. One of its disadvantages is its extremely large size. 
The second model is faced with complexities and limitations in 
fabrication. It is known that classical (traditional) 
electromagnetic absorbers can be made based on a metal-
dielectric-metal structure, which is made of a dielectric spacer 
sandwiched between two metals [24]. The first top layer is 
known as the resonator. This layer is primarily responsible for 
absorbing electromagnetic responses. In the paper [25], the 
electromagnetic force in the terahertz band generated by a 
cross-shaped absorber is introduced. Also in the paper [26, 
27], ultra-wideband symmetric G-shape metamaterial-based 
microwave absorber,  design and analysis of perfect 
metamaterial absorber in GHz and THz frequencies are 
introduced. 
     In [28], Quad-band polarization-insensitive metamaterial 
perfect absorber based on bilayer graphene metasurface is 
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introduced. In [29, 30], ultra-thin dual-band polarization-
insensitive and wide-angled perfect metamaterial absorber 
based on a single circular sector resonator structure and tunable 
metamaterial dual-band terahertz absorber are introduced, 
respectively. Also, Graphene-based terahertz metamaterial 
absorbers for broadband application are introduced in [31]. 
Absorber and sensor applications of complimentary H-shaped 
fishnet metamaterial for sub-terahertz frequency region are 
proposed in [32].  
     The dielectric spacer, which usually uses lossy material, is 
analyzed as a cavity. One of the reasons that the middle 
dielectric layer is chosen as a lossy material is because it 
increases the absorption width. The third and lowest layer in 
classic absorber structures is a thin metal film that ensures that 
the light wave is not completely transmitted from the structure. 
Due to the widespread use and large investments of optical 
communication instruments in the NIR frequency range 
(760𝑛𝑚 < 𝜆 < 2𝜇𝑚), this frequency range is very useful in 
telecommunications engineering. This paper demonstrates a 
new design concept for achieving a tunable single-band 
absorber with convertible capability to infrared region dual-
band perfect absorber which consists of a single circular ring on 
the top of the dielectric layer and a thin metal film on the 
bottom.  
     The numerical results show that the absorption of the single 
band is more than 99% and the absorption spectrum is tuned 
from 337.4 THz to 210.2 THz, 227.3 THz, and 297.7 THz. The 
changes in effective parameters were then successively shown 
such as ring width, ring height, and dielectric height, and their 
effects on absorption peak and frequency displacement. The 
process was followed by achieving perfect dual-band 
absorption with an average of 99.98% by creating four gaps in 
the single resonator ring and changing the outer radius (r) in the 
visible region. Finally, for better apprehension, the absorption 
mechanism of the proposed structure and the electromagnetic 
field distribution is plotted and analyzed. The proposed 
electromagnetic absorber in this paper has potential application 
in spectral imaging, photodetector, energy harvesting, and so 
on.  

II.  ABSORBER THEORY AND DESIGN 
     One of the main principles in designing an absorber is based 
on the theory of electromagnetic wave transmission and the 
mechanism of losses. Gradually, metamaterials can be 
described by complex permittivity 𝜀(ω) = 𝜀'(ω) + j ɛ"(ω) and 
complex permeability µ(w) = µ'(w) + jµ''(w), and the imaginary 
part of 𝜀''(w) and µ''(w) shows the EM losses. In the study of 
metamaterials, researchers often try to reduce imaginary parts 
to reduce losses. However, in the case of metamaterial 
absorbers, losses play a significant role. The resonance between 
the top metal layer and the bottom metallic film can be inferred 
from the absorption mechanism of the metamaterial absorber. 
Surface currents on the top layer caused by incident EM waves 
can induce electric resonance. Hence, the top metal layer can 
also interact with the bottom metallic film to form the magnetic 
dipole resonance. Our proposed absorber consists of a single 
circular metallic ring and metallic bottom film separated by a 
dielectric spacer, as shown in Fig. 1(a-c). The geometric 

parameters of the unit cell are shown in Fig. 1. 
 

 
(a) 

 

 
(b) 

 

 
(c) 

F i g .  1 .   The schematics of a single unit cell. (a) perspective view. (b) top 
view. (c) side view. The ring outer radius r=52 nm, d=20 nm, z=90 nm, g=100 
nm, h=20 nm and px= py = 286 nm. 
 
     Based on the Finite Difference Time Domain (FDTD) 
method, the proposed absorber in this paper was calculated and 
optimized numerically. In all simulations, periodic boundary 
conditions were set in the x-and y-axis and a perfectly matched 
layer boundary condition was used along the z-axis. The 
dielectric layer is selected as SiO2 substrate with a relative 
permittivity (𝜀 =2.1+j0.0021) and two metallic layers on top 
and bottom made of gold by Drude model of 𝜀Au=𝜀∞ −
𝜔𝑝

2/𝜔(ω+jµ) with plasma frequency ωP=1.37×1016 rad/s and 
collision frequency µ=4.07×103 rad/s and epsilon infinity is 9.5 
[33, 34]. 
     The absorptivity of the presented metamaterial absorber can 
be defined as A=1-T-R where T is transmissivity and R is 
reflectivity [35]. Because the thickness of the bottom Au film is 
much greater than the skin depth, the absorption can be obtained 
by A=1-R. Here it is assumed that the source is a plane wave 
that is normally incident onto the structure. 
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III.  RESULT AND DISCUSSION 

     The unit-cell structure of the proposed design includes three 
functional layers: a ring resonator on the top, a dielectric spacer 
in the middle, and a bottom continuous metallic gold film. To 
study the efficiency of the proposed absorber, the model 
building and full-wave simulations were performed using the 
frequency domain solver in CST Microwave Studio. 
     Various parameters and the effect of their changes on peak 
absorption and frequency change had been investigated. The 
simulated absorption of the proposed absorber for different d 
values is shown in Fig. 2(a). Evidently, by decreasing the ring 
width by 2 nm, an increase in the absorption peak and a 
narrowing of the absorption band occurs, and then a perfect 
absorption with the absorptivity of more than 99.5% at 210 THz 
is obtained.  
     It is noteworthy mentioning that frequency change also 
occurs, but one of the advantages of checking multiple 
parameters separately is that it can be designed according to the 
desired frequency range and thus achieve a perfect narrow band 
absorber with a specific frequency. 
Due to the constant value, d = 20 nm, the peak absorption is 
improved by a regular decrease of 10 nm from the dielectric 
thickness z respectively, while the other parameters are 
constant. As shown in Fig. 2(b), for z<40 nm; the peak 
absorption intensities are greater than 90% and the absorption 
is more than 98.8% when z=10 nm in 297 THz. Also, by 
adjusting the value of z, the frequency shifts and the absorption 
bandwidth can be further narrowed by reducing the thickness of 
the dielectric layer. 
     Also, the performance of the proposed absorber has been 
investigated by modifying ring height h from 20 nm to 6 nm, 
decreasing by 2 nm respectively when other parameters are 
constant (z=90, d=20), as shown in Fig. 2(c). The absorption 
peak intensities increase with decreased h. Then, with this 
decrease of ring height, the absorption band becomes narrower, 
which is desirable and the absorption is 99.5% at 227 THz. 
     Finally, the outer radius of the ring will be examined. Fig. 
2(d), shows that by changing the outer radius (r) from 50 nm to 
54 nm when the parameters of the structure are unchanged (d=6 
nm, z=90 nm, and h=20 nm), the frequency changes from 218 
THz to 206 THz. It should be noted that by changing this 
parameter, there is no change in the absorption peak and only 
allows it to have perfect absorption at the desired frequency by 
setting the above parameters. 
     Also, this structure is insensitive to changes in incident wave 
polarization in TE mode, which is an advantage for the 

proposed structure. As shown in figure 3(a), when the 
polarization angle increases from 0 to 45 degrees, there is a 
change of about 0.0001 in the absorption rate at this frequency 
and no frequency shifts are occurring. According to the 
symmetry of the structure, polarization angle from 0 to 45 
degrees has been studied and we are sure that the results will be 
repeated from 45 to 90 degrees. Therefore, the proposed 
structure is insensitive to polarization angle. As shown in 
Figure 3(b) another advantage of the proposed structure, in 

addition to being perfect single-banded, and insensitive to 
incident wave polarization, has a wide incident angle.  
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 2.  The absorbance spectra of the proposed absorber for different geometric 
parameters: (a) Ring width "d". (b) dielectric thickness "z". (c) ring height "h". 
(d) outer radius "r". 
 



10                                                                                                            Volume 1, Number 4, February 2022 
 

       
(a) 

 
(b) 

Fig. 3.  (a) Dependence of the absorption spectra on the polarization angles of 
the normally incident wave. (b) Absorption spectra under different incidence 
angles with TE radiation. 
 
     To understand the physical mechanism underlying the 
absorption, we plotted the electric and magnetic field 
distribution in TM polarization for the resonant frequency. Note 
that accumulated surface charges can induce the magnetic field 
accountable for the magnetic resonance and resonance 
absorption. 
     The electric and magnetic resonance are overlapped at the 
resonant frequency and then the perfect absorption of the 
normal incidence is realized. As shown in Fig. 4(a) the electric 
field is mainly concentrated at both edges of the ring in the right 
and left sides of the ring resonator along the x-axis for the 
resonant frequency. 
     It is easy to find that the classic absorption mechanism is 
composed of an electrical resonance (realized by the top 
resonator layer) and a magnetic resonance (realized by the top 
and bottom metal layer), and it matches well with the results 
published in [6]. Note that the ring only excites the dipolar 
resonance. The accumulation of large surface charges causes 
the strong electric field distribution, and the existence of the 
strong electric resonance in the metallic array is due to the 
strong coupling of the metallic resonance structure, the 
dielectric spacer, and the bottom metallic film. For different 
resonance frequencies, the strong coupling appears in different 

parameters. As shown in Fig. 4(b) the magnetic field focuses on 
the surface of the ring along the y-axis. 
     As shown in Fig. 5, four gaps were used in the ring, while 
the other parameters remained constant. Then, by increasing the 
gap spacing, the effect of these gaps was investigated. 
 

 
(a) 

 

 
(b) 

 

F i g .  4 .  (a) Electric field distribution in the interface between the top 
patterned metallic layer and the air layer for the proposed absorber at resonant 
frequency (TE mode). (b) Magnetic field distribution at resonant frequency (TE 
mode). 
 

 
F i g .5.  The schematics of a single unit cell with four gaps (top view). 
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F i g .  6 .  The absorbance spectra of the proposed absorber with 4 gaps and 
with constant other parameters (d = 20 nm, h = 20 nm, z = 90 nm, r = 52 nm). 
 
   It can be seen in Fig. 6 by gradually increasing the gap 
spacing, the peak of absorption increases, and then 95% 
absorption is achieved at 461 THz.  
   Moreover, with a parametric study, we were able to obtain the 
structure of the dual-band using the same resonator ring. Using 
the same four gaps in the ring, a spacing of 2 nm (g = 2 nm), 
the value d = 6 nm, and with the change of the outer radius (r), 
finally, the average absorption is 99.7% at 446 THz and 470 
THz, as shown in Fig. 7.  

 
F i g . 7 .  The absorbance spectra of the proposed absorber with gaps 
and with changes of outer radius (r). 
 

 
(a) 

 

 
(b) 

 
F i g . 8 . (a) Electric field distribution of ring resonator with gaps at a resonant 
frequency. (b) Magnetic field distribution. 
 

     Also, as shown in Fig. 8(a) that the electric field concentrates 
near the cracks of gap rings along the y axis and unlike the 
electric field, there is a magnetic field on the four arms of this 
resonator, as you can see in Fig. 8(b). Finally, the compared 
performances of the proposed absorber and the previous works 
are collected in Table I. 
 

TABLE I 
They Compared Performances of the Proposed Absorber and the 

Previous Works 

 
As shown in the table, the structure proposed in this paper has 
a perfect absorption peak, which is an advantage over other 
structures. Also as an important advantage, this structure in 
each of the frequencies 210.2, 227.3, 297.7, and 337.4 terahertz 
can provide perfect absorption depending on the different 
applications in these frequencies. 

IV.  CONCLUSIONS 
In conclusion, we have illustrated a single-band absorber with 
convertible capability to dual-band absorber using single ring 
resonator based on metamaterial. The unit-cell structure of the 
design consists of a single circular ring on the top of the 

Ref. Frequency 
(THz) 

Cell dimension 
(μm) 

Layers 
number Absorptionrate 

[31] 0.69 400 × 400 3 97.3% 

[36] 
4.24,5.89, 
9.66, 10.62 3 × 3 3 

97.74% 
Average 

[37] 4.24, 6.86 9 × 9 3 97.18% 
Average 

[38] 0.95 50 × 50 3 99.80% 
[39] 1.6 50 × 50 2 95% 
[40] 0.59 150 × 150 4 99% 
[41] 1.26 150 × 150 3 99.93% 

[42] 2.47-2.9 60 × 60 3 
16% 

Bandwidth 

Proposed 

210.2 OR 
227.3 OR 
297.7 OR 

337.4 

0.286 × 0.286 3 99.98% 
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dielectric spacer and the dielectric spacer on the continuous 
bottom metallic film. Results show with changed parameters in 
structure, absorption peaks with average absorptions higher 
than 99% can be gained. Finally, the circular ring was examined 
with 4 gaps and the effects of the spacing of these gaps. Then 
with a parametric study on the outer radius of the circular ring 
(r) with these gaps, a double-band absorber was obtained. 
Electric and magnetic field distributions are analyzed to 
understand the physical characteristics of the proposed 
metamaterial structure. 
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 
Abstract-- In this paper, we propose an underlay cognitive radio 

network that consists of several secondary users and one 

successive relaying-aided primary user. Two half-duplex relays 

operate as full-duplex relays in the successive relaying 

technique. To improve spectral efficiency, the primary user 

utilizes the successive relaying technique. Inter relay 

interference and inter-user interference are challenges of the 

proposed network. For eliminating these interferences, the 

interference alignment method is utilized. Also, two power 

allocation algorithms are proposed to maximize the sum rate of 

secondary users and the energy efficiency of the network. In 

both power allocation algorithms, satisfying the quality of 

service of the primary user is considered. The closed-form 

solutions of these algorithms are obtained. We use the 

fractional programming approach to solve energy efficiency 

optimization in two steps. 

 

 
Index Terms-- Cognitive radio network, Interference 

suppression, Interference alignment, Power allocation, 

Successive relay, Inter relay interference. 

I.  INTRODUCTION 

      hese days, the number of devices connected to the  
      wireless network has increased, among other reasons, 
because of some technologies such as the internet of things 
and device-to-device communications. Therefore, operators 
have to improve coverage, network capacity, reliability, and 
spectrum management while reducing operating costs. Thus, 
new approaches, for example, spectral sharing, full-duplex 
relays, and their combination, help improve coverage, 
energy efficiency, and spectral efficiency [1, 2]. 

Spectrum sharing in cognitive radio networks (CRN) is an 
approach to overcome spectral resource deficiency [3, 4]. 
CRN consists of primary users (PUs) and secondary users 
(SUs). SUs are allowed to use the spectrum of PUs to send 
their data while guaranteeing the performance of the PUs [5]. 
PUs share their spectrum in two ways: Overlay spectrum 
sharing and Underlay spectrum sharing. In the Overlay 
spectrum sharing, SUs can use the spectrum without PUs. In 
the Underlay spectrum sharing, SUs can simultaneously use 
the spectrum with PUs. Thus, interferences appear in all 
receivers. In this situation, the transmitted power of SUs 
should be controlled because of decreasing the interference 
in PU’s receiver and guaranteeing their performance [6, 7]. 
Thus, improving the rate of secondary users by considering 
the quality of service (QoS) of PUs is one of the spectrum 
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sharing challenges [8]. 
The CRN is an interference network so, cancellation of all 

interference is necessary. Interference alignment (IA) is one 
of the interference cancellation methods that has attracted 
enormous interest recently. The best definition of IA is 
aligning all interference in one subspace to increase free 
interference dimensions for the desired signal [9, 10]. IA 
provides a convenient transmission without any interference. 
The received SINR of PU is decreased compared to the 
situation without SUs and IA technique so, the QoS of PU is 
decreased [11]. Therefore using the relays in CRN is one of 
the powerful ways to improve CRN performance [12, 13]. 
Furthermore, power allocation is another effective approach 
to cope with this challenge [38]. 

In addition to the CRN, cooperative networks (relays) 
have also presented to overcome challenges such as the 
shortage of spectrum resources, higher QoS demands for 
users, and lower power consumption for transmission. A 
cooperative network in telecommunication systems 
increases network coverage and counteracts the effect of 
path loss. With a given power consumption, relay networks 
achieve higher capacity than networks without relays. [14, 
15]. Therefore, relays help to save power. This feature 
improves the energy efficiency of the network. Accordingly, 
in a cognitive radio network, relays help to save more power 
to serve SUs [16-19]. Relays are divided into two groups, 
namely full-duplex and half-duplex relays. Two time-
frequency resources are required in the end-to-end 
transmission between the source and destination with the 
help of half-duplex (HD) relays [20]. But in full-duplex (FD) 
relays transmission, one time-frequency resource is required. 
In other words, FD relays send and receive simultaneously 
in the same bandwidth. Accordingly, the required resources 
(bandwidth and time) are reduced to half also spectral 
efficiency is increased compared to HD relays. The main 
challenge of the FD relays is the interference from the 
transmitter side of the relay to the own receiver, which is 
known as self-interference (SI). Much research has been 
done to eliminate this interference, but it is not eliminated in 
practice [21, 22]. The receiver and transmitter of the relay 
are in the same device. As a result, self-interference from 
receiver to own receiver is strong. Hence, management and 
cancellation of self-interference are complex [22]. 

Authors in [23] proposed a successive relaying (SR) 
scheme that performs as the full-duplex relay. SR scheme 
consists of a source, a destination, and two relays in each

Semnan University, Semnan, Iran.  
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time slot, one of them is in transmit mode, and the other one 
is in receive mode. The receiver relay receives a new data 
frame from the source while the other forwards the previous 
data frame to the destination. Then, in the next time slot, 
relays change their mode. All the transmissions are 
simultaneously and have the same bandwidth; therefore, the 
receiver relay receives interference from the transmitter 
relay. This interference is called inter relay interference (IRI) 
[24]. 

In successive relay performance, the distance between the 
relays is more than the distance between transmitter and 
receiver of the FD relay, so IRI is weaker than SI. If the 
relays are far apart, the intensity of the IRI is very low and 
can be ignored. Furthermore, if relays are close to each other, 
IRI is strong; hence it can be decoded entirely and removed 
from the received signal in the receiver relay [25]. Besides, 
according to the complexity and cost of implementing SI 
cancellation in FD relays [24] and utilizing the present 
devices, SR can be effective, and thus some researchers are 
interested [26-29]. Therefore, the SR technique and power 
allocation in CRN are effective. In the following subsection, 
we express some research in this field. 

Related Works: 

The combination of SR and CRN (cooperative CRN) 
creates different system models that improve spectral 
efficiency and decrease the transmitted power. Additionally, 
an appropriate power allocation enhances the performance 
of this network [30-33]. In [30], spectrum sharing is done 
with the help of SR. Then, the transmission rate is 
maximized. In this paper, there are two Sus and one PU, 
where transmitters of the SUs operate as relays for PU in the 
SR technique. Authors in [31] proposed a network that the 
two relays of the SR method act as SU transceivers while 
serving as relays for PU. This paper uses the IRI between the 
two relays to transmit the SU data. Then, two optimization 
problems are formulated to minimize the BER and maximize 
the average achievable rate. Also, [32] proposed a hybrid 
satellite system with the help of the SR technique and then 
maximized the system’s capacity. In [33], there are two 
secondary and one primary network. The secondary 
networks consist of a base station and many users. Base 
stations of secondary networks act as the relays for PU by 
SR. Then, by maximizing the rate of secondary networks, 
design the beamforming matrix. 

Our Works: 

In this paper, we propose an underlay spectrum sharing 
CRN that utilizes the SR technique in the PU to improve the 
QoS of PU while increasing the rate of SUs. Utilizing the SR 
technique in PU to save more power for SUs has not been 
proposed previously. Besides, we apply the power allocation 
technique to optimize the network’s performance. In the SR 
technique, we need to manage the IRI. Some analyses of IRI 
partial or full cancellation [34, 35]. This paper applies IA to 
eliminate all interferences in CRN and IRI. One of our new 
works in this paper is adopting the IA method to manage IRI.  
 Spectral efficiency and energy efficiency (EE) are 
significant parameters in green communication [36]. 
Therefore, the main goal of this paper is spectral and energy 
efficiency optimization of the network with considering QoS 
of PU. Our investigations for spectral efficiency and energy 
efficiency are as follows: 

 In CRN, the quality of service of PU should be 
guaranteed. Therefore, we first obtain the 

minimum transmitted power to satisfy the QoS 
of PU. We apply an appropriate approximation 
in our equations for Simplification. 

 Next, we propose a power allocation for 
maximizing the sum rate of SUs while 
guaranteeing the QoS of the PU. Then, we obtain 
the closed-form solution for the problem. 

 Also, we propose a power allocation problem to 
maximize the energy efficiency of the network. 
Because of the complexity of the problem, we 
solve it in two steps. Therefore, the final solution 
is expressed as an algorithm. In this algorithm, 
the QoS of PU is considered.  

The proposed optimization problems in this work have 
not been solved previously. Because of the appropriate 
approximation, the closed-form results are easily obtained.  
    This paper is organized as follows: In Section 2, the 
proposed system model, the SR scheme, the cognitive radio 
network, and the IA method are described. In Section 3, two 
power allocation algorithms optimize the network’s sum rate 
of Sus and EE. Then in Section 4, the results are simulated, 
and section 5 is the paper’s conclusion. 

Notation: dI  represents the d d identity matrix. †
A  and 

| A | are the Hermitian transpose and the determinant of 

matrix A, respectively. a is the ℓ2-norm of vector a. |a| is 

the absolute value of complex number a. M N is the space 
of complex M × N matrices. CN(a, A) is the complex 
Gaussian distribution with mean a and covariance matrix A. 

Ⅱ. SYSTEM MODEL 
As shown in Fig. 1, the proposed system model in this 

paper is a cognitive radio network including K users. One of 
them is a PU, and K-1 of them are SUs. PU consists of one 
source, one destination, and two half-duplex amplify and 
forward (AF) relays that act as SR techniques. Each SU 
consists of one transmitter and one receiver. They use the PU 
spectrum for transmission. Therefore, we have an 
interference network (IRI and inter-users interference). We 
apply the IA technique to eliminate interferences of this 
network. Therefore, we have to consider that all nodes are 
multi-antennas. 

 

 
 
Fig. 1. IA-based CRN Model with 1 SR PU and K-1 SUs in Odd TS 
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In this section, we will describe the performance of the 
SR technique and the IA-based CRN model with SR PU. 
Then, the QoS requirement of the PU will be analyzed.  

A. Successive Relaying Technique 
As shown in Fig. 1, PU utilizes the SR technique. Relays 

in PU are shown as R1 and R2 in the figure. The SR 
performance for different time slots is as follows. 

Here, the primary user sends L (L is even) messages from 
the source to the destination. 

First Time Slot: 

The source sends the first message to the R1 (relay in 
receive mode). R2 doesn’t have any message to send in this 
time slot, so it’s off. 

Second-time Slot (Even Time Slots): 

R2 is in receive mode during this time slot, and R1 is in 
transmit mode. Source and R1 send their massages 
simultaneously. Source sends a new message (second 
massage) to R2. Then, R1 amplifies the received message in 
the previous time slot (first massage) and then sends it to the 
destination. All transmissions are carried out at the same 
frequency. Thus, R2 receives interference from the R1. This 
Interference is known as inter relay interference (IRI). 

Third Time Slot (Odd Time Slots): 

R1 is in receive mode during this time slot, and R2 is in 
transmit mode. Source sends a new message (third massage) 
to the R1. R2 amplifies the received message in the previous 
time slot (second massage) and then transmits it to the 
destination. Thus, R1 receives interference from the R2 (red 
dotted line in Fig. 1). 

This process continues until the L+1th time slot. 
L+1th Time Slot (Last Time Slot): 

During this time slot, R2 sends the last message (the 
message received by R2 in the Lth time slot) to the 
destination, but the source doesn’t have any message to send. 

According to this description, L messages are sent in L + 
1time slots. This scheme act as a full-duplex relay for a large 
number of L. Thus spectral efficiency is recovered compared 
to HD relays. In this paper, the first and the last time slots 
aren’t considered, and the focus is on the even and odd time 
slot. 

B. The Proposed Cognitive Radio Network  
Cognitive radio is a network that PU shares its spectrum with 
the Sus. Hence, all the transmissions are at the same time and 
frequency. Thus, we have an interference network, 
especially when the PU utilizes the SR technique. Here, we 
use some antennas in all nodes to manage the interference. 
Accordingly, we propose a new cognitive radio network as 
below:  
There are K users (one primary user and K-1 secondary user), 
and all nodes are multi-antennas. All transmitters have N 
antennas, and receivers have M antennas. The relays have M 
antennas in receive mode, and they use N of M antennas 
when they’re in transmit mode. We don’t consider antenna 
selection in this paper. 
Here, the channel coefficients are uncorrelated quasi-static 
flat fading [37]. The proposed network is expressed only in 
a one-time slot (odd time slot) due to the statistical similarity 
of the channel coefficients.  
As shown in Fig. 1, 11

N MH and 22
N MH denote 

source-R1 and R1-destination channel coefficients. Further, 

1 1
N M

k k


  H determines the channel coefficient from 

K+1th SU’s transmitter to its receiver (  2,...,k K ). The 
interference channel coefficients of this network are shown 
in Table 1: 

TABLE I 

INTERFERENCE CHANNELS 

Channel Coefficients Channels 

 
Channel between R1 and R2 

 

The channel between kth 

SU’s transmitter and R1 

 

Channel between R2 and kth 

SU’s receiver 

 

The channel between kth 

SU’s transmitter and PU’s 

destination 

 

Channel between jth 

transmitter and kth Receiver of 

SUs 

 
Where  2,...,k j K  . Each of the coefficients entities is 
independent and identically distributed (i.i.d.), following 
CN  (0, 1). 

In this paper, the channel state information is entirely 
known in all nodes. Therefore, the linear IA technique 
eliminates all interferences (CRN and IRI). 

In the n-1th time slot, the received signal at the Relay 
(R2), including d data streams, and the received signal at the 
PU’s destination can be expressed as (1) and (2), 
respectively. 

[ ] †[1] [1]
11

[ ] †[1] [2]
21

[ ] †[1] [ 1]
1 1

2

†[1]

( 1)

( 1) ( 1) ( 1) ( 1)

( 1) ( 1) ( 1)

( 1) ( 1) ( 1)

( 1) ( 1)

R

S
t S

R
t R

K
k k

t k k
k

R

n

p n n n n

p n n n

p n n n

n n






 

   

    

  

  



y

U H V x

U H V x

U H V x

U z

 
(1) 

[ ] †[2] [2]
22

[ ] †[2] [ 1]
1 2

2

[2]

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( )

R
D t R

K
k k

t k k
k

D

n p n n n n

p n n n n

n n






 





y U H V x

U H V x

U z

 (2) 

Where ( )R nx  is the amplified form of the received signal at 
the relay (R2) in the previous time slot 
( ( ) ( 1)R Rn n x y ). In time slot n, the received signal at 
the kth SU’s receiver can be denoted as: 

[ ] †[ 1] [ 1]
1 1

[ ] †[ 1] [2]
1 1

[ ] †[ 1] [ 1]
1 1

2

†[ 1]

( ) ( ) ( ) ( )

( ) ( )

( ) ( )

( ) ( ); 2,...,

k k k
k t k k k

R k
t k R

K
k k j

t k j j
j
j k

k
k

n p n n n

p n n

p n n

n n k K

 
 




 
 












 



y U H V x

U H V x

U H V x

U z
 

(3) 

21
N MH

1 1
N M

k



H

1 2
N M

k



H

2 1
N M

k



H

1 1
N M

k j


 
H
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Where,  [ ] [ ], , 1,..., 1r r r K U V  are the unitary M d  
interference suppression matrix in receivers and N d  
precoding matrix in transmitters, respectively.  

  2,..., , ,,a a k K S R x includes d data streams of the 
SU’s transmitter, the relay, and source of PU with the power 

of 2 [ ]a
a tp  

 
xE .   1 2,..., , ,,N

b k K d Rb
 z is an 

additive white Gaussian noise (AWGN) vector with 
distribution CN(0, 2

N I ) at the kth receiver, where 2  is 
the noise power at each antenna receiver’s antenna.  

When channel state information is available in all nodes, 
the interferences (inter-users interference and IRI) can be 
eliminated if the following conditions are met: 

†[ ] [ ]Rank[ ] ; 1,..., 1r r
r r d r K  U H V  (4) 

 (5) 

Therefore, desired signals are received among the full 
rank channel †[ ] [ ]r r d d

r r r
 U H V H . Also, we assume 

that the minimizing interference leakage (MinIL) Algorithm 
(39) is adopted to calculate the solutions of IA. Hence the 
received signals in (1), (2), and (3) can be rewritten as: 

[ ]
1( 1) s

tR S Rn p  y H x z  (6) 

[ ]
2( ) R

tD R Dn p y H x z  (7) 

[ ]
1( ) ( ); 2,...,k

k t k k kn p n k K y H x z  (8) 

Where [ ]r
a az U z   is AWGN with CN (0, 2

d I ) 
distribution.   

Since this paper mainly concentrates on power allocation 
and doesn’t consider the degrees of freedom, the transmitter 
sends one data stream (d = 1). Hence, the number of users 
can be present in this network should follow: 

2K M N    (9) 
When conditions (4) and (5) are met, the IA technique 

eliminates interferences. Due to d = 1, the signals are 
received among the full rank channel

†[ ] [ ] 1 1r r
r r r rh   u H v H . Consequently, the amplifying 

factor at the relay and the signal to noise ratio (SNR) of the 
PU and SUs can be obtained as (10), (11), and (12), 
respectively: 

2 [ ] 2 2
1

1 1

| ( 1) | | |S
R ty n p h




 
 

    (10) 

[ ] [ ] 2 2
[1] 2 1

[ ] 2 2 [ ] 2 2 4
2 1

| | | |
| | | |

R S
t t RD SR

R S
t RD t SR

p p h h d d
SNR

p h d p h d

 

 
  

 

 


 
     

(11) 

2 [ ]
[ ] 1

2

| |
, 2,...,

k
k k tkh P

SNR
d

k K








   (12) 

Where ,RD SRd d are the distances between relay-

destination and source-relay, respectively. kd is the distance  
between the transmitter and receiver of the kth user and 

 is the channel attenuation factor. †[ ] [ ]r r
r r rh  u H v where 

r rH is i.i.d with CN (0, 1) distribution. ,u v are the unitary 
vectors that they’re independent of r rH . Therefore, rh  is 

i.i.d with CN (0, 1) distribution, too [38, Appendix E]. 

C. Primary User’s Quality of Service  
In an underlay spectrum sharing CR network, SUs cannot 

be present unless the interferences from SUs don’t decrease 
the PU’s performance. Consequently, the power of noise and 
interference in the primary user must be low. If IA is applied, 
interferences can all be eliminated. Therefore, IA can 
provide a convenient spectrum sharing, which the 
interference need not be considered any longer. But, the 
SINR of PU is reduced compared to MIMO PU without IA 
and SUs [11], and it doesn’t guarantee the QoS of PU. A 
threshold rate for the PU () is defined to satisfy QoS to tackle 
this challenge. Accordingly, the minimum required 
transmitted power of the PU should follow: 

 [1][1]
2log 1thR SNR   (13) 

In the IA-based CR network, the SUs should try to satisfy 
the QoS requirement of the PU defined in (13) unless they 
will not be allowed to access the licensed spectrum. 

Ш. POWER ALLOCATION ALGORITHMS IN THE COGNITIVE 
RADIO NETWORK 

In most previous works in this field, equal transmitted 
power is allocated to each user. However, this may not be an 
appropriate power allocation. In this section, an optimum 
power allocation among users is applied, under the condition 
that the sum transmitted power of the users should be lower 
than maxp . 

Here, the minimum transmitted power of the PU (power 
of the source and the relay) to guarantee the threshold rate is 
first presented. Then two power allocation algorithms are 
proposed. 

A. Minimal Power of PU to Guarantee its QoS 
Requirement  

In the proposed network, when the PA among users is 
considered, the threshold rate of the PU should be satisfied. 
In this section, the minimum required transmitted power of 
the relay and the source are obtained to ensure the PU’s QoS. 
We assume the power of the source and relay are equal 
( [ ] [ ] [1]S R

t t tp p p  ). Then, the minimum required power for 
the relay and source are obtained as (14) while solving (13). 

[1] [1] [1]

[ ] [ ] [1]

2 2 2 2 2 2 2 2
2 1 2 1 2 12

_min 2 2
2 1

((2 1)(| | | | )) (2 1) (| | | | ) 4(2 1) | | | |
2 | | | |

th th th

S R
t t t

R R R
RD RD RDSR SR SR

t
RD SR

p p p

h d h d h d h d h h d d
p

h h d d

     

 


     

 

  

      


 
(14) 

†[ ] [ ] 0 ; ; , 1,..., 1r t
r t r t t r K    U H V
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      In this paper, the power allocation algorithms mainly 
depend on two constraints. The first constraint is the 
maximum sum of transmitted powers. The second one is the 
minimal required transmitted power of the relay and the 
source. According to these constraints, two cases are 
introduced to assign the power to the PU and SUs. Thus [1]

tp  
follows (15). 

[1] max
_ min max

max
_ min _ min max

[1]

; 22

; 22

t t

t tt

pp If p p

pp p If p p


 


   


 

 
 

(15) 

According to (15), the cases are explained as follows: 
_ min max2 tp p : It means the PU’s power requirement 

cannot be satisfied. Therefore, the maximum power ( maxp ) 
is allocated to the PU’s relay and source to increase the rate. 
In this case, SUs cannot use the PU’s spectrum, and they’re 
off.  

_ min max2 tp p : It means the minimum required 

transmitted power of the source, relay, and then [1]
thR can be 

satisfied. Therefore, according to the power allocation, the 
transmitted power of the source and the transmitted power 

of the relay is in max
2_ min , p

tp   range. In this case, PU and 
probably SUs are active. The SUs should be off if there is no 
power to allocate them ( _ min max2 tp p ). 

B. Power Allocation Algorithm for Maximizing SU’s 
Sum Rate 

 In the spectrum trading-based CRN, the income of PUs 
is proportional to the sum rate of SUs they provided. 
Besides, when multiple PUs sell spectrum to multiple SUs, 
SUs can adapt their behavior by observing the variations in 
price and quality of spectrum offered by these PUs [38]. In 
this section, the sum rate of the SUs is maximized while 
considering the PU’s [1]

thR constraint. As a result, a power 
allocation algorithm is proposed as follows: 

If min max2 tp p  the required transmitted power of the 
source and the relay ( _ mintp ) is assigned to them. Next, the 
residual power is allocated to SUs to maximize their sum rate 
or spectral efficiency. The power allocation problem is 
denoted as: 

 

(16)                            

 which is similar to the PA problem in multiple parallel 
channels. Therefore, the water-filling PA method is 
exploited, and the closed-form solution for the optimal 
transmitted power of the SUs is obtained as (17). 

 

 
(17) 

Where, max( ,0)x x  and  should satisfy (18). 

 
(18) 

The closed-form solution of (15) that is expressed as (17) 
and (18) is easy to obtain. Hence, the computational 
complexity of the proposed algorithm (Algorithm 1) is 
reduced. 

C.   Power Allocation Algorithm for Maximizing EE of 
Network 

In the future, since the number of devices is increased, 
energy management is critical to prevent economic and 
environmental problems. Power allocation is one of the 
effective ways to increase EE. The EE of the network can be 
defined as the transmitted information per unit frequency per 
Joule energy consumption (bits/Hz/Joule). 

This section studies the EE of the CRN using the SR PU. 
Here, we want to show that the EE of the proposed network 
is increased, although relays add extra circuit power in each 
time slot. We propose a power allocation problem to 
maximize the EE. The problem is denoted as (19). 

 Where ,ct crp p is the circuit power of the transmitters and 
the receivers (the source and the relay in transmit mode is 
also included).  

Problem (19) is complex because it’s concave-convex 
fractional programming [40]. When min max2 tp p   (19) has 
an optimal solution. Part 1 and part 2 are first provided to 
obtain the closed-form solution of (19).  
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(19) 

Algorithm 1  (SRPA) 

1: _ mintp  is calculated according to (14). 
2: if _ min max2 tp p , then 

3:    [1]
_ min.t tp p  

4:   max _ min2 tp p  is allocated to SUs by (17) and (18) 
5: else 
6:    Allocate maxp to the PU.      
7:    SUs are switched into sleep mode. 
8: end if 
9: Transmission for duration T with the power allocated. 
10: The time slot ends. 
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 Part 1: 

 If the summation of the user’s transmitted power is equal 

to maxp ( [1] [ ]
max

2
2

K
k

t t
k

pp p


  ), the fraction’s denominator 

in (19) is constant. Therefore, we can optimize the fraction’s 
numerator instead of the total fraction. The denominator 

[1]SNR in (19) includes the optimization parameter, and it’s 
difficult to obtain the closed-form solution. To simplify the 
problem, an appropriate approximation is utilized in the 
form of [1]SNR as follows. 

 We can divide the numerator and denominator of [1]SNR
into [1]

tp . Since [ ] [ ] [1]R S
t t tp p p  we can rewrite [1]SNR as 

(20). 

 

 
(20) 

In 4 [1]
tp , [1]

tp is approximated by mintp  , so we can 
represent [1] [1]

tSNR p   that  is expressed as 

2 2
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4
2 22 2

2 1
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h h d d

h d h d
p
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 



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


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(21) 

 

Accordingly, the EE problem is rewritten as (22). 

 

 
 
 

(22)     

The closed-form solution of (22) is calculated as (23). 

 

 
 

(23) 

where  should be satisfied 
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(24) 
 
 

And ̂ is denoted as 

 
(25) 

Proof: See Appendix A 

In part1, When [1] [ ]
max

2

2
K

k
t t

k

pp p


  the solution of (19) 

is different from the solution of (16). This is because in (16), 
the transmitted power of relay and source is _ mintp while it 
can be more than _ mintp  in (19).  

When SNR is low, [1] [ ]
max

2

2
K

k
t t

k

pp p


  it can be 

satisfied after optimization (16). Thus, part1 can be 
appropriate to obtain the optimum solution. However, when 

SNR becomes higher, [1] [ ]

2

2
K

k
t t

k

pp


  it can be smaller than

maxp to maximize the network’s EE. Thus, the water-filling 
strategy is not suitable. We will obtain the optimal solution 
of (19) by fractional programming as in part 2 and theorem 
1. 

Part 2: 

In this part, we solve problem (19) by the fractional 
programming method [40]. Accordingly, we should 
optimize (26) instead of (19). 
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In (26), we consider [1] [1]
tSNR p  like part 1. The 

optimum solution of (26) is obtained as (28) by KKT 

conditions. But [1] [ ]
max
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k
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  constraint is still 

present.  
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 The optimum is obtained by substituting (27) in (26) and 
solving the equation. When *[ ]k
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1 1
2 ln 2 

 the equation   0f   is difficult to solve and

* can be calculated as (28). When the sum of all *[ ]k
tp  is 0, 

and *[1]
_ mint tp p  in (27),   0f   it is easier to solve. 

 
Theorem 1: 

In the end, we should apply the constraint 

[1] [ ]
max

2

2
K

k
t t

k

pp p


  ; therefore, according to part 1 and 

part 2, the closed-form solution of (19) can be discussed as: 

1. If [1] [ ]
max

2

2
K

k
t t

k

pp p
 



  , the closed-form solution 

of (19) can be defined as (28) because the constraint 
is always satisfied.  

2. If [1] [ ]
max max_ min

2

2 , 2
K

k
t t t

k

pp p p p
 



   , the 

Closed-form solution of (19) can be defined as (22). 
3. If max_ min2 tp p , all of the constraints in (19) 

cannot be satisfied simultaneously thus, the problem 
doesn’t have any solutions. In this case, the total 
power is allocated to the source and relay of the PU.  

The maximizing EE power allocation problem is 
represented as Algorithm 2. 

IV.  SIMULATION 
In this section, the results are illustrated. Each transmitter 

sends 1 data stream to its corresponding receiver. The 
Rayleigh block fading is adopted, and the perfect CSI is 
available at all nodes. The distance between the nodes is 
defined as 0.5, 1RD SR SD kd d d d    except in Fig.2) and 
the attenuation factor is 6.  

Here, we will show the performance of the SR technique 
in the PU and the result of the proposed power allocations 
algorithms. We used the following conventions to label the 
curves in the plots: SRPU indicates the successive relay 
primary user. In Half-duplex mode, the PU uses just one 
half-duplex relay. Simple PU implies the primary user with 
only one transmitter and receiver (without relay). EEPA 
denotes the optimum power allocation for maximizing the 
EE of the network. SRPA and Eq PA indicate the optimum 
power allocation for maximizing the sum rate of SUs and the 
equal power allocation considering the PU’s QoS, 
respectively. 

At first, we want to show the effect of the SR technique 
in PU in the absence of the SUs when IRI still exists and all 
nodes have a single antenna. According to the previous 
sentence, (1) and (2), the SINR in the destination can be 
obtained as (29). 

Where 12h and 
1 2R Rd are the IRI channel coefficient and 

the distance between the relays, respectively. We also 
consider  as an IRI suppression coefficient (by any means) 
to show the changes by IRI values. Thus, we plot Fig. 2. 

We assume that 
1 1

[ ] [ ] 1, ,
2

s r
t t SR R Dp p d d    

1 2
1R Rd 

and 1SDd  . In Fig. 2, the rate of the PU is plotted according 
to (29) for various  . 0  indicates that IRI entirely exists, 

0.9  means 0.9 of IRI is eliminated and 1  means IRI 
is wholly eliminated.   

 
Fig. 2. Rate of PU in Half-duplex Mode, Simple PU, and SRPU for 
Various   

Also, the rate of the PU in simple PU and Half-duplex 
mode is plotted. We can see that rate of the PU is upper than 
Half-duplex mode and Simple PU even when IRI is 
completely existed (in low average SNR). Moreover, the rate 

is more increased when IRI suppression is employed. Thus, 
it’s better to utilize the IA technique to eliminate the IRI, 
especially when SUs are present. 

In Fig. 3, we compare the minimum required transmitted 
power of the PU to satisfy its Qos in SRPU and Simple PU. 
We assume and  compare their PU’s minimum required 
transmitted power and their rates in both cases. 2

_ min2 tp 

is plotted by considering (15) for the SRPU while 2
_ mintp   

( _ mintp is obtained in [38]) is plotted for the Simple PU. In 
both cases, the minimum required transmitted power varies 
dramatically over 200 time slots to guarantee the threshold 
rate of the PU ( [1]

thR  ). As shown in Fig.3b [1]
thR  is achieved 

in both cases, but, as shown in Fig.3a in the SRPU, lower 
power is required ( _ min2 tp ) compared to the Simple PU. In 
the SRPU, the minimum required power is lower than maxp
most time slots. Thus, the SUs can use the PU’s spectrum in 
most time slots. As shown in Fig. 3a, the largest value of

_ mintp is 1000 times more than its smallest value. 
 Consequently, if equal transmitted power is allocated to 

the users, the transmitted power of the PU may be much 
greater than its required power. 

Algorithm 2 (EEPA) 
1: _ mintp is calculated according to (14). 
2: if max_ min2 tp p , then 
3:      Solve the EE power allocation problem in (19)         

through fractional programming according to theorem 1.    
4: else 
5:    Allocate maxp to the PU.      
6:    SUs are switched into sleep mode. 
7: end if 
8: Transmission for duration T with the power 

allocated. 
9: The time slot ends. 
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 The opposite of this situation may also happen when the 

power of the PU is smaller than its required power. 
Therefore, both cases decrease the performance of the SUs 
and PU, respectively. Optimum power allocation can 
increase the performance of the SUs while guaranteeing the 
QoS of the PU.  

 

 
Fig. 3a.   Minimal Transmitted Power of the PU to Guarantee the PU’s 

QoS over 200 Time Slots 
 

 
Fig. 3b. Rate of the PU over 200 Time Slots with Threshold Rate 

[1] 5thR   bits/s/Hz 
 
In Fig. 4 and Fig. 5, we assume max 0.1p K w  and K=3. 
In Fig. 4, the effect of the SR technique in the sum rate of 

the SUs is shown. In the Simple PU, the minimum required 
transmitted power of the PU is more than or equal to the 
network’s total power in low SNR ( _ min maxtp p ), including 
0-5 dB. Thus, maxp is only allocated to the PU, then the SUs 
must be off. As shown in Fig. 4, the sum rate of the SUs is 
equal to zero. When the SR technique is employed in the PU, 
in most of the time slots, _ min2 tp is lower than maxp . 
Therefore, more power is allocated to the Sus and their sum-
rate increases. In high SNR, due to the excellent channel 
conditions, the required powers of the PU in the simple PU 
and SRPU are very low and almost equal. Thus the sum rates 
of SUs in both cases are equal. 

In Fig. 6 and Fig. 7, we assume that 0.05ct crp p W  . 

Fig. 6 shows the EE of the network for SRPU and Simple 
PU in various maxp . As shown in Fig. 6, by increasing maxp
the EE of the network is decreased because of the 
Logarithmic property. In poor channel conditions, maxp is all 
allocated to the users, so the EE of the network is low. The 
EE of the network becomes higher by the SR PU in low 
SNR. This is because the relay cooperates with the source 
for transmission, and lower power is required. For example, 
in constant maxp  and high SNR, SNR=30 dB, a little power 

maxp is allocated to the users. Accordingly, the total 
transmitted power of the users in both the SRPU and Simple 
PU is low and almost equal. Thus, the total circuit power 
consumption of the devices is determinative to compare the 
cases, especially in low maxp . Due to using the relay in the 
PU, the circuit power consumption is increased. So in this 
situation, Simple PU (not using relay) is better, and the EE 
is higher. As shown in Fig. 6, in higher maxp , the SR 
technique performs better in more regions of the SNR. 

 
Fig. 4. The Sum Rate of SUs in the SRPU and Simple PU 

 
Fig. 5 shows the performance of the proposed power 

allocation algorithm to maximize the sum rate of the SUs 
(Algorithm 1). The proposed power allocation improves the 
sum rate of SUs while satisfying the PU’s QoS. The PU’s 
QoS assurance is also considered in our simulation when 
equal power allocation is applied. 

 
Fig. 5. The Sum Rate of SUs in Opt SUPA and Eq PA for the SRPU 
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      Fig. 6. The EE of the Network in SRPU and Simple SR for Various maxp  

 
Fig. 7 shows the EE power allocation algorithm 

(algorithm 2) for max max1 , 0.4p W p W   K=2. As shown in 
the figure, the energy efficiency of the network is increased 
in high SNR. Also, in high, maxp the effect of power 
allocation is more than the lower one. In Fig. 7, we plot the 
EE power allocation problem (19) to indicate the result 
without approximation. 

Therefore, we can see that the closed-form solution 
(obtained with the approximation) equals the numerical 
result. As shown in the figure, the approximation is 
appropriate in high SNR. But in lower SNR, including 10 
dB, numerical and closed-form results are slightly different. 
If equal powers (PU’s QoS is also considered) are assigned 
to the users, maxp is all consumed in the network, and EE is 
reduced. 

 
Fig. 7. The EE of the Network in Eq PA, EEPA, and Numerical Power 

Allocation for SRPU 

 
In Fig. 8 and Fig. 9, we assume 7thR  max 1p W the 

number of users is 3, and the PU has employed the SR 
technique. In these figures, we plot the energy efficiency of 
the network and the sum rate of the SUs by two proposed 
algorithms. Fig. 8 indicates that the sum rate of Sus in the 
SUPA algorithm is upper than the sum rate of Sus in the 
EEPA algorithm. This is because the transmitted power of 
users has decreased to increase energy efficiency in EEPA. 

Accordingly, Fig. 9 shows that the energy efficiency of the 
network in the EEPA algorithm is upper than the energy 
efficiency of the network in the SUPA. But, the comparison 
of both figures shows that by serving the EEPA algorithm, 
we will significantly improve energy efficiency while 
ignoring the small amount of SU’s sum rate. 

 
Fig. 8. Sum Rate of SUs by EEPA and SUPA Algorithms 

 
Fig. 9. Energy Efficiency of the Network by EEPA and SUPA 

Algorithms 

V. Conclusions 
This paper proposes a cooperative cognitive radio 

network that the primary user utilizes the SR technique. The 
IA method has been adopted to eliminate the interference 
(IRI in the SR and CRN interference). Then, a threshold rate 
has been defined for the primary user to satisfy its QoS. 
Accordingly, we have obtained the minimum required 
transmitted power for the source and the relay to satisfy the 
QoS of the PU. We have proposed two power allocation 
problems to increase the secondary users’ sum rate and the 
network’s energy efficiency. We have derived the closed-
form solution for these problems. Next, we have expressed 
them as two algorithms. Finally, we have illustrated the 
obtained results. We have shown the improvement of the 
proposed network performance. Besides, we have shown 
that the SR technique in the PU has decreased the minimum 
transmitted power of PU. Consequently, the sum rate of 
secondary users and energy efficiency of the network has 
been increased. Also, we have proved that using the power 
allocations algorithms has improved the sum rate of 
secondary users and the energy efficiency of the network. 
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APPENDIX 

Proof: when [1] [ ]
max

2

2
K

k
t t

k

pp p


  we have  
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[1] [ ]

2 2

2 2 2c c c c
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p P P p cteP p P
 

       . 

We also define [1] [1]
_ minˆt t tp p p  so we can rewrite (19) as 

(22) and then (30).  
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(30) 
 

Where ̂ is expressed as (25). The optimization problem 
in (29) is similar to the power allocation problem in multiple 
parallel channels. As a result, the water-filling method can 
be leveraged to obtain the closed-form optimal solution. 

Thus, when [1] [ ]
max

2

2
K

k
t t

k

pp p


  the closed-form solution 

of (22) is denoted as (23) and should satisfy (24). 
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Abstract— One of the attractive candidates for improving the 
performance of tunnel transistors is cylindrical structures due to 
their impressive electrostatic control of the gate. But the on-state 
current of tunnel transistors is still very low compared to 
MOSFETs. An alternative is to use core-shell nanotubes rather 
than nanowires. In this article, we present a core-shell TFET 
nanotube based on a heterogeneous germanium/silicon structure. 
In our proposed structure, an N+ pocket is employed to enhance 
the on-state current. A possible manufacturing method is also 
proposed that is fully compatible with CMOS technology. The 
main parameters of this transistor are 97.85 μA / μm on-state 
current, Ion / Ioff ratio of 8.26×108, SSavg mV/dec 21.15, and fT of 
878.95 GHz. 
 
 

Index Terms—Tunnel FET, germanium-source, core-shell 
nanotube, heterojunction, on-state current. 

I. INTRODUCTION 
In recent years, MOSFET transistors have faced serious design 
and manufacturing challenges due to their short channel effects 
[1]. Lack of proper control over the source Fermi tail has 
restricted the subthreshold slope of these transistors. [2]. Due to 
the need of the semiconductor industry for a device with less 
power loss, different devices have been designed and proposed, 
in recent years [3]- [5]. One of the most important structures 
that do not pose a new challenge to manufacturing technology 
is Tunnel transistors due to their physical similarities to 
MOSFETs. The operating mechanism of these transistors, 
unlike MOSFETs, is to tunnel the carriers through the potential 
barrier. Like all semiconductor devices, they face challenges 
such as ambipolar conductivity and low on-state current [6], [7]. 
Different structures have been designed and proposed, to 
overcome these limitations [8] - [12]. Nanotube structures are 
one of the most interesting ideas to improve the performance of 
tunnel transistors [13]. 
In nanotubes, in addition to the shell gate, there is also a core 
gate which increases the electrostatic integrity of the gate and 
increases the intensity of the electric field at the tunneling 
junction. Musalgaonkar et al. presented a misaligned nanotube 
in which the shell gate overlaps with the source [14]. Apoorva 
et al. proposed dopingless nanotubes with high on-state current 
[15]. Hanna et al. Proposed germanium-based nanotubes with 
the on-state current of 18µA/µm at the VGS=1.0V [16]. In this 
paper, we present a new core-shell nanotube that uses an n+ 
pocket between source and channel. This  n+ pocket increases 
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the electric field and hence the band bending. This article 
consists of the following sections. In section II, we introduce 
the physics of structure, the manufacturing process, and the 
simulation method. In Section III, we assess the impact of 
different parameters on device performance. In section IV, we 
conclude the obtained results. 

II. DEVICE STRUCTURE, FABRICATION PROCESS, AND 
SIMULATION METHODOLOGY 

Fig.1 shows the cross-sectional (top) and cylindrical (bottom) 
shapes of the CSNT-TFET, respectively. As shown in the 
figure, our proposed device consists of core and shell gates that 
overlap the pocket and channel area. To increase the on-state 
current, germanium is used in the source area, which has better 
tunneling characteristics than silicon [17]. The work- function 
of the gate metal is 4.3eV. The contact radius of the core gate 
contact and the core gate are 5nm and 50nm, respectively. All 
other design parameters are listed in the Table I. 
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Fig. 1.  A cross-section(top) and cylindrical (bottom) shape of the proposed 

TFET structure (CSNT-TFET). 
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TABLE I 
Default Values of Proposed TFED Parameters 

Dimensions (nm) Doping concentrations (cm-3) 
Epi-layer length, LP 
Source region length, LS 
Channel region length, LC 
Drain region length, LD 
Channel thickness, TC,  

5 
30 
50 
30 
10 

n+ epi-layer, NE 
Source region, NS 
Drain region, ND 
Channel region, NC 

   41019  
2.51019     
31018 
11015 

 
The operation mechanism of our device is described as 

follows. As the gate voltage increases, the electrons in the 
source region tunnel into the channel (Fig. 2 (a)) and then, with 
the increase of drain current move toward the drain region of 
the transistor (Fig. 2(b)). 
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Fig. 2.  (a) Electron BTBT tunneling rate, and (b) electron current density 

contour maps at VGS = 0.5V and VDS = 0.5V. 
 

    Fig. (3) indicates the proposed CSNT-TFET manufacturing 
process. This process begins with the epitaxial growth of 
germanium in the active silicon region, followed by the growth 
of n-epi, channel and drain region 3(a). Silicon and germanium 
layers are selectively etched, then sacrificial oxide and a 
dielectric layer are deposited 3(b). Gate oxide and gate metal 
are deposited 3(c). Gate metal is selectively etched, and a layer 
of SiO2 and sacrificial oxide are deposited 3(d, e). The 
sacrificial layer is etched 3(f). A layer of dielectric is removed, 
the silicon region is etched, and a layer of gate oxide is 
deposited 3(g). Inner gate metal and a layer of SiO2 are 
deposited 3(h), and finally, source, gate, and drain contacts are 
connected 3(i). 
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Fig. 3.  Fabrication process flow for realizing proposed structure. 

    All simulations are performed with Silvaco ATLAS [18]. A 
dynamic non-local band-to-band tunneling model has been used 
for the proper calculation of the drain current. The generation-
recombination of carriers is modeled with the SRH model. The 
effect of parameters such as doping and temperature on carrier 
mobility is modeled by CVT. The BGN model is activated due 
to high doping in the source region. The quantum confinement 
model is not activated since the length of the pocket region is 
more than 4 nm [19]. The gate leakage current model is also not 
activated. 

III. SIMULATION RESULTS AND DISCUSSION 
Fig.4 indicates the effect of gate voltage on CSNT-TFET 

energy band diagrams. From the figure, it can be inferred that 
as the gate voltage increases, the bending of the band increases 
and we have a larger tunneling window for carriers to tunnel to 
the conduction band. 
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Fig. 4. Impact of gate voltage on the energy band diagram of CSNT-TFET. 

 
In Fig. 5 (a), (b) impact of gate voltage and drain voltage on 

the drain current of the transistor is assessed. Fig. 5(a) shows 
that with the increase of gate voltage from VGS=0.1V to 
VGS=0.5V, drain current increases from 4.46×10-3 µA to 33.8 
µA, which is mainly due to the reduction of band-to-band 
tunneling distance. Fig. 5(b) shows that increasing the drain 
voltage and, hence the increase of the density of states has a low 
impact on the drain current. It should also be noted that 
increasing the drain current does not affect the onset voltage of 
the transistor. 

One of the important parameters that have a significant 
impact on the transfer characteristics of tunneling field-effect 
transistors is source doping. As shown in Fig.6, with the 
increase of NS from 1×1019 to 2.5×1019, drain current reaches 
from 4.02×10-1 µA to 33.8 µA which is attributed to the 
increases of available carriers for tunneling to the conduction 
band of the channel. Moreover, with the increment of source 
doping, onset voltage decreases from VGS=0.08V to 
VGS=0.02V. 

One of the main drawbacks of tunneling field-effect 
transistors is traps in the semiconductor bandgap [20], which 
dramatically affect the off-state current in heavily doped p-n 
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junctions. Fig. 7(a) indicates the impact of the TAT model on 
the transfer characteristics of the CSNT-TFET. In the presence 
of TAT, the off-state current reaches from 5.9×10-12 µA to 
4.09×10-8 µA. As shown in the inset of Fig (7(a), with the 

increase of off-state current, the Ion/Ioff ratio decreases from 
5.72×1012 to 8.26×108. 

Another vital parameter that has a significant effect on the 
performance of tunneling field-effect transistors is temperature. 
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Fig.5.  (a) output characteristics for different gate voltages, (b) transfer 

characteristics for different drain voltages of CSNT-TFET. 
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Fig. 6.  Impact of NS doping density on the transfer characteristics of 

CSNT-TFET.  
 

 
Fig. 7(b) depicts that, with the increases of the temperature 

from 300ºK to 375ºK, off-state current with the three decades 
of current increment reaches 6.11×10-9 µA, which is mainly  
semiconductors. On the other hand, the on-state current has less 
sensitivity to the temperature since the tunneling equation has 
no direct relation to the temperature. 
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Fig. 7.  Impact of TAT (a) and temperature (b) on the transfer 

characteristics of the CSNT-TFET. 
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Fig. 8(a) shows the effect of gate work- function on CSNT-
TFET transmission characteristics. Selecting the appropriate 
gate work-function results in enough electric field flux at the 
tunneling junction, which decreases the onset voltage and 
increases the drain current. In this device, with increasing gate 
work- function from 4.3eV to 4.45eV, onset voltage increases 
from VGS = 0.02V to VGS = 0.17V. 

Fig. 8(b) shows the impact of gate work-function on the 
transconductance of CSNT-TFET. Transconductance is given 
by 𝑔𝑚 = 𝜕𝐼𝐷/𝜕𝑉𝐺𝑆 and, it is clear that lower gate work-function 
leads to a higher transconductance which is due to the impact 
of lower gate work-function on the decrement of the onset 
voltage (the gate voltage at which BTBT starts). 
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Fig. 9.  Impact of the gate workfunction on (a) parasitic capacitance, (b) 
cut-off frequency, and (c) gain-bandwidth product of CSNT-TFET. 

Fig. 9(a) examines the effect of gate work- function on     
CSNT-TFET parasitic capacitances. These parasitic 
capacitances have a great effect on the speed of the transistor, 
so it is better to design a device with fewer parasitic 
capacitances. Parasitic capacitance is composed of two main 
components: gate-to-source capacitance (CGS) and gate-to-drain 
capacitance (CGD). 

From Fig. 9(a), it can be inferred that lower gate work-
function leads to a higher CGS and CGD. This is because the 
lower gate work-function leads to a sharper band diagram at the 
tunneling junction, so we have more charge carriers on the 
source side of the transistor that results in higher CGS. Then 
these charge carriers move toward the drain side of the 
transistor so, CGD also increases. 

The cut-off frequency and gain-bandwidth product are two 
crucial parameters of field-effect transistors. Cut-off frequency 
and gain-bandwidth product are defined by fT = 
gm/2π(CGD+CGS) and GBW = gm/2π(10CGD) respectively. From 
Fig. 9(b) and 9(c), it can be concluded that lower gate work 
function leads to a higher fT and GBW. Thus we can understand 
that transconductance is the predominant component of 
parasitic capacitances. It should be mentioned that we have 
peak fT and GBW of 878.95 GHz and 79.61 GHz for wf=4.35 
eV. 

In Table Ⅱ and Table Ш, we compare the DC and AC/RF 
performance of our device with some similar structures. From 
tabs, 2 It can be inferred that our proposed device performs well 
at low voltage, and Ion/Ioff has a reasonable value even in the 
presence of TAT. Table Ш also indicates that CSNT-TFET has 
a superior AC/RF performance concerning the other works. 
 

TABLE Ⅱ 
Performance Comparison of Different TFET Architectures 

Ref 
SSmin 

(mV/dec) 
SSavg 

(mV/dec) 
Ion/Ioff Ion 

(µA/µm) 
VBias 
(V) 

[13] ~18 - 1010 ~0.01 1.0 
[14] ~5 51 1.6×108 1.38 0.3 
[15] - 31.38 8.46×1011 16.9 1.0 
[16] 34 - 106 18 1.0 
[21] 10 32.01 3.92×107 52.19 0.5 

[This 
work] 

2 21.15 8.26×108 

(TAT 
included) 

97.85 0.5 

 
TABLE Ш 

       Comparison of Analog/RF Performance Of Different TFETS 

Ref 
VBias 
(V) 

gm 
(mS) 

fT 
 (GHz) 

GBW 
(GHz) 

[21] 0.5 0.118 50.4 41.18 
[22] 0.7 0.16 89.31 25.84 
[23] 0.6 300 ~75 ~10 
[24] 0.5 0.75 97.6 - 
[25] 1.0 0.005 45 7.0 
[26] 1.4 0.45 70 8.0 

This Work 0.5 0.166 878.95 79.61 

IV. CONCLUSION 
In this article, we propose a CSNT-TFET that uses an n+ pocket 
between the source and channel regions. Using this  n+ pocket 
along with the heterojunction improves the performance of the 
device and makes it a suitable candidate for low-power 
applications. We also showed that our proposed structure is 
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fully compatible with CMOS technology. All numerical 
simulations have been performed with the Silvaco Atlas, and 
the effect of nonidealities such as traps has been investigated 
for a fair comparison. Among the main parameters of the 
device, we can mention to Ion=97.85 µA/µm, SSavg=21.15 
mV/dec. 
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 
Abstract— Prostate cancer is one of the most common cancers in 
men. Prostate-Specific Antigen (PSA) is an important biomarker 
in the diagnosis of prostate cancer. In the present paper, an Ion-
Sensitive Field-Effect Transistor (ISFET) is introduced, 
employing microfluidic technology to detect PSA antigens 
efficiently. PSA antigen is our analyte in this sensor. Due to the 
PSA antigen's acidity and sensor sensitivity to the hydrogen ions 
and pH index, absorbing the hydrogen ion by the OH receptor on 
the sensor surface modulates the drive current and the device's 
threshold voltage. The electroosmotic flow is induced inside the 
microchannel by applying a voltage to the electrodes on the walls 
of the microchannel. Consequently, turbulence in the fluid flow in 
the channel has occurred that effectively moves the intended 
analytes toward the sensor surface. The biosensor performance is 
investigated by the simulations carried on in COMSOL. Our 
simulation results indicate that the proposed structure facilitates 
rapid detection and measurement of PSA concentration. 

 
Index Terms— ISFET, Prostate-Specific Antigen, Microfluidic, 
Electro-kinetics, Electroosmotic, Biosensor.  

I.  INTRODUCTION 
     owadays, biosensors are used in various applications such  
     as the pharmaceutical industry, chemical industry, food 
industry, medical diagnosis, environmental monitoring, and 

production of health products to identify different biological 
molecules. The most common use of biosensors is in medical 
diagnoses and laboratory sciences. Significant improvements 
have been reported in silicon-based biosensors, including 
optical and field-effect transistor-based biosensors (ISFETs) 
[1]. Biological analysis of humans is an important technique for 
health monitoring. The values of the chemical parameters like 
pH, pNa, glucose, potassium, and calcium, along with the 
physical data of activity, body temperature, and the heartbeat, 
can effectively indicate someone's health condition. In addition, 
ISFET sensors are used to analyze human body sweat and 
plasma [2].  
   Ion-Sensitive Field-Effect Transistors (ISFETs) and 
Extended-Gate Field-Effect Transistors (EGFETs) are the first 
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biosensors introduced. Employing biological materials as 
surface receptors, they exhibit more reliable detection of 
biological and chemical species [3]. One of the main 
advantages of the FET-based biosensors is their potential ability 
to be miniaturized while scaling other types of sensors (such as 
optical and surface acoustic wave sensors) has fundamental 
limitations. ISFET is a potentiometric sensor in which the field 
effect is created by the presence of electric charges at the 
electrolyte-insulator interface. ISFET-based biosensors are 
promising candidates for biological and chemical fluid analysis 
applications and laboratory diagnoses [4]. In addition to the 
ease of miniaturization, ISFETs can work at high temperatures 
[5]. Like MOSFET, ISFET is a three-terminal device. Still, in 
ISFET, the metal gate is replaced by an ion-sensitive 
membrane, electrolyte solution, and reference electrode, where 
the gate voltage is applied [6]. Although ISFETs exhibit high 
accuracy and fast response [7], they suffer from weak chemical 
stability [8].  
   ISFETs can measure the concentration of cancer biomarkers 
and detect cancer [9]. Cancer is a global health threat causing 
millions of deaths every year. The statistics reveal that prostate 
cancer is the world's second most common cancer in men [10]. 
Early detection of prostate cancer is of particular importance. 
One of the effective methods of diagnosing and treating this 
disease is its biomarker diagnosis. Currently, the best biomarker 
employed for this detection is a prostate-specific antigen (PSA) 
[11]. PSA is a protein made by prostate cells. Prostatic 
secretions are slightly acidic, with a pH of around 6.4. PSA is 
secreted by both healthy cells and prostate cancer cells. The 
normal level of PSA in human blood is about 4 ng/ml, but in 
patients with prostate cancer, this amount increases. Since 
about 30% of men with this type of cancer have PSA levels in 
the range of 4.1-9.9 ng/ml, accurately measuring PSA levels is 
critical [12]. 
   In the present study, an Ion-Sensitive Field-Effect Transistor 
(ISFET) based biosensor is simulated to measure PSA 
concentration. Microfluidic technology is employed to improve 
the efficiency of the sensor. In section 2, the ISFET theory is 
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introduced, and in section 3, the microfluidic and 
electroosmotic flow theory is explained. The simulation 
approach is presented in section 4, and the simulation results 
are presented and discussed in sections 5 and 6. Finally, section 
7 concludes the paper. 

Ⅱ. THE ISFET THEORY 
The ISFET operation is explained with the use of site-binding 
theory. To form the binding sites, the oxide layer surface is 
covered by hydroxyl groups (OH-), which can be positively or 
negatively charged by absorption of H+ or by losing H+, 
respectively, depending on the concentration of hydrogen ions 
in the electrolyte. Accordingly, the insulating surface is charged 
with surface charge density depending on the hydrogen ion 
concentration (pH) of a solution [13]. The PSA concentration 
can also be measured by absorbing hydrogen ions on the sensor 
surface covered by OH- [14]. An Ag electrode is employed as 
the reference electrode in sensor structure [15]. Fig.1 represents 
a three-dimensional scheme of the ISFET sensor in the 
COMSOL software framework. 

 
Fig1. Schematic 3D view of ISFET sensor. 
 
 When electrolyte enters between the reference electrode and 
the oxide layer, two potentials are induced at the reference 
electrode (Eref) and solution-oxide interface (named interfacial 
potential ψ0 + χsol), where ψ0 is the surface potential, which is a 
function of solution pH, and χsol is the surface dipole potential 
of solvent. The threshold voltage for ISFET is given by [16], 
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TH IS ref si f

ox

Q Q QV E
C

   
 

            (1) 

   where φsi is the semiconductor work function, Qox is the oxide 
charge, Qss is the semiconductor surface charge at the insulator-
semiconductor interface, QB is the depletion region charge, Cox 
is the oxide capacitance, and φf is the Fermi potential. The 
potential surface changes with the absorption of hydrogen ions 
on the oxide layer surface, consequently affecting the device's 
performance. The value of surface potential is determined by 
[17], 
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   Drain current of ISFET in the non-saturated region of 
operation may be expressed the same as that of MOSFET as,  
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   where μ is the mobility of electrons in the inverted channel 
for an n-channel transistor, Ci is the capacitance per unit area of 
the gate, and W and L indicate the channel width and length of 
ISFET, respectively[18]. 

Ш.  THE MICROFLUIDIC AND ELECTROOSMOTIC FLOW THEORY 
   Research has been conducted to employ microfluidic 
technology in these sensors to increase the efficiency of ISFET 
sensors. Microfluidic technology is widely used in biosensors 
[19] and provides advantages such as less measure time, high 
sensitivity, transportability, and integration of laboratory 
methods in one device (lab-on-chip technology) [20]. 
Electrokinetics is an efficient technique to control liquids and 
samples in microfluidic systems. This technique is used to 
separate samples and create turbulence within the 
microchannel. By applying a driving potential to the 
microchannel's surface electrodes, the state of motion of liquid, 
which contains biomolecules, is changed. The velocity of the 
fluid in this electroosmotic flow is given by [21].  

f
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   where εf is the dielectric constant, U is the viscosity constant, 
and E is the electric field. Electroosmotic flow is also used in 
micromixers, where fluid-induced turbulence leads to mixing 
operation in microchannel [22]. The fluid exhibits laminar flow 
without applied voltage with a small Reynolds number. In this 
situation, the absorption of target ions to the sensor surface is 
weakened; consequently, the sensor's response time and 
sensitivity are degraded. Inducing turbulence in the 
microchannel enhances the analyte absorption and improves the 
sensor efficiency. The Damkohler number is a dimensionless 
scale to study mass transfer rate [23].   
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   where Da is the Damkohler number, kon is the reaction rate, θ0 
is the number of free receptors for antibody-antigen 
combination, D is the molecular diffusion coefficient, and h is 
the channel height. According to this equation, achieving a 
desirably high mass transfer rate requires a high reaction rate of 
the target ions and sufficient molecular diffusion. 

IV. THE ISFET SENSOR SIMULATION 
   To predict the sensory operation of ISFET, we employ the 
COMSOL simulation framework. The sensitivity and 
conductivity of the sensor are evaluated in different modes. The 
substrate of the structure defined in the simulation environment 
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has 3µm length and 0.7µm height, and the electrolyte cavity has 
1µm height and 1.6µm length. The gate length is 3µm. The 
physical models employed to simulate ISFETs are the same as 
those used for simulating MOSFETs. These models can 
describe and evaluate the electric charge concentration and their 
interactions, concentration of different species, and diffusion 
coefficient of ions. The microchannel that is simulated in 
COMSOL, has 25µm height and 100µm length, and two 
electrodes with 20µm length are located under the channel 
10µm apart from each other. The sensor is located under the 
lower wall of the microchannel. This structure is indicated in 
Fig. 2. 

 
Fig 2. A schematic view of the microchannel and the locations of electrodes 
and ISFET sensor. 

The incompressible Navier-Stokes and electrostatic physics are 
utilized to investigate the microchannel's fluid behavior. 
Navier-Stokes and continuity equations are used to analyze 
fluid motion in the presence of an electrical field, and 
electrostatic physics refers to the applied voltage to 
microchannel surface electrodes. The other boundaries of the 
channel are assumed insulated.  

V. RESULTS OF ISFET SENSOR SIMULATION 
The current flows when applying a voltage to the reference 

electrode and increasing its value to a certain level, called 
threshold voltage. The threshold voltage changes according to 
the PSA value. Increasing PSA means decreasing pH value and 
the threshold voltage increases. While decreasing of PSA value 
leads to a decrease in the threshold voltage. Fig. 3. shows the 
transfer characteristics of ISFET for different values of PSA. 

 

Fig 3. Transfer characteristics of ISFET for different values of PSA in 
logarithmic (left) and liner (right) scales. 
 

Fig. 4 (a) shows the sensitivity curve for the ISFET PSA 
sensor operating in the constant current mode. A feedback 
circuit adjusts the gate voltage, so the drain current is 
maintained at a constant set point. The resulting gate voltage 
(the sensor's output) as a function of the PSA value (the sensor's 
input) is plotted in the figure. In Figure 4(b), the changes in the 
drain current for different PSA levels are depicted. The applied 
gate and drain voltages are kept constant to obtain this curve. 
 

  

 
Fig. 4 (a) Sensitivity characteristics of ISFET sensor at a given drain current, 
and (b) variation of drain current for different PSA levels at a given bias point. 

VI. RESULTS OF MICROCHANNEL SIMULATION 
   The simulation of the microchannel is carried out in two 
modes, with and without applying a voltage to the surface 
electrodes. As Fig. 5. indicates, the fluid flows without applying 
a voltage to the electrodes in a laminar state. It is shown in the 
figure that the fluid velocity is in layered distribution, and it 
flows faster in the microchannel center (red indicates higher 
speed and blue indicates lower speed). Applying an ac voltage 
with a frequency of 0.1Hz to the electrodes induces a turbulence 
state within the microchannel. The turbulence state changes 
over time, as is shown in Fig. 6. The higher the turbulence in 
the microchannel is, the more the analyte is pushed toward the 
sensor surface, and consequently, the adsorption time reduces. 
 

         
Fig 5. Fluid state in the microchannel without applying a voltage to the 
surface electrodes. 
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Fig 6. Changes in the turbulence state within the microchannel over time. 
 
The required voltage to induce the most suitable turbulence 
depends on the microchannel dimensions, the electrode's 
distance from each other, fluid properties, and the initial 
velocity value.  

VII. CONCLUSION 
   An ISFET-based biosensor for evaluation of PSA level is 
introduced and simulated in this work. Since the sensitivity and 
response time of this sensor depends on the proximity of 
analytes to the sensor surface, we have designed a 
microchannel on the sensor surface in which the electroosmotic 
flow is induced by applying external voltage. Adsorption of 
target ions on the ISFET surface modulated the channel's 
conductivity and changed the device's threshold voltage. Our 
simulation results have shown that the proposed structure 
facilitates rapid detection and measurement of PSA 
concentration. 
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 
Abstract— Fuzzy logic can be arranged concerning practical 

experiences and blended with conventional control techniques. 
Even though it is not the replacement of conventional control 
methods in many cases, a fuzzy control system eases the 
implementation and design process. It has also been put in use in 
other matters like traffic control. Increasing vehicles and 
insufficiency of passages capacity have led to widespread traffic 
emergence. While it is very difficult to widen existing roads, 
optimizing traffic like control schemas is still possible. This paper 
assumes a common four-directional crossroad where vehicles can 
move in a bidirectional way from each direction. A Sugeno fuzzy 
logic set of rules is presented to regulate the timing schedule of 
green lights for the crossroad concerning the vehicle accumulation 
at each line. 
 
Index Terms—Fuzzy logic, Crossroad, Traffic lights control 

I. INTRODUCTION 
     raffic problem is a major inconvenience in most urban areas 
     around the world. This transportation issue can affect the 

economy, slow development, reduce production, increase cost, 
and distort every aspect of social life. This phenomenon causes 
increasing vehicles, insufficient roads and highways, and unfit 
traffic lights control strategies. All of these factors can create 
traffic congestion in the intersection, but a traditional traffic 
light system is one of the major factors. Traffic signals are 
common features of urban areas worldwide; their main purpose 
is to improve the traffic qualities at the intersection, maximizing 
the capacity at the intersection and minimizing the delays by 
controlling the number of vehicles that can pass at each timing 
phase [1]. A fuzzy logic controller allows linguistic and inexact 
traffic data to be applied in controlling the signal timings. A 
fuzzy control system is a rule-based control system 
characterized by expressing an expert’s control rules using a 
fuzzy theory and determining a control command by a fuzzy 
inference program. 
       The idea of a fuzzy traffic signal controller is about 
modeling a control strategy based on expert human knowledge 
[2, 3]. In a conventional traffic light controller, the traffic lights 
change at a constant cycle time which is not the optimal solution 
when the density of passing vehicles varies with time. 
Obviously, it would be more feasible and sensible to pass more 
cars at the green interval if fewer cars were waiting behind the 
red lights at other lines [4, 5]. The fuzzy logic theory is 
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introduced for the traffic controller to adopt a green interval 
response based on dynamic traffic load inputs instead of default 
pre-set timing. In this paper, we proposed a new fuzzy traffic 
light control system that can effectively handle confusing traffic 
situations with interference and a long queue of vehicles 
waiting at the red light. It can adaptively manage green phase 
lengths according to the traffic frequency and waiting for a 
queue. The rest of the paper is organized as follows. In the next 
section, some previous and close works on this problem are 
presented and discussed. In Section 3, the proposed method is 
formulated, and its algorithm is presented in detail. The 
simulation results are provided and discussed in Section 4, and 
finally, the paper is concluded in section 5.  

Ⅱ.  PREVIOUS RESEARCH 
Many researchers have already researched fuzzy logic 

control methods; in [6], researchers have established fuzzy rule 
base and expert systems to control various traffic situations, 
which began to apply fuzzy control algorithms in traffic 
management. Based on this in [7], the authors designed a multi-
level fuzzy controller that may even alter the fuzzy logic upon 
severe condition changes [8]. In [9], researchers applied fuzzy 
logic to control two adjacent intersections with the same 
situations. This controller determined the extension or 
termination of the green signal based on the upstream traffic. In 
[10], a fully distributed system with local cooperative 
controllers to self-organizing traffic signal control is applied in 
a multi-intersection network. 
     In [11], a two-layer fuzzy control algorithm for traffic 
control of the network is proposed, which is supposed to have a 
large traffic flow and a high possibility of congestion. This 
work is also reviewed and improved in [12]. This paper 
indicated better performance of fuzzy-based controllers than 
traditional traffic signal controls, specifically during uneven 
and heavy traffic conditions. 

 Researchers in [13] have presented a hybrid algorithm that 
combines Fuzzy Logic Controller and Genetic Algorithms. The 
Genetic Algorithm has been used to adapt the decision rules of 
Fuzzy Logic Controllers (FLC). Others have also done some 
research on the finite-time adaptive fuzzy tracking control issue 
[14, 15]. Others proposed an optimal general type-2 fuzzy 
controller for urban traffic networks [16]. The general type-2 
fuzzy logic sets and the modified backtracking search algorithm 
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techniques control the traffic signal scheduling and phase. 
Aiming at the coordination and dynamic uncertainty problem in 
arterial traffic, other scholars offered a type-2 fuzzy 
coordination arterial traffic control method [17]. Aiming at the 
situation that the timing cycle changes with time, Mo Hong 
used the time-varying universe and parallel system theory to 
study the dynamic linguistic trajectory of the timing evolution 
process [18,19]. 

The traditional control strategy of traffic lights mostly uses 
a fixed timing method, whose cycle, green time and phase 
structure are invariable [20,21]. But all researchers agree that it 
is hard to achieve optimal control for the variable and 
complicated traffic flow [22–25]. It is imperative to optimize 
the phase structure and select the appropriate timing method to 
adapt to the changing traffic flow [26-27]. 

 For the fuzzy logic system, Q-learning and neural networks 
commonly used in traffic control, scholars have compared their 
control effect in traffic control [28]. The results show that fuzzy 
logic has better performance than other methods. Thus in the 
current work, the fuzzy control under time-varying conditions 
is used to realize an adaptive timing table for a traffic signal. 
Compared with the traditional fixed timing order, the results 
show that a rationally tuned adaptive approach will improve the 
traffic qualities under asymmetric traffic flow. 
In addition, Cang Zhou in [26] has used the Mamdani-type of 
the fuzzy logic system, a timing project with phase optimization 
based on the time-varying universe proposed for the situation 
where the traffic control is unreasonable. Firstly, the cycling 
universe is determined by the base word combination of traffic 
flow in each lane. Secondly, the key traffic volume and average 
maximum queue length are inputs to determine each phase’s 
green time. Thirdly, when the phase structure does not match 
the traffic flow, the phase structure is optimized by adding 
additional phases or merging phases. Finally, VISSIM and 
MATLAB simulation software compares the original and 
optimization timing projects proposed in this paper. The delay 
increases the capacity during peak hours. 
In [29], a predictive controller is proposed for urban traffic in 
which state-space dynamics are used to estimate the number of 
vehicles at an isolated intersection and its queue length. The 
simulation results show that traffic volumes and car crashes are 
reduced by controlling traffic on an urban road using model 
predictive control. 
The authors of the previous research proposed a new stable TS 
(Takagi–Sugeno) fuzzy controller for urban traffic [30]. Their 
approach formulates the state-space dynamics for the vehicle’s 
average waiting time at an isolated intersection and the length 
of queues. Then, a fuzzy intelligent controller is used to control 
the lights based on the queue length. The results show that the 
performance of the control and its stability are proved using the 
Lyapunov theorem. 
[31] developed a method based on the fuzzy factors of the 
intensity of pedestrian flow and flow discontinuity to improve 
the accuracy of modeling and predicting the traffic capacity of 
intersections. The results are analytical, and no simulation 
results are provided. 
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The main contribution of this paper is using the fuzzy logic in 
predicting, optimizing and reducing the traffic and the number 
of stopped cars at crossroads. Meanwhile, in many recent 
projects, artificial smart or intelligent vision systems have been 
used. The results obtained according to the fuzzy inference 
output chart are clear: the number of stopped cars increased, 
whether in total, in total mean, or even in separate mode. 
Moreover, in the proposed approach, each car’s waiting time is 
less than those of smart modes and system controls.  

Ш.  CURRENT WORK 
The field of operation is presumed to be a common crossroad 

with four directions of passages, as shown in Fig. 1. In each 
direction, vehicles can either enter or leave the crossroad. 

      

 
Fig. 1. The important directions of motion at this crossroad are considered from 
West to East (WN), West to North (WN), and similarly NS, NE, EW, ES, SN, 
and SW. Vehicles that leave the area or turn to the right don’t have any 
deterministic effect on the traffic situation here. 
 

     Obviously, motions with the most queue should be given 
the most time. According to the practical data provided in [26] 
(driven from standard Chinese urban traffic scales), a total 
timing sequence of traffic lights in such a crossroad should be 
between 80-2201 seconds, and vehicles queued in the line 
should count less than 100 for each direction and 600 for the 
whole quarter. It is assumed that the vehicle numbers are 
countably utilizing modern intelligent surveillance monitoring 
systems presented at each important passage. 

     Thus assuming the total cars in the quarter as our first 
input independent variable called TC, this parameter is a subset 
of Low (TC<200), Medium (200<TC<400) and High (TC>400) 
traffic density. Total cycle duration (TCD) is a dependent 
variable on the TC. According to the Fuzzy Inference System 
Act, it should be considered as three areas for the total car 
waiting time. Since the plan, the total period of stopping at the 
crossroads of 80 to 220 seconds can be reached in three-level 
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“low”, “moderate,” and “long” divided time intervals and also 
According to international law, the cars do not stop for the right-
turn, so it is not considered in this article. The first set of fuzzy 
rules are now set as below: 

 
TABLE I 

 Sugeno Fuzzy Logic Rules for TCD Concerning the TC 
Rule 

1 
If TC is low, 

then TCD is short 
(80-120) 

TCD=80+0.2*TC 

Rule 
2 

If TC is medium 
then TCD is 
mediocre (120-160) 

TCD=100+0.15*TC 

Rule 
3 

If TC is high 
then TCD is long 
(160-220) 

TCD=40+0.3*TC 

 
    The TCD parameter naturally contains all the crossroad’s 
red, yellow and green light times. Considering the existing 8 
lines, when the TCD is set to be 80 seconds, and the car queues 
at all lines are equal, it means that each line has 10 seconds of 
green light, 20 seconds of yellow and 50 seconds of red light.       

After determining the cycle duration, it is now turned to 
dividing this duration between 8 lines. The direction with the 
highest Local Queue Density (LQD) should be allocated with 
the longest Green Light Duration, and the sum of all eight GLDs 
should not pass the authorized TCD. Here we take a simple 
solution to assign green time to each line according to its 
queued vehicle quantity. If  TCi is the number of waiting for 
cars at each line i, a ratio can be considered as a priority right 
like (1, 2): 

 𝑃𝑖 =
𝑇𝐶𝑖

𝑇𝐶
                                                                      (1) 

Obviously: 

  ∑ 𝑃𝑖 =
∑ 𝑇𝐶𝑖
8
𝑖=1

𝑇𝐶
=

𝑇𝐶

𝑇𝐶
= 18

𝑖=1                                       (2) 

Each Pi can be a real number between 0-1. The line with the 
highest priority can be let first to green light. 

The time quota from the TCD for each car to pass among the 
whole TC can be assumed as: 

 

𝐶𝑡 =
𝑇𝐶𝐷

𝑇𝐶
                                                                     (3) 

And finally, each line green timeshare can be calculated as: 

𝐺𝑇𝑖 = 𝐶𝑡 ∗ 𝑇𝐶𝑖                                                            (4)  

And 

∑ 𝐺𝑇𝑖
8
𝑖=1 = 𝑇𝐶𝐷                                                         (5) 

    However, this approach will cause an allocation time 
shortage when too few or too many vehicles are in line. For 
example, when there are less than ten cars in a line, the assigned 
GT may run below 3 seconds, which is insufficient to pass. 
Therefore, another set of fuzzy rules is introduced to 

compensate for this matter: 
 

TABLE II 
Sugeno Fuzzy Logic Rules to Assign Suitable GT for Each Line 

Rule 
1 

If TCi is low (TCi<30), 
then GTi is short 

𝐺𝑇𝑖
= 𝐴𝑖 + 𝐶𝑡 ∗ 𝑇𝐶𝑖  

Rule 
2 

If TCi is medium, then 
GTi is mediocre 

𝐺𝑇𝑖
= 𝐵𝑖 + 𝐶𝑡 ∗ 𝑇𝐶𝑖 

Rule 
3 

If TCi is high (TCi>60), 
then GTi is long 

𝐺𝑇𝑖
= 𝐶𝑖 + 𝐶𝑡 ∗ 𝑇𝐶𝑖 

 
     For an instant, it seems that constants 𝐴𝑖between3-5, 𝐵𝑖  

between 5-10 and 𝐶𝑖 between 10-15 seconds would suit well; 
however, these constants can be further optimized in practice 
noticing that the sum of all GTs should not pass 1.2*TCD. 
Consequently: 

∑ 𝐴𝑖
8
𝑖=1 < 0.2 ∗ 𝑇𝐶𝐷                                                  (7) 

     The algorithm will re-assign A, B, and C for each line to 
adhere to the above condition. Beginning from the upper limit 
for each one and reducing it if necessary. Considering these, a 
better set of fuzzy rules for this stage can be written below. 

      
TABLE Ш 

 Accurate Sugeno Fuzzy Logic Rules to Assign Suitable 
GT for Each Line 

Rule 
1 

If TCi is low (TCi<33), 
then GTi is short 

𝐺𝑇𝑖

= 3 +
𝑇𝐶𝑖
15

+ 𝐶𝑡

∗ 𝑇𝐶𝑖 

Rule 
2 

If TCi is medium, then 
GTi is mediocre 

𝐺𝑇𝑖

= 5 +
𝑇𝐶𝑖
12

+ 𝐶𝑡

∗ 𝑇𝐶𝑖 

Rule 
3 

If TCi is high (TCi>66), 
then GTi is long 

𝐺𝑇𝑖

= 10 +
𝑇𝐶𝑖
20

+ 𝐶𝑡 ∗ 𝑇𝐶𝑖  

This set of fuzzy rules must be applied for all GTs of all 
directions. After recalculating the GTs, the real cycling duration 
(RCD) will be the sum of all GTs. This may differ from the 
predicted TCD.  

IV. SIMULATION AND RESULTS 
While the proposed algorithm is not sensitive to daily cycles, 

its application will still be in daily life. Thus for the simulation, 
a 24 hours cycle is assumed, but the quantities of incoming cars 
are assumed as independent toward daily hours. At the end of 
each TC cycle, the TCi numbers are re-extracted the set of rules 
and parameters are updated. 

The TC (and subsequently TCi) is a random independent 
input variable that varies between 0-600. The TCD parameter 
is first considered constant and then recalculated with our fuzzy 
rules. Pi, Ct, GTi and AWT must be calculated for both cases. 
The simulation is repeated each time that TCD cycling time is 
passed and subtracted from the daily time duration in seconds. 

In a sample simulation, the total number of 409 cycles was 
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allocated (this number depends on the total passing cars as a 
random input variable and our fuzzy rules). The results are as 
follows. 

 

 
 

Fig. 2. The total quantities of passing cars per cycle were between 75 
and 475 

 

 
Fig. 3. The queued cars in the North to South line at each cycle 
 

 
      Fig. 4. The green light time for NS passage at each cycle has always been  

always been between 3-62 seconds 
 
Each line’s average green light time was about 30 seconds. 

 
Fig. 5. Each cycle duration is in seconds. The threshold of 220 seconds has not 
been violated, and cycles were usually less than 3 minutes lengthened. 

Fig. 6.  is the most important parameter on the topic since it 

shows the time wasted at the crossroad for the vehicles. One 
may claim that a constant timing cycle, for example, at the 
length of 2 minutes, could be shorter on most occasions. Still, 
there are no guarantees that this constant timing of 15 seconds 
for each line to pass could suffice for all the vehicles in a queue 
to pass, and the line could be accumulated with incoming 
cycles. This will lead to an unpredictable situation of long 
queues which may be delayed up to many hours while the 
current fuzzy logic-based solution ensures that all the vehicles 
will receive enough time to pass and the crossroad will be 
vacant at the end of each cycle from the previous cycle’s 
passengers even though it sometimes has violated the threshold 
of the maximum recommended light cycling time. 
 

 
Fig. 6. The real length of each passing cycle per 24 hours 
 

TABLE IV 
Parametric Comparison Between Methods (seconds). 

 Current 
method 

The 
method 
presented in 
[25] 

The 
method 
presented in 
[26] 

average 
green light 
time 

30 45 40 

Average 
cycling 
time 

200 240 220 

 
This article is based on a fuzzy model of an urban traffic 

network designed for a single intersection. The model’s state 
variables are the length of queues and the average waiting time 
for the vehicles. Moreover, the vehicle’s average waiting time 
at an isolated intersection and the length of queues are 
considered controller inputs. Additionally, the effectiveness of 
the suggested controller is verified by simulation results. The 
percentage of improvement with attention to simulation results 
using the proposed method decreases the vehicles in each 
intersection phase to the fixed time Control, as shown in Figures 
7 and 5. 

Moreover, the presented method does not bind the situation 
to any specific time over the day-night conditions like early 
morning traffic. The current approach can quickly adapt itself 
to any unpredicted traffic conditions. However, interested 
researchers can still work on further optimizing the fuzzy rules 
set presented here. As seen in Figure 8, the proposed can 
effectively reduce the delay.  
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TABLE V  

Vehicle Queue Length Performance Results from Fuzzy 
 Intelligent and Fixed Time Control 

Queue times Fixed-
time 
Controls 
[25] 

Fuzzy 
Intelligent 
Control 
[Proposed] 

Total 
Improvement 
Percentage 

7:30 – 8:30 85 20 76.47 
10:30 – 11:30 30 8 73.33 
15:30 – 16:30 45 15 66.67 
18:30 – 19:30 320 67 79.06 
SUM 480 110 77.08 

 

 
Fig. 7. Comparison of results in the length of the queue of vehicles using a fuzzy 
model. 
 

 
(a) 

 
(b) 

Fig. 8. (a) Comparison of results in delay times between the method with and 
without optimization, (b) impact of the number of phases in each timing on the 

delay times. 
 
     The novelty of the proposed method using fuzzy logic in 

predicting, optimizing, and reducing traffic and stopping cars at 
crossroads. Meanwhile, in many recent projects, artificial smart 
or intelligent vision systems have been used. The results 
obtained according to the fuzzy inference output chart are quite 
clear: the number of car stops, whether in total and in total mean 
and even in a separate mode, each car’s waiting time is less than 
smart mode and system controls. In addition, the presented 
method does not bind the situation to any specific time over the 
day-night conditions like early morning traffic. The current 
approach can quickly adapt itself to any unpredicted traffic 
conditions. However, interested researchers can still work on 
further optimizing the fuzzy rules set presented here. 

V. CONCLUSION 
This paper proposes a fuzzy logic predicting method that 

optimizes traffic and stopped cars at crossroads. The fuzzy 
inference output chart of the proposed method clearly shows 
that the amount of stopped cars and their waiting time at 
crossroads is less than those of intelligent vision-based 
controlling systems. Moreover, the presented method does not 
bind the situation to any specific time over the day-night 
conditions like early morning traffic. The current approach can 
quickly adapt itself to any unpredicted traffic conditions. In the 
future, we will work on further optimizing the fuzzy rules set 
presented here. 
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 
Abstract— DC Stray currents represent serious problems for 

any electrified railway system. This paper describes a complete 
simulation model for evaluating rail potential and stray current 
for the Tehran multi-train DC railway system based on different 
earthing systems. In the present paper, a complete analysis of the 
results is presented. The simulation results clearly indicate that 
earthing system arrangements and other parameters influence 
stray currents and rail potential. The simulation results show the 
performance of three ground system types: grounded, 
ungrounded, and diode-grounded systems on rail potential and 
stray current. 
 
Index Terms— DC Railway System, Multi-Train Simulation, 
Rail Potential, Stray Current, Monte Carlo Simulation 

I. INTRODUCTION 

         ost railways systems use the running rails as the return 
         conductor for traction current to reduce the wiring cost. 

The disadvantages of such an arrangement are those of rail 
potential and stray current problems [1, 2]: 

- Rail potential may rise or fall above a certain threshold and 
can be hazardous in the forms of touch or step voltages. Rail 
potential should not exceed the critical value of correlative 
standards to avoid endangering the person’s safety.  
- Stray currents can dramatically create or accelerate the 
electrochemical corrosion of underground metallic utility 
pipes, power and telephone cables and the earthing grids laid 
in the vicinity of the DC railway system.  

Therefore, controlling rail potential and stray current is 
important in all DC railway system designs. Rail potential and 
stray current are influenced by factors such as the conductance 
per unit length between running rails and earth, rail resistance, 
distance between traction substations, line voltage, weather, 
position and loads condition. Among them, the earthing 
strategies profoundly influence both rail potential and stray 
current [3, 4].  

The present paper deals with modeling and simulation of a 
multi-train DC railway system to determine rail potential and 
stray current values in different structures (earthing strategies) 
for different conditions of the Tehran metro system. The metro 
is used with a direct current power supply for short distances in 
urban transportation. An alternating current power supply is 
                                                           
1- Electrical Engineering Faculty, Imam Mohammad Bagher, Technical 
and Vocational University, Mazandaran, Iran 

suitable for distances of more than 30 km between two stations, 
and for distances over 200 km, magnetic levitation trains are 
used [5, 6]. Stray currents that crawl through rails into the earth 
can flow through building foundations, pipes, and other 
underground metallic installations with less resistivity 
concerning the soil to reach the negative terminal of the 
substation. The points at which current enters/leaves the 
metallic structure are called the cathodic/anodic regions [7- 9]. 
The current leaving the anodic region causes the corrosion 
phenomenon on the metallic structure. Various methods have 
already been used for stray current modeling in railway transit 
systems. In most of the literature and simulations, such as in 
[10- 12], the metro system is presented as resistive grids, and 
the mathematical equations are given based on the traction 
substation current, rail track resistance, the distance between 
the train and substation, the resistance between the rail and 
earth, and stray current. In summary, the contributions of the 
study are as follows: 
 
• Analysis and comparison of different types of metro ground 
systems by TPS and ENS simulation; 
 
• Presenting and comparing the effect of longitudinal resistance 
of running rails conductivity of rails to ground on stray current 
and rail potential; 
 
The rest of the paper is organized as follows. Section 2 applied 
the Block diagram of train motion equations and presented 
mathematical and analytical relationships. Section 3 Speed and 
power simulations are performed for the DC metro line in 
Tehran. In Section 4, the simulation results obtained from the 
software are studied and analyzed. 

Ⅱ. Modeling and Simulation of DC Electrified Railway 
System 

Simulation of the railway system is complicated for its multiple 
nonlinear and time-varying equalities. Because it is composed 
of many components, the relation between them changes in 
time. Anyway, the Simulation of the DC Electrified Railway 
System was conducted in the following three stages:  
• Train performance simulation 
• Electric network simulation 
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• Rail potential and current ground simulation  

2.1 Train Performance Simulation 
2.1.1 Train Motion Equation (TME) 
Train motion can be best described by Lomonossoff’s equation 
[13, 14]: 

)()()( 2   MgcvbvaTE
dt

dv
DMM                (1) 

Where M is the mass of the train, DM  is the dynamic mass of 
the train (typically 5%-10% of M ), v is train speed, TE  is 
tractive effort, ",," cba  are running resistance coefficients of the 
train, g  is gravity,  is a slope at the current position, and    
is the curvature at current position converted to equivalent slope 
according to the following: 

610
2

)(







R

GL
                                                              (2) 

Where G is track gauge (m), L  is axial length (m), R  is the 
radius of curvature (m), and   is wheel-rail adhesion 
coefficient. The adhesion coefficient is empirical and can be 
approximated by Curtius Kniffler’s formula for “dry rail” 
conditions [13, 14]. 

v6.344
5.7161.0


                                                           (3) 

The running resistance coefficients depend on the number of 
axles, total train length, and train cross-section area. The 
tractive effort of electric locomotives depends on various 
factors but mainly on the weight and speed of the train. For 
metro operations with a high passenger density, the variation in 
train weight can significantly affect train performance and 
energy consumption. With a time-based (time of day) passenger 
profile for each station, the weight of trains can be altered [14, 
15].  
Usually, the locomotive tractive effort determines as a function 
of speed and line voltage. Therefore, for each time snapshot, the 
output mechanical power of the train (motors) is obtained by 
equation (4). The total input electrical power ( totP ) of the 
locomotive measured at the pantograph is calculated by 
equation (5). The auxiliary power, electrical losses and 
mechanical losses, as well as all other losses, are included in

totP  [14, 15, 16]: 

vvTEvP  )()(                                                                       (4) 

t
tot

vP
P



)(
                                                                            (5) 

)(/)()( vVvPvI dctot                                                                 (6) 

Where )(vP  the tractive power, t  the total power efficiency; 
)(vVdc  the supply voltage of the train,the train current.and  )(vI   

Train motion equations (TME) are then solved using the built-
in integration methods equipped with the algebraic loop solver 
to account for train speed, position, and line voltage effects. The 
Block diagram of single train dynamics is shown in Fig. 1. It 

consists of three major modules, i.e., the Trains Performance 
Simulator (TPS), the Electric Network Simulator (ENS), and the 
Train Movement Simulator (TMS). The railway system’s 
operation timetable (T-V* profile) is applied to define each 
train’s location and speed profile along the main line for each 
time snapshot. In reality, the T-V* profile corresponds to either 
the speed code received from the track signaling system or the 
speed demand set by the driver during operation. The speed 
control module produces the desired TE / BE to achieve the 
desired speed. The desired TE demand is only subject to 
acceleration and jerk limits [12, 14]. 
The actual speed and position are computed using the train 
motion equation (TME). Traction power (TE) or braking power 
(BE) is obtained by equation (4). If trains use an inverter 
propulsion system, then the efficiency characteristics are used 
to calculate the electric power demand. Similarly, train 
regeneration power output can be obtained from efficiency 
characteristics [12, 14]. 

 
Fig. 1. Block diagram of train motion equations as related to TPS, 
TMS, and ENS 

2.1.2 Monte Carlo Simulation of Operation Timetable 
Delays 
The Monte Carlo method is a stochastic simulation technique 
implemented to solve a category of problems dealing with the 
variables of random nature [17]. Timetable delays per train are 
considered as the random variable in this study. Obviously, the 
probability that a train leaves the station with delay is much 
more than that it leaves at the scheduled time ( schT ). Therefore, 
triangular or normal distribution for this variable (the departure 
time) is a proper choice. The simulator output will include the 
number of trains of each line (headway), timetable delays per 
train, delays per trip, total and average delays and average and 
maximum speed. This information is available as a “per train”, 
“per day” or summary output. 

2.1.3 The AC/ DC Power Supply System Model 
The power supply system is one of the most important facilities 
in electric railway systems. It provides the necessary energy for 
the operation of trains and the load at stations and depots. The 
Bulk Supply Substations (BSS) connect the railway power 
supply system to the national supply at several locations and 
step the high-voltage (63 kV) down to medium-voltage (20 kV). 
Then, it distributes a 20 kV supply to the traction supply 
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substation (TSS), the Station Supply Substations (SSS), and the 
depots. In TSS, 20 kV voltage is stepped down to low-voltage 
(592V AC) and (12 pulses) rectifiers are used to convert the AC 
power supply to 750 (780) V DC power source for train sets 
[18]. 

 
Fig. 2. Power supply system of propulsion traction for Tehran railway 

system 
 

As shown in Fig. 2, the positive bus of TSS is connected to the 
third rail and the negative bus to the running rails. To prevent 
cathode corrosion phenomena due to the stray current, the 
negative return of DC is collected by the running rail and 
connected to the negative terminal of the rectifiers in TSS. 
The train sets, operated along the main lines, pick up DC power 
from the third rail for traction motors to drive the train set. 

2.1.4 Traction Motor Model 
For each train set, several units of motors (DC motors or three-
phase induction motors with VVVF 1  inverters) are used to 
provide propulsion power. An equivalent motor is used to 
represent several traction motors in each train. The motor has 
an equivalent rating (voltage, power, etc.). 

2.2 Electrical Network Simulation 
Having obtained the location and power consumption data for 
each train, the equivalent electrical network for each snapshot 
or specific time can be configured, as shown in Fig. 3. Each 
train set is treated as a load bus in the load flow analysis, and 
the number of train sets to be put into operation for each metro 
line is determined by scheduled headway. The impedance 
matrix of the DC network is updated according to the actual 
locations of all train sets. There are several methods to solve a 
railway traction power network. Then the voltage drop or power 

                                                           
1 - Variable Voltage and Variable Frequency 

flow can be evaluated by electrical network simulation (ENS), 
which leads to the current flow into or out of the train, 
depending on the train’s operation mode (i.e., acceleration, 
constant-speed, or deceleration). The current outflow from each 
traction substation (TSS) was also evaluated. Then, the rail 
potential and current ground simulation were followed by 
simulating each substation as a current source and each train as 
a current sink or a current source, depending on the train’s 
operation mode [17, 18]. 
 

 
Fig. 3. Multi-train and double-tracks model of DC electrified railway 
at a snapshot or specific time  
 
2.3 Rail Potential and Ground Current Simulation 
The rail potential and current ground simulation were followed 
by simulating substations, trains, running rails, collection mats 
(if any), and substation grounding. 
 
2.3.1 Running Rail Model 
The rail potential and current ground equations can be obtained 
by a simple model based on DC transmission line equations 
under stationary conditions. These equations describe the 
system represented in Figure 4, constituted by a linear rail 
embedded in the soil. Where RR  is DC rail resistance per unit 
length [ m/ ], G  is DC rail to ground conductance per unit 
length [S/m]. 
Rail-to-earth conductance can vary depending on the type of 
construction, amount of dirt on rail fasteners, temperature, 
ballast condition, and ambient moisture. If assumed that the rail 
is a cylindrical conductor with a radius )(0 dr  embedded in 
the ground, then the conductance per unit length can be 
calculated as [19, 20]: 

)]/2ln(./[2
0

rdG                                                            (7) 

Where   is soil resistance [ m. ], and d is rail length [m]. 
 

 
Fig. 4. DC transmission line model 
 
2.3.2 Rail Potential and Stray Current Modeling for Multi 
Trains System 
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If rail resistance and the rail-to-earth conductance are assumed 
constant and homogeneous, then rail current )(xii , rail 
potential )(xvi  and stray currentsection the inside  )(xIsi  

)1( iiPP  can be calculated as follows [4, 6]: 
x

i
x

ii ececxi  
  2)12()(                                                      (8) 

)()( 2)12(0
x

i
x

ii ececRxv  
                                            (9) 

)()( xGvxIs ii                                                                      (10) 

mni 1  
Where: 
 : Propagation constant ( 1m ) = RGR  

0R : Characteristic resistance of the rail conductor earth 

system ( 1 ) = GRR /   

ii cc 2)12( , : Constants are decided according to specific 
boundary conditions (as shown in Figure 5) and using 
Kirchhoff’s current and voltage laws. 
 

 
Fig. 5. Simple DC-feed multi-train rail system model at a snapshot 

2.3.3 Grounding Strategies Modeling 
The analytical solutions for each grounding scheme (including 
ungrounded, solidly grounded, and diode grounded negative 
return circuit) can be obtained and are useful in demonstrating 
the general form of rail potential and stray currents.  
The analysis model of the solidly grounded traction schemes is 
similar to the ungrounded traction scheme, except the negative 
bus at each substation is directly grounded. Thus, the rail 
potential and stray current derivation are similar to the 
ungrounded traction scheme. The rail potential and stray current 
equations at each section are exactly the same, except for the 
constants (in the rail current and rail potential equations). 
The analytical models of the rail potential and stray current in 
the diode-grounded scheme are the combined results of the 
ungrounded and solidly grounded schemes. The diode circuit in 
the diode-grounded scheme allows current to flow from the 
grounding mat at substations to the negative bus when a certain 
threshold voltage is reached. The flowchart for computations of 
the rail potential and stray current distribution in the diode-
grounded scheme is described in reference [20, 21]. 

Ш. Tehran DC Metro Line Simulation 
The performance of rail line 1 of the Tehran DC railway system 
is simulated to analyze rail potential and stray current. The 
effects of grounding strategies on rail potential and stray 
currents are simulated. For simplicity, we use the data from a 
section of line 1 (between station Q1 (Mirdamad) and station 
G1 (Panzdah Khordad)) for our simulation. As shown in Figure 
6, this section of rail line 1 is a double-track line with a route 
length of 8.72km, 11 passenger stations and 5 rectifier 
transformer substations. The train sets, which are operated 
along the rail line, pick up the DC power from the third rail for 
their four units of 132 kW DC traction motors that drive the 
train set. 
  

 
Fig. 6. The location and current consumption for the individual trains 
are based on an instantaneous “snapshot.” 
 
The system parameters for line 1 of the Tehran metro system 
are as follows: The running rail resistance is 0.035 km/ , the 
rail to ground conductance is 0.02 kmS / , and the earth 
resistance for the negative side of a substation grounded via the 
diode is 0.5 . The maximum slope is 5%, and the minimum 
radius of curvature is 250 m. The car-technical specifications 
are in Table I. The total run time of the train from Q1 to G1 (up-
truck) is about 14 min, including 25sec of dwell time at each 
station. The minimum headway is designed to be 2 min [22]. 

 
TABLE I 

 Urban Cars-Technical Specifications of Tehran Metro Network  

 
The Distance-Weight Profile for the up track under normal load 
is shown in Fig. 7. The Time-Speed profile for a single train in 
the up and down tracks (for a perfect cycle of journey) is shown 

7 (1+6) Number of the car per train (loco. +  wagon) 
135 Train length (m) 

341 / 363 Normal static weight/ dynamic weight (tons) 
1.435 Track gauge (m) 
9.6 Front area (m2) 
4 Number of axles 

0.7 Starting acceleration (m/s2) 
 raking deceleration (m/s2)ذ 1.0
80 Max. speed (km/h) 

750VDC (550/ 900) Feeding voltage (Min. / Max) 
4*132 Motorized car power (kW) 

45 Auxiliary power (kW) 
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in Fig. 8, and the corresponding Time-Distance and Time-
Power profiles are shown respectively in Fig. 9 and 10.  

 
Fig. 7. Distance-Weight Profile for Up track (Normal load)  

 

 
Fig. 8. Time-Speed Profile for a single train in Up and Down tracks  

 

 
Fig. 9. Time-Distance Profile for Up and Down tracks  

 
Fig. 10. Time-Power Profile for a single train in the Up and Down 

tracks 
 
 
 

IV. Simulation Results and Analysis 
The simulation aimed to investigate the rail potential and stray 
current characteristics for different earthing strategies assumed 
for the Line 1 of the Tehran metro system. Fig. 11, 12 and 13 
depict one of the typical simulation results. This case simulated 
the rail potential at a typical snapshot for grounded, 
ungrounded, and diode-grounded systems. The locations and 
current consumptions for the individual trains are based on an 
instantaneous “snapshot” of the system (this would be 
determined from TPS and ENS simulation).  

 
Fig. 11. Rail potential against the rail position at a typical snapshot 

for a grounded system 
 

 
Fig. 12. Rail potential against the rail position at a typical snapshot 
for an ungrounded system 
 

 
Fig. 13. Rail potential against the rail position at a typical snapshot 
for a diode-grounded system 

(Diodes in TSS #1, 2 and 3 are turned on)  

The results show that for the grounded system in some places, 
the rail potential increases to 45 V; for the diode-grounded 
system, this rail potential is up to 47 V, but for the non-
grounded system in some places, the rail potential increases to 
123 V. 
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Fig. 14. Cumulative stray current against the rail position at the 
defined snapshot 
Fig. 14 represents the accumulative stray current at a typical 
snapshot in grounded, diode-grounded, and ungrounded 
systems. 
As seen in Figure 14, the accumulative stray current in solidly 
grounded systems is at least ten times larger than the 
accumulative stray current in an ungrounded system. Also, the 
accumulative stray current obtained in the diode-ground 

scheme is small compared with the result obtained in the solidly 
grounded scheme. Since the diode-grounded scheme represents 
a compromise between a solidly grounded and ungrounded 
traction scheme, the rail potential and stray current of the diode-
grounded system are then between the other two grounding 
systems. The diode-grounded scheme for the DC railway 
system mainly depended on the number of substations having 
their drainage diodes turned on. According to the results of 
Figures 13 and 14, it can be seen that the non-grounded system, 
the diode-grounded system, and the grounded system have the 
best performance in reducing the stray current, respectively. 
Still, in the case of increasing the rail potential, this 
arrangement is quite the opposite between them. 
The simulation results show that the maximum rail potentials 
occur in the location of trains and traction substations (TSSs). 
Tables Ⅱ and Ш show that the rail potential and accumulative 
stray current can vary considerably with variations in assumed 
rail resistance, rail-to-earth leakage resistance, and substation 
grounding resistance ( gR ).  

TABLE Ⅱ 
 Systems Grounding Versus Touch Potential and Stray Current (  5.0gR , mdx 50 ) 

Rail Data Maximum Rail Potential (V) Maximum Accumulative 
Stray Current (A) 

)/( kmRr   )/( kmSG  Grounded Ungrounded Grounded Ungrounded 

0.035 
0.04 31.4 88.2 163.6 20.0 
0.02 44.4 124.7 198.5 19.0 
0.01 62.8 176.5 235.9 18.4 

0.02 
0.04 23.7 66.7 159.7 19.2 
0.02 33.6 94.3 193.2 18.5 
0.01 47.6 133.9 231.0 18.1 

 TABLE Ш 
Systems Grounding Versus Touch Potential and Stray Current 

 ( kmRr /035.0  , kmSG /02.0 , mdx 50 ) 

Maximum Accumulative 
Stray Current (A) Maximum Rail Potential (V) 

 

)(
gR

 

Diode-
grounded Grounded Diode-

grounded Grounded 
 

170.6 198.5 44.4 44.4 0.5 
130.6 158.2 53.7 46.3 1.0 
55.6 91.9 98.6 67.0 5.0 
39.0 79.0 110.2 72.2 10.0 

 
Generally, the most important form of stray current reduction is 
maintaining high rail-to-earth resistance along the lines while 
minimizing line resistance by cross bonding parallel track and 
cables and maximizing rail cross-sections. 
Using running rails with larger cross-sections and higher 
conductivity, which have lower longitudinal resistance, reduces 
the maximum Rail Potential and the maximum Accumulative 
Stray Current. 
In addition, according to equation (6), if a higher voltage (such 
as 1500V DC) is used in a power traction system, the current 
flowing in the return conductors will be smaller. Therefore, 
stray current and rail potential will be smaller.        

 

V. Conclusion 
This paper presents a computer simulation model for analyzing 
rail potential and stray current in a multi-train DC railway 
system. Based on the simulation results, the following 
concluding remarks have been drawn: 
- Grounded system results in very high stray currents with 
reasonably low rail voltages. 
- Ungrounded system results in very high rail potentials with 
low stray currents. 
- Diode-grounded system results in high rail voltages and stray 
currents compared to an ungrounded system.  
- The stray current and rail potential depend on headway, the 
number of trains in operation, and the length of line (distance 
between traction substations). 
- The changes of the diode-grounded system into a partially 
ungrounded system can effectively reduce the stray current.  
- The isolation of two cross-junction lines by disconnecting the 
impedance bond at the tie line or the cross-junction can also 
effectively reduce the total amount of stray current and the peak 
of rail potential. 
- If higher voltages are used in the power traction system, then 
the stray current and rail potential will be reduced. 
Generally, each grounding scheme provides an essential 
traction design for rail systems concerning rail potential and 
stray current. The tasks of controlling rail potential and stray 
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current are conflicting; therefore, a balance has to be struck 
between the two. 
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